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**A B S T R A C T**

We present numerical simulations for a reactive shock–bubble interaction with detailed chemistry. The convex shape of the bubble leads to shock focusing, which generates spots of high pressure and temperature. Pressure and temperature levels are sufficient to ignite the stoichiometric $\text{H}_2$–$\text{O}_2$ gas mixture. Shock Mach numbers between $Ma = 2.13$ and $Ma = 2.90$ induce different reaction wave types (deflagration and detonation). Depending on the shock Mach number low-pressure reactions or high-pressure chemistry are prevalent. A deflagration wave is observed for the lowest shock Mach number. Shock Mach numbers of $Ma = 2.30$ or higher ignite the gas mixture after a short induction time, followed by a detonation wave. An intermediate shock strength of $Ma = 2.19$ induces deflagration that transitions into a detonation wave. Richtmyer–Meshkov and Kelvin–Helmholtz instability evolutions exhibit a high sensitivity to the reaction wave type, which in turn has distinct effects on the spatial and temporal evolution of the gas bubble. We observe a significant reduction in mixing for both reaction wave types, wherein detonation shows the strongest effect. Furthermore, we observe a very good agreement with experimental observations.

© 2016 The Authors. Published by Elsevier Inc. on behalf of The Combustion Institute. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The interaction between high-speed reactive flows and shock waves is a generic situation present in many combustion systems. Controlled application can promote mixing; uncontrolled interactions, however, can lead to undesirable heat release and thermomechanical loads. Especially in supersonic combustion, where the rapid and efficient mixing of fuel and oxidizer is crucial, as the residence time of the fuel–oxidizer mixture in the combustion chamber is only a few milliseconds [1], mixing can be enhanced sufficiently by shock-induced instabilities. The selected generic configuration of reacting shock–bubble interaction (RSBI) is representative for a large range of hydrodynamic instabilities and different reaction wave types occurring in application, and allows us to study the interaction between different effects in detail.

1.1. Hydrodynamic instabilities

Two hydrodynamic instabilities dominate in a RSBI: the Richtmyer–Meshkov instability (RMI) and the Kelvin–Helmholtz instability (KHI). RMI can enhance mixing in high-speed reactive flows, promote turbulent mixing and thus increase the burning efficiency of supersonic combustion engines [2]. The instability occurs at the interface between two fluids of different densities. Theoretically stated in 1960 by Richtmyer [3] and experimentally verified by Meshkov [4] in 1969, RMI can be considered as the impulsive limit of the Rayleigh–Taylor instability [5]. The misalignment of pressure gradient, $\nabla p$, associated with a shock wave and density gradient, $\nabla \rho$, at the material interface causes baroclinic vorticity production at the interface. For comprehensive reviews the reader is referred to Brouillette [7] and Zabuksky [8]. RMI occurs on a wide range of highly reactive environments from extremely large scales in astrophysics [9], to intermediate scales in combustion [10] and down to very small scales in inertial confinement fusion [11].

RMI induces velocity shear and small perturbations at the interface of the bubble, which are necessary preconditions for KHI [12]. The perturbations are amplified, eventually generating vortices at the interface accompanied by the appearance of smaller scales [7]. KHI drives the breakup of large-scale structures [13] and forces mixing [14]. Both effects are the main hydrodynamic drivers in RSBI.

1.2. Shock-induced ignition and reaction waves

Independently of the scale, RMI is accompanied by a second phenomenon in reactive gas mixtures: the shock-induced variation
of thermodynamic properties, which can lead to ignition, followed by a reaction wave. Two reaction wave types can be distinguished: deflagration and detonation. Deflagration is a subsonic diffusion-driven reaction wave that propagates through the gas mixture due to direct transfer of chemical energy from burning to unburned gas [15]. Detonation is driven by a fast chemical reaction and the associated large heat release within the reaction wave. A shock wave immediately precedes the detonation wave and preheats the gas mixture by compression [15]. The detonation wave propagates up to $10^5$ times faster than the deflagration wave [16]. Due to the large differences in the characteristic reaction time scales, the reaction wave type has a crucial influence on the flow evolution.

Under certain circumstances a deflagration wave can transform into a detonation wave. Deflagration-to-detonation transition (DDT) is one of the most interesting unresolved problems in combustion theory. Generally, a self-propagating deflagration wave is unstable and tends to accelerate. Under specific conditions the continuous acceleration can suddenly transition into a detonation wave [17]. Liberman et al. [18] proposed a mechanism mainly driven by flame acceleration divided into three stages. The reaction front accelerates and produces shock waves far ahead of the flame. Thereafter, the acceleration decreases, shocks are formed on the flame surface and pockets of compressed and heated unburnt gas emerge (preheat zone). In the final stage the transition to detonation happens: the flame propagates into the preheat zone and produces a large amplitude pressure pulse. Increasing pressure enhances reaction rates and the feedback between the pressure peak and the reaction leads to a growth of the pressure peak, which steepens into a strong shock that, coupled with the reaction zone, finally forms an overdriven detonation wave.

Furthermore, the flame front can propagate into regions of gas that already have been compressed and preheated by preceding shock waves such as in shock–bubble interactions (SBI). The reaction rates and the heat release are enhanced in these regions, which in turn increases the pressure pulse and accelerates the transition to detonation. In general, DDT can occur in two regions: it develops from the preheated, compressed gas mixture between the leading shock wave and the flame or it arises from within the flame [19]. The latter transition process is relevant for the presented study as RSBi contains regions of irregular compression by the initial shock wave.

1.3. Reacting shock–bubble interaction

The impact of a shock wave on a reactive gas bubble allows to investigate the interaction between shock-induced hydrodynamic instabilities and ignition. The shock wave triggers RMI and the pressure and temperature increase leads to the formation of radicals, which accumulate until the gas mixture ignites. RMI, due to the misalignment of the pressure and density gradient at the bubble interface, causes the bubble to evolve into a vortex ring. Provided that the initial kinetic-energy input is sufficient, the flow develops a turbulent mixing zone through non-linear interactions of the material interface perturbations [7,8]. Upon contact, the incident shock wave is partially reflected and partially transmitted. For an Atwood number $A = (\rho_1 - \rho_2)/(\rho_1 + \rho_2) < 0$ (the bubble gas is lighter than the ambient gas), the transmitted shock wave propagates faster than the incident shock wave. $A > 0$ shows the converse effect, the transmitted shock wave travels slower than the incident shock wave outside of the bubble. The transmitted shock wave focuses at the downstream pole of the bubble and collapses into a single point (shock-focusing point).

Classical inert SBI was the subject of several studies over the last decades. Haas and Sturtevant [20] investigated the interaction of shock waves propagating in air with a gas bubble filled with either helium or R-22. Their experimental results contributed to a better understanding of the temporal bubble evolution under shock acceleration and established a new class of canonical flow configurations. These experimental findings were completed by the investigations of Quirk and Karni [21], providing detailed numerical results of shock–bubble interaction problems. They reproduced the transition from regular to irregular refraction, shock wave focusing and the formation of a jet towards the center of the bubble. For a detailed review of SBI see Ranjan et al. [22].

A new level of complexity can be added to the setup of SBI by replacing the inert gas with a reactive gas mixture. A strong shock wave can ignite the reactive gas mixture directly at the interface, whereas the additional increase of pressure and temperature in the shock-focusing point is required for ignition at lower shock Mach numbers. Two types have to be differentiated: non-premixed and premixed gas mixtures. Reacting SBI of non-premixed gas mixture was studied by Billet et al. [23]. In their setup a H$_2$ gas bubble surrounded by air is shocked to study the influence of the volume viscosity on the bubble evolution and vorticity production. Attal et al. [24] verified the results of Billet et al. [23] and furthermore observed the formation of a double diffusion flame in the bridge region of the shocked bubble. Attal and Ramaprabhu [25] studied single-mode reacting RM in a non-premixed setup at different interface thicknesses. They observed shock-induced ignition and mixing enhancement by reshocking the propagating flame. Furthermore shock–flame interaction increases the surface area of the flame and the energy release and therefore the burning rate [26]. Gamba and Jha [27] showed that small scales are damped by the shock wave and that the growth of RMI and KH are reduced.

In 2012, Haehn et al. [28] investigated the interaction of a shock wave with a premixed gas bubble, filled with a stoichiometric gas mixture of hydrogen (H$_2$) and oxygen (O$_2$), diluted by xenon (Xe). Besides triggering hydrodynamic instabilities, such as RMI, the shock wave also increases the temperature and pressure, which in turn induces faster chemical reaction rates up to the ignition of the gas mixture. Maximum pressures and temperatures are reached when the shock passes the bubble. Subsequently, the gas mixture relaxes and the two main parameters controlling the reaction rate, temperature and pressure, decrease. The experiments of Haehn et al. [28] covered both ignition types deflagration and detonation, by varying the shock wave Mach numbers between $Ma = 1.34$ and $Ma = 2.83$.

A weak shock wave with $Ma = 1.34$ does not ignite the gas mixture within the experimental timeframe. Compression is not sufficient to start a self-sustaining chemical reaction. An increase of the shock strength results in an ignition followed by a deflagration wave. The reaction wave type changes for higher shock Mach numbers; Haehn et al. [28] observed a detonation wave for $Ma = 2.83$, even before the shock wave has reached the shock-focusing point. Damköhler numbers between 0.25 ($Ma = 1.65$) and 8.00 ($Ma = 2.83$) were determined. Haehn et al. [28] conclude that heat conduction plays an important role at lower shock Mach numbers, and that the Zeldovich mechanism becomes important at higher shock Mach numbers. Their conclusion is consistent with the two limiting cases of shock-induced combustion, the strong and the weak ignition [19]. Strong ignition results in a detonation essentially initiated directly by the shock wave. Weak ignition is characterized by the appearance of small flames that can undergo transition into detonation waves. Several chemiluminescence exposures are provided by Haehn et al. [28] to depict the qualitative evolution of the bubble and reaction processes. Furthermore, quantitative data for the temporal evolution of the transverse diameter of the bubble as well as for the vortex ring diameter are presented. However, the complex experimental setup implies uncertainties. Haehn et al. [28] estimate the uncertainty of the Damköhler number at the highest shock Mach number ($Ma = 2.83$) of up to 50% ($Da = 8 \pm 4$). At the lowest shock Mach number ($Ma = 1.34$), 30%
of all measurements showed no ignition within the given experimental time frame. Hence, numerical studies of RSBI can provide more certainty and complementary insight into RSBI phenomena that cannot be achieved by purely experimental work.

1.4. Scope of the present work

The present numerical study complements the work of Haehn et al. [28] and continues the first numerical approach to RSBI (Diegelmann et al. [29]). The main emphasis is placed on the general temporal and spatial evolution of RSBI, the comparison with SBI, and the dependence of the bubble evolution on the reaction wave type. In our study, the shock Mach number is varied between \(Ma = 2.13\) and \(Ma = 2.90\) at a constant initial pressure and temperature. Besides the limiting cases of deflagration and detonation we study two special phenomena in detail, which have not been discussed before: DDT at \(Ma = 2.19\) and a double detonation at \(Ma = 2.50\). Haehn et al. [28] observed an effect, which they assume is either a double detonation or a reflection of measurement signals, but the experimental measurement technique did not allow a clear identification. Our present numerical study confirms the observed physical effect and gives a deeper insight into the gas composition of the two ignition spots during the induction time. Intentionally, we focus on two-dimensional configurations as they facilitate particular analysis and phenomenological investigation. Moreover, in [29] it was shown that early stages of RSBI can be well reproduced by a two-dimensional approximation.

The chemical reaction rates of most gas mixtures increase with pressure. \(\text{H}_2-\text{O}_2\) reactions, however, show a different behavior [30]. Some intermediate reaction rates are proportional to the square of the pressure, others are linearly proportional [31]. Hence, the variation of the shock Mach number, or more precisely the post-shock pressure, affects the chemical reaction process and determines the occurrence of either detonation or deflagration.

We structure the paper as follows: Section 2 outlines the governing equations, including molecular transport properties for multicomponent flows and chemical reaction kinetics. Section 3 describes the computational domain and the initial conditions of our setup. General results are discussed in Section 4. The spatial and temporal evolution of the RSBI is presented. The effect of different types of reaction waves on bubble deformation are compared with each other and with their non-reacting counterparts. The chemical reaction process during shock passage until ignition is analyzed in detail. A consistent definition of the dimensionless Damköhler number is used to evaluate whether hydrodynamic or chemical reaction time scales dominate the flow field. Integral quantities, such as entrophy or the molar mixing fraction, are estimated to assess the effect of the reaction waves on mixing of the bubble gas. In Section 5, we discuss two special cases of RSBI: First the transition of a deflagration into a detonation wave and second a simulation with a simultaneous detonation at two spots. Section 6 presents a comparison to experimental results and a critical discussion. Section 7 summarizes the key findings.

2. Numerical model

2.1. Navier–Stokes equations

We solve the full set of compressible reacting multicomponent Navier–Stokes equations in conservative form

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0
\]  

(1)

\[
\frac{\partial \rho \mathbf{u}}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u} + p \mathbf{I} - \mathbf{r}) = 0
\]  

(2)

\[
\frac{\partial E}{\partial t} + \nabla \cdot [(E + p) \mathbf{u}] - \nabla \cdot (\rho \mathbf{u} \cdot \mathbf{q} - \mathbf{q}_d) - \dot{\omega}_T = 0
\]  

(3)

\[
\frac{\partial \rho \mathbf{Y}_i}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{Y}_i) + \nabla \cdot \mathbf{J}_i - \dot{\omega}_T = 0
\]  

(4)

where \(\rho\) is the mixture density and \(\mathbf{u}\) the velocity vector. The identity matrix is given by \(\delta\), total energy by \(E\) and pressure by \(p\), \(Y_i\) are the mass fraction of species \(i = 1, 2, ..., N\), with \(N\) being the total number of species. The heat release \(\dot{\omega}_T\) and species formation and destruction in terms of individual mass rates \(\dot{\omega}_T\) represent the chemical reaction kinetics.

2.2. Calorific and transport properties

The viscous stress tensor \(\mathbf{\tau}\) for a Newtonian fluid is given by

\[
\mathbf{\tau} = 2\mu \left[ \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right] - \frac{2}{3} \mu \left( \nabla \cdot \mathbf{u} \right) \mathbf{I}
\]  

(5)

with \(\mu\) as the mixture viscosity

\[
\mu = \sum_{i=1}^{N} \mu_i Y_i / \Omega_{\mu,i} \sigma_{T}^{2}
\]  

(6)

where \(T\) is the temperature and \(\sigma_i\) the collision diameter. The collision integral \(\Omega_{\mu,i}\) is defined as

\[
\Omega_{\mu,i} = A(T_i^* \nu + C \exp(DT_i^*) + E \exp(FT_i^*))
\]  

(7)

with \(A = 1.16145, B = -0.14874, C = 0.52487, D = -0.7732, E = 2.16178, F = -2.43787\) and \(T_i^* = T_i / (\varepsilon / k_i)\), using the Lennard–Jones energy parameter \((\varepsilon / k_i)\) for species \(i\). According to the Fourier law, we define the heat conduction as

\[
\mathbf{q}_c = -\kappa \nabla T
\]  

(8)

with \(\kappa\) as the mixture heat conductivity, which is calculated from [33]

\[
\kappa = \sum_{i=1}^{N} \kappa_i Y_i / \Omega_{\kappa,i} \sigma_{T}^{2}
\]  

(9)

\[
\kappa_i\] is the thermal conductivity of species \(i\). The interspecies diffusional heat flux \(\mathbf{q}_d\) is given by

\[
\mathbf{q}_d = \sum_{i=1}^{N} h_i \mathbf{J}_i
\]  

(10)

with \(h_i\) as the individual species enthalpy. The species diffusion \(\mathbf{J}_i\) is modeled as

\[
\mathbf{J}_i = -\mu \left( D_i \nabla Y_i - Y_i \sum_{j=1}^{N} D_{ij} \nabla Y_j \right)
\]  

(11)

(12)

\(D_i\) describes the effective binary diffusion coefficient of species \(i\)

\[
D_i = (1 - X_i) \left( \sum_{j=1}^{N} X_j D_{ij} \right)^{-1}
\]  

(13)

with \(X_i\) as the mole fraction of species \(i\). Eq. (13) ensures that the interspecies diffusion fluxes balance to zero. The constitutive empirical law is used to compute the mass diffusivity coefficient of a binary mixture [33]

\[
D_{ij} = \frac{0.0266}{\Omega_{D,ij}} \frac{\tau^{3/2}}{p \sqrt{M_j \sigma_j^{2}}}
\]  

(14)
where

\[ M_{ij} = \frac{2}{\sigma_i + \sigma_j} \quad \text{and} \quad \sigma_{ij} = \frac{\sigma_i + \sigma_j}{2}. \]  

(15)

The collision integral for diffusion \( \Omega_{\Omega, ji} \) is given by

\[ \Omega_{\Omega, ji} = A^* (T_{ij}^*)^p + C \exp (D^* T_{ij}^*) \]

\[ + E^* \exp (F^* T_{ij}^*) + G^* \exp (H^* T_{ij}^*). \]  

(16)

The parameters are defined as \( A^* = 1.06036, \quad B^* = -0.1561, \quad C^* = 0.19300, \quad D^* = -0.47635, \quad E^* = 1.03857, \quad F^* = -1.52996, \quad G^* = 1.76474, \quad H^* = -3.89411, \)

and \( T_{ij}^* = T / T_{ij} \). \( T_{ij} \) have been obtained from the Lennard-Jones energy parameters for species \( i \) and \( j \) as

\[ T_{ij} = \sqrt{\left( \frac{\epsilon_i}{k_B} \right) \left( \frac{\epsilon_j}{k_B} \right)}. \]  

(17)

2.3. Equation of state

The equation of state for an ideal gas is used to close the equations

\[ p(E, Y_i) = (\gamma - 1)E. \]  

(18)

\( \gamma \) represents the ratio of specific heats of the mixture

\[ \gamma = \frac{c_p}{c_p - \rho}. \]  

(19)

with

\[ c_p = \sum_{i=1}^{N} Y_i c_{p,i}. \]  

(20)

The specific gas constant of the mixture is defined by \( \gamma = R / \overline{M} \), with \( \overline{R} \) as the universal gas constant. \( \overline{M} \) is the molar mass of the mixture

\[ \overline{M} = \left[ \sum_{i=1}^{N} \frac{Y_i}{M_i} \right]^{-1} = \sum_{i=1}^{N} X_i M_i. \]  

(21)

\( c_{p,i} \) represents the specific heat coefficient

\[ c_{p,i} = \frac{\gamma_i}{\gamma_i - 1} R_i. \]  

(22)

\( R_i \) is defined as \( R_i = R / M_i \). The temperature is computed from

\[ T = \frac{p}{\overline{\rho}}. \]  

(23)

2.4. Chemical reaction kinetics

The accurate calculation of chemical reaction kinetics is most important for the precise prediction of combustion effects, such as DDT. The review paper of Oran et al. [19] summarizes several studies about DDT, mainly operating with one-step chemical kinetics. DDT through the Zeldovich gradient mechanism was observed, arising due to the gradient of induction time within the hot spots in front of the flame, where temperature varies in the range of 600 to 800 K. A precise computation of the induction time and the corresponding heat release is therefore essential for an accurate description of DDT [18]. However, it was shown that the induction time of detailed mechanisms is larger than for one-step mechanisms [35] and also larger than the time between flame initiation and transition to detonation, which renders numerical results obtained with simple mechanisms questionable. Furthermore, important quantities of combustion such as detonation initiation and induction time in chain-branching kinetics are not correctly reproduced by one-step mechanisms [36]. Studies of Ivanov et al. [36] reveal significant differences between the temperature gradient that leads to detonation with one-step and detailed mechanisms. For the detailed mechanism a much smaller temperature gradient is sufficient to ignite detonation, which is in accordance with the behavior of real combustible mixtures [18].

Chemical reaction kinetics are expressed by the heat release \( \dot{\omega}_T \) and species formation and destruction in terms of individual mass rates \( \dot{\omega}_i \). The specific heat release \( \dot{\omega}_T \) is defined as

\[ \dot{\omega}_T = - \sum_{i=1}^{N} \Delta h_{ij}^* \dot{\omega}_i, \]  

(24)

with \( h_{ij}^* \) as the heat of formation of each species \( i \). Mass rates \( \dot{\omega}_i \) for each species are estimated by

\[ \dot{\omega}_i = W_i \sum_{r=1}^{N} \nu_{ii} \Gamma_r \left( k_{fr}^r \prod_{j=1}^{N} (\gamma_j)^{v_{ir}^r} - k_{br}^r \prod_{j=1}^{N} (\gamma_j)^{v_{ir}^r} \right). \]  

(25)

with \( N_r \) as the number of reactions, \( W_i \) the molecular weight, \( \Gamma_r \) the third body efficiency of reaction \( r \), \( \gamma_j \) the molar concentration, and \( v_{ir}^r \) and \( v_{ir}^r \) the molar stoichiometric coefficients of the reactant and the product of reaction \( r \). \( v_{ir} \) is the net stoichiometric coefficient

\[ v_{ir} = v_{ir}^r - v_{ir}^r. \]  

(26)

The Arrhenius law is used to calculate the forward and backward reaction rates \( k_{fr} \) and \( k_{br} \). The forward reaction rates are defined as

\[ k_{fr} = A_i \tau_0 \exp \left( \frac{E_{fr}}{RT} \right). \]  

(27)

where \( A_i \) is the pre-exponential factor, \( E_{fr} \) is the activation energy, \( \beta_{1r} \) is the temperature exponent for each reaction \( r \) [37]. The backward reaction rates are calculated by using the equilibrium constants \( K_{eq} \)

\[ k_{br} = k_{fr} / K_{eq}. \]  

(28)

\( K_{eq} \) is given by

\[ K_{eq} = \left( \frac{p^v}{R^T} \right)^{v} \exp \left( \frac{\Delta S^v_{ir}}{R} - \frac{\Delta H^v_{ir}}{RT} \right). \]  

(29)

with \( p^v \) as a pressure of 1 atm, \( v \) as the net change in the number of species in the reaction, \( \Delta S^v_{ir} \) as the net change in entropy and \( \Delta H^v_{ir} \) as the net change in enthalpy.

Furthermore, pressure dependent and duplicated reactions are considered; for this purpose Eq. (27) is modified. Pressure dependence is taken into account by calculating two forward reaction rates \( k_{fr0} \) and \( k_{fr1} \) for the high-pressure and for the low-pressure limit, respectively. A blending function composed of these high- and low-pressure Arrhenius rate parameters is applied for a smooth pressure dependence. For more details on the so-called fall-off reactions, the reader is referred to Troe [38]. Duplicated reactions are considered by extending Eq. (27) to

\[ k_{fr} = \sum_{i=1}^{N} A_i \tau_0 \exp \left( \frac{E_{fr}}{RT} \right). \]  

(30)

The mechanism, which provides the parameters for the Arrhenius law, is essential for the accuracy of the numerical investigation and has to be chosen carefully. As shown by the authors in a previous publication [29], available mechanisms show large discrepancies in ignition delay time and pressure sensitivity. A certain number of intermediate reactions, third body efficiencies, duplicated and pressure dependent reactions are necessary for the accurate prediction of the reaction kinetics within the wide range of pressures and temperatures considered in this study.
We have chosen the Ó Conaire [39] reaction mechanism for the reaction rate parameters of the Arrenhius law. The mechanism is valid for a wide range of pressures (0.05–87 atm) and temperatures (298–2700 K). 8 + N species (two reactants: H₂, O₂; 5 chain-carrying intermediates: hydrogen radical (H), oxygen radical (O), hydroxyl radical (OH), hydroperoxyl radical (HO₂), hydroperoxhydrogen peroxid (H₂O₁₂); the product: hydrogen oxide (H₂O); N inert gases) and 19 intermediate reactions are considered, including duplicated and pressure dependent reactions as well as third-body efficiencies. Third-bodies absorb energy during the two-body recombination reaction and stabilize the final combination. The available modes for energy storage control the energy absorption. The third-body efficiencies of Xe are set identical to argon (Ar), which are provided by Ó Conaire [39]. As the available modes of Ar and Xe are identical, the third-body efficiencies can be assumed to be comparable. Also, the steric factor for monatomic gases, which accounts for the geometry influence on the collision between molecules, is similar [40].

The mechanism of Ó Conaire [39] has been used widely in the recent years [41,42]. As part of a preceding validation campaign [29], the applied reaction mechanism has been compared to simpler reaction mechanisms. Ignition delay times, crucial for the spatial evolution of the bubble and mixing, can only be achieved with a detailed description of chemistry by a sufficiently complex reaction mechanism.

2.5. Numerical method

The 2nd-order accurate Strang time splitting scheme [43] is used to solve the system of equations (Eq. (1–4)). The Strang splitting scheme separates the stiff terms, containing the chemical reaction kinetics (ωT and ωL), from the Navier–Stokes equations. This results in a system of partial differential equations (PDE) and in a stiff system of ordinary differential equations (ODE). We use a finite-volume discretization scheme that applies a flux projection onto local characteristics for the hyperbolic part for the PDE system. The Roe matrix required for the projection is calculated for the full multi-species system [44,45]. The numerical fluxes at the cell faces are reconstructed from cell averages by the adaptive central-upwind 6th-order weighted essentially non-oscillatory (WENO-CU6) scheme [46]. The scheme uses a non-dissipative 6th-order central stencil in smooth flow regions and a non-linear convex combination of 3rd-order stencils in regions with steep gradients. Time integration is performed by the 3rd-order strongly stable Runge–Kutta scheme, developed by Gottlieb and Shu [47]. Our numerical model has been tested and validated for shock induced turbulent multi-species mixing problems at finite Reynolds numbers [13,48–50] and for shock–bubble interactions including chemistry [29]. The stiff ODE, governing the specific heat release and mass rates for each species, is separately solved by a variable-coefficient ODE solver using 5th-order backward differentiation formulas [51].

3. Computational setup

We study RSBI within a two-dimensional rectangular domain with a symmetry plane at the center axis of the bubble, see Fig. 1. Inflow boundary conditions are imposed at the left domain boundary and outflow boundary conditions at the right and upper domain boundaries. The domain size is set to 32.5 r × 10.5 r, with r as the initial bubble radius. The distance between the bubble and domain boundaries are chosen sufficiently large to avoid artifacts due to shock reflections. The Cartesian grid in the region of interest is refined by a factor of 25 compared to the coarse outer grid to reduce computational costs. A detailed grid study can be found in our previous paper. We demonstrated grid convergence by comparing four different grid resolutions, with cell sizes of Δx y = 234, 117, 59 and 29 μm in the high resolution part. The simulations are performed at a CFL-number of 0.3.

The gas bubble is filled with H₂, O₂ and Xe in a stoichiometric composition of 2/13.67 mass fractions and surrounded by pure Nitrogen (N₂). The bubble diameter is set to D = 2r = 0.04 m. The heavy inert gas Xe is used to increase the density of the bubble, leading to an Atwood number of A = 0.476. The gas composition of our domain and the bubble diameter are identical to the experimental setup of Haehn et al. [28]. A sharp and fully resolved interface between the bubble gas and its surrounding is defined in terms of the molar fraction of N₂

\[
X_{N_2} = \frac{\tanh((\sqrt{x^2+y^2} - r)\xi) + 1}{2},
\]

with r as the radius of the bubble and ξ as parameter for controlling steepness, which is set to ξ = 20,000. The molar fraction (X = 1 – XN₂) inside the bubble is distributed among the three gases, ensuring the stoichiometric mixture with a relative composition of 2/13.67(H₂/O₂/Xe).

The shock wave is initialized on the left side of the bubble. The pre-shock state is defined by T₀ = 350 K and p₀ = 0.50 atm. The shock Mach number is varied between Ma = 2.13 and Ma = 2.90. The post-shock thermodynamics state is given by standard Rankine–Hugoniot conditions

\[
\rho'N_2 = \rhoN_2 \frac{(\gamma_{N_2} + 1)Ma^2}{2 + (\gamma_{N_2} - 1)Ma^2},
\]

\[
u'N_2 = Ma c_{N_2} \left(1 - \frac{\rhoN_2}{\rho'N_2}\right),
\]

\[
p'N_2 = p_0 \left(1 + 2 - \frac{\gamma_{N_2}}{\gamma_{N_2} + 1}(Ma^2 - 1)\right),
\]

where c_{N_2} = \sqrt{\gamma_{N_2} p_0/\rhoN_2}. Variables indicating post-shock conditions are marked with a prime.

Note that the initial parameters of our setup slightly deviate from the experimental pressure and temperature. To avoid that

---

**Fig. 1.** Computational domain of the RSBI, r = 0.02 m.
the pressure peak of the detonation front is outside of the validation range of currently available reaction mechanisms for detailed H₂–O₂ reaction kinetics, we slightly decrease the initial pressure and increase the initial temperature as compared to the experiment to achieve a similar reaction behavior. We believe that it is important for further numerical investigations to operate inside the validated range of the reaction mechanism.

4. Results and discussion

The present numerical investigation of RSBI covers different reaction wave types triggered by shock Mach numbers between \(M_0 = 2.13\) and \(M_0 = 2.90\). Deflagration is induced by the lowest shock Mach number of \(M_{01} = 2.13\). Increasing shock strength leads to three different types of supersonic reaction waves: \(M_{02} = 2.19\) induces a deflagration, which transitions to a detonation. \(M_{03} = 2.30\) and \(M_{05} = 2.90\) immediately cause detonations behind the shock wave at the downstream or upstream pole of the bubble, respectively. A shock Mach number of \(M_{04} = 2.50\) leads to a nearly simultaneous double detonation in two bubble regions. Temporal and spatial bubble evolution, enstrophy production and mixing are strongly affected by the reaction wave type, which we discuss comprehensively in the following sections. The simulation with a shock Mach number of \(M_{02} = 2.19\) is excluded from the discussion, as the global bubble dynamics are nearly identical to RSBI at \(M_{01} = 2.30\). The transition process will be discussed in Section 5.1 and the double detonation at \(M_{04} = 2.50\) will be discussed in Section 5.2.

4.1. Global bubble dynamics

The qualitative influence of the chemical reaction kinetics on the temporal evolution of SBI is shown in Fig. 2. The contour plots of the temperature inside the bubble show the compression and propagation of the reaction front. The upper part of each sequence shows the reacting simulation, the lower part provides results for the non-reacting simulation at the same shock Mach number. For clarity we first compare simulations with shock Mach numbers \(M_{01} = 2.13\), \(M_{03} = 2.30\) and \(M_{05} = 2.90\).

We refer to the lower part of the first sequence of contour plots for a general description of the characteristic stages of bubble evolution. At \(t = 50\ \mu s\) and \(t = 86\ \mu s\), the shock wave propagates through the bubble and compresses the gas mixture inside. Before the shock wave has passed, first instabilities on the interface start to arise (\(t = 86\ \mu s\)). At \(t = 120\ \mu s\), the roll-up of the bubble has started, primary vortices form and secondary instabilities grow due to shear at the material interface. Finally at \(t = 500\ \mu s\), the bubble gas shows a high degree of mixing with the surrounding gas \(N_2\). The two main vortices are fully developed and connected over the bridge region at the upstream pole of the bubble. Secondary vortex
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Fig. 2. Temperature contour plots of SBI: upper parts show reacting SBI, lower parts the inert counterparts. \(M_{01} = 2.13\) induces a deflagration wave, \(M_{03} = 2.30\) and \(M_{05} = 2.90\) a detonation wave.
structures are clearly visible at the outer interface. The general evolution of inert SBI and the characteristic stages are similar. The different shock strengths leads to a range of propagation velocities of the shock waves, which in turn shift the overall bubble evolution in time. Furthermore, a higher shock Mach number causes finer structures in the long-term development of the SBI.

Similarity of evolution at different shock Mach numbers cannot be observed when chemical reaction kinetics are taken into account. As the reactions are strongly pressure sensitive, the shock Mach number affects the induction time and the subsequent reaction process. The first and weakest shock wave \( (M_0 = 2.13) \) leads to deflagration. The gas mixture is ignited shortly before \( t = 120 \mu s \), as shown in the upper row of Fig. 2. The reaction front propagates slowly through the bubble gas; even at \( t = 500 \mu s \) the reaction front has not yet reached the upstream pole. Thus bubble structures of reacting and non-reacting SBI are still similar, especially the outer interfaces with evolving Kelvin–Helmholtz instabilities show the same characteristics. Merely, the overall bubble expansion increases due to isobaric heating over the reaction front.

When we increase the shock Mach number to \( M_0 = 2.30 \), the bubble dynamic changes distinctly. The reactive gas mixture ignites earlier, followed by a detonation wave, depicted in the second row of Fig. 2. The supersonic reaction wave propagates within approximately \( \Delta t = 10 \mu s \) through the bubble. Strong heat release and density decrease result in a rapid and significant bubble expansion. When the detonation wave reaches the interface of the bubble, vorticity is generated, with the opposite sign compared to the vorticity induced by the initial shock wave. As a consequence, the growth of the secondary instabilities is decelerated, which has a significant effect on mixing. The contour plots at \( t = 120 \mu s \) and \( t = 500 \mu s \) show the bubble after the reaction wave has propagated through the reactive gas mixture. Comparison with the inert counterpart reveals different growth rates and characteristics. Furthermore, the detonation wave amplifies the \( N_2 \)-jet at the symmetry plane at the downstream pole of the bubble. Hence the bridge region, connecting the two main vortices, vanishes completely.

A further increase of the shock Mach number to \( M_0 = 2.90 \) shortens the induction significantly. The strong shock ignites the gas mixture directly at the upstream pole of the bubble, followed by a detonation wave. The detonation wave merges with the initial shock wave inside the bubble and subsequently propagates through the unshocked gas mixture. Comparison with the inert counterpart shows that the detonation wave propagates more than twice as fast as the initial shock wave, which significantly influences the spatial bubble evolution. Similarly to the simulation with \( M_0 = 2.30 \), some of the secondary instabilities are suppressed; however, the \( N_2 \)-jet is less amplified and the bridge region is preserved even in the long-term evolution. The bubble is penetrated by a single detonation wave, whereas the lower shock Mach number of \( M_0 = 2.30 \) induces a detonation wave that propagates in upstream direction through the pre-shock gas mixture. The interface differs from the other simulations, the KHI are not aligned along the outer interface. Furthermore, the timestep at \( t = 120 \mu s \) shows secondary RMI arising from the KHI. Different evolution of primary and secondary instabilities, the bridge region, and the spatial bubble expansion have a significant effect on integral quantities, such as mixing and enstrophy production.

The vortex Reynolds number \( Re_T = \Gamma_0 / \nu \), defined by Glezer [52], where \( \Gamma_0 \) is the initial deposition of vorticity and \( \nu \) the kinematic viscosity of the interface, amounts to \( 1.4 \times 10^5 \) for \( M_0 = 2.13 \) and increases with higher shock Mach numbers up to \( 2.4 \times 10^5 \) \( (M_0 = 2.90) \). The critical Reynolds number for transition from laminar to turbulent flow is \( 10^6 \) to \( 2 \times 10^6 \) (Dimotakis [53]). All configurations exceed this mixing-transition Reynolds number by at least one order of magnitude.

The transverse bubble diameter \( \bar{\lambda}_y = \lambda_y / D_0 \) normalized by the initial bubble diameter \( D_0 \) is used to measure the impact of chemical reaction processes on the large-scale evolution of the bubble. The bubble diameter \( \lambda_y \) is measured based on a threshold value of the xenon mass fraction of \( \chi_{Xe} = 0.01 \).

Figure 3 shows the temporal evolution of \( \bar{\lambda}_y \) for the inert and the reacting simulations at three different shock Mach numbers. For the inert simulations (dashed-dotted lines) we observe a nearly linear increase in the bubble diameter. Some variation can be found in the long-term evolution: the weaker the shock strength the smaller the streamwise expansion, which leads to a slightly larger transverse bubble diameter. At the highest shock Mach number of \( M_0 = 2.90 \), the evolution levels out much earlier than for the other shock Mach numbers. Note that the roll-up of the primary vortices leads to a wave-like temporal growth of \( \bar{\lambda}_y \). In the long-term evolution the main vortices are fully developed and the bubble gas rotates around the vortex cores, which results in a flattening of the transverse bubble diameter evolution.

The deflagration wave triggered at a shock Mach number of \( M_0 = 2.13 \) affects the normalized transverse bubble diameter only with respect to the long-term evolution. The propagation velocity of the reaction front is low compared to the evolution of the hydrodynamic instabilities. The density increase over the reaction front accompanied by a spatial expansion leads to a slight divergence from the inert counterpart after \( t = 300 \mu s \). Simulations with shock Mach numbers of \( M_0 = 2.30 \) and \( M_0 = 2.90 \) exhibit supersonic detonation waves, which have a significantly stronger effect on the normalized transverse bubble diameter. The rapid reaction leads to an instantaneous expansion of the reacted gas and a sudden increase of \( \bar{\lambda}_y \) up to 175% of the initial bubble diameter. The detonation wave at \( M_0 = 2.30 \) propagates in upstream and orthogonal direction of the flow field. Thus, an overshoot in the transverse bubble diameter is visible at \( t = 180 \mu s \), which decreases over time to a slightly lower value. The higher shock Mach number of \( M_0 = 2.90 \) shows an earlier increase of the transverse bubble diameter and levels out at a higher value compared to the simulation with a shock Mach number of \( M_0 = 2.30 \). The higher compression leads to a higher temperature and therefore to a larger spatial expansion of the bubble gas.

4.3. Identification of the reaction wave type

To outline the different features of deflagration and detonation waves we analyze the evolution of characteristic parameters across
the reaction front. Figure 4 shows the pressure and the mass fractions of the radical HO and the product gas H2O across the reaction waves for \( Ma_1 = 2.13 \) (deflagration) and \( Ma_2 = 2.30 \) (detonation) at a time and position, when the reaction wave is fully developed and the initial shock wave has passed the bubble. \( t = 90\mu s \) for the detonation wave and \( t = 300\mu s \) for the deflagration wave.)

Figure 4 (a) shows data for the deflagration reaction wave. The reaction front propagates from right to left and its location coincides with the peaks of the HO2 mass fraction. Accompanied by the peak a rapid increase of the product gaseous H2O is apparent. The pressure is not affected by the chemical reaction and remains constant across the reaction front.

A different evolution is observed for the supersonic reaction wave at \( Ma_2 = 2.30 \), see Fig. 4(b). In addition to the increase of the product gaseous H2O and the intermediate species HO2 across the reaction front, also the pressure exhibits a pronounced peak, which is caused by the shock wave preceding the detonation wave. The pressure decreases behind the shock wave but levels out at a larger value compared to the deflagration wave. Moreover, the amplitudes of the HO2 mass fraction peaks in the reaction zone differ. The detonation wave shows a significantly higher amount of HO2 and a breakdown across the reaction zone indicating that the third explosion limit is crossed and high-pressure reactions dominate [54]. Both reaction waves result in the same amount of the product gas H2O.

Figure 5 shows the mass fraction of H2O2 for the two different reaction wave types. The spatial coordinate \( \xi \) denotes the distance from the reaction front, which propagates from right to left. The peak of \( Y_{H_2O_2} \) indicates a reaction above the third explosion limit.

HO2 collides with H2 forming either H2O2 or directly H2O [54]. The strong reduction of \( Y_{H_2O_2} \) on the right side of the plot identifies the bubble interface and consequently the boundary of the reaction zone.

### 4.4. Damköhler number

The flow field of RSBI is affected by hydrodynamic effects and chemical reaction kinetics. The Damköhler number, defined as the ratio of the hydrodynamic and chemical reaction time scales,

\[
Da = \frac{\tau_d}{\tau_c},
\]

indicates which effect dominates. \( Da > 1 \) characterizes a flow field mainly driven by chemical reactions, \( Da < 1 \) implies a domination of the hydrodynamic effects. The two time scales are defined as follows:

\[
\tau_h = \frac{1}{|\overline{\omega}|},
\]

\[
\tau_r = \tau_{\text{ign}} + \frac{D_0}{2V_{BW}}.
\]

The characteristic hydrodynamic time scale \( \tau_h \) is defined by the total vorticity \( \overline{\omega} \), averaged from the first contact of the shock wave with the bubble until the reaction wave has propagated through the bubble. The chemical reaction time scale \( \tau_r \) consists of two time intervals: \( \tau_{\text{ign}} \) is the period from the first contact of the shock with the bubble until ignition, and \( D_0/(2V_{BW}) \) is the time the reaction wave needs to propagate through half of the initial bubble shape with \( D_0 \) as the initial bubble diameter. The propagation velocity of the deflagration wave is sensitive to temperature and pressure, considered by a power law expression as introduced by Dehoe [55]

\[
V_{BW} = S_{s_k} \left( \frac{T}{T_0} \right)^{\beta_1} \left( \frac{p}{p_0} \right)^{\beta_2},
\]

with \( S_{s_k} \) denoting the laminar burning velocity at reference conditions (\( T_0 \) and \( p_0 \)), available in recent literature [55]. Temperature \( T \) and pressure \( p \) are taken from the hot spot shortly before ignition. The parameters \( \beta_1 \) and \( \beta_2 \) are 1.54 and 0.43, respectively, as we are dealing with a stoichiometric mixture [56]. We also computed the propagation velocity directly from the simulation and found good agreement to the literature. As the varying temperature and pressure distributions inside the bubble lead to a range of different propagation velocities, we decided to use the velocity calculated from Eq. (38). The obtained velocity proved to be a reasonable estimated value for the propagation velocity. For detonation the propagation velocity of the reaction wave is more stable and therefore determined directly from the simulation. Table 1 provides
the Damköhler numbers for the different initial shock Mach numbers, including the ones for $Ma_1 = 2.19$ and $Ma_4 = 2.50$, which are discussed in Section 5.

The deflagration wave induced at a low shock Mach number of $Ma_1 = 2.13$ leads to a Damköhler number of $Da = 0.283$. The hydrodynamic time scale dominates the flow field, bubble evolution and the growth of secondary instabilities are mainly driven by hydrodynamic effects. As shown in Fig. 2, the influence of the reaction front is minor.

At higher shock Mach numbers, chemical reactions start to play a crucial role for the overall bubble dynamics. The fast propagation velocity of the detonation wave shortens the chemical reaction time scale $\tau_r$ and leads to a Damköhler number of $Da = 1.322$ for a shock Mach number of $Ma_2 = 2.30$. The primary vortex region and the growth of secondary instabilities are directly affected by the detonation wave. At the highest shock Mach number of $Ma_5 = 2.90$, evolution is entirely dominated by the detonation wave. After it merges with the initial shock wave, it determines the spatial evolution of the gas bubble. RMI, the primary vortices and the secondary instabilities emerge under the influence of the reaction wave. The ignition at the upstream pole of the bubble shortens the reaction time scale. The single reaction wave reduces the vorticity production compared to the detonation wave, which originates at the downstream pole of the bubble and therefore increases the hydrodynamic time scale. The reaction wave dominates the flow field, which finds expression in a significant increase of the Damköhler number up to $Da = 6.859$. At a lower shock Mach number of $Ma_3 = 2.30$, the early RMI evolves in the unburnt gas mixture of the bubble, which leads to a lower Damköhler number compared to the simulation at $Ma_5 = 2.90$.

4.5. Enstrophy generation

We use the enstrophy
\[ \varepsilon = \int_0^1 \omega^2 \, dx \, dy \]  
(39)
to determine the influence of the different reaction waves on the vorticity production. Figure 6 outlines the enstrophy over time for reacting and inert SBI. The enstrophy is zero until the shock wave reaches the upstream pole of the bubble. Baroclinic vorticity production leads to an increase during the shock wave passage. A first local maximum in enstrophy is reached after the shock has passed half of the bubble, an effect that can be observed for all simulations. Thereafter, a slight decay is visible, followed by another increase due to shock focusing and shock reflections at the interface. The enstrophy gradually decays after the passage of the shock. The same pattern is observed for all inert simulations, independently of the shock Mach number; only overall enstrophy levels differ as stronger shock waves generate more enstrophy. The deflagration wave induced by a shock Mach number of $Ma_1 = 2.13$ has no noticeable influence on the enstrophy, the variation between the reacting and inert simulations is negligible. The detonation waves induced by a shock Mach number of $Ma_2 = 2.30$ produce significant amounts of additional vorticity, which leads to a distinct enstrophy peak, see Fig. 6. The elevated enstrophy levels persist for about 50 μs. The highest shock Mach number of $Ma_5 = 2.90$ shows a different behavior. As the ignition spot is located at the upstream pole of the bubble and as the mixture ignites immediately after the first contact of the shock wave, enstrophy production is dominated by the detonation wave. Therefore, we have two enstrophy peaks of similar magnitude, one during the shock wave passage of the upstream part of the bubble and one during the passage of the downstream part. Thereafter, similar to the simulation at $Ma_3 = 2.30$, the enstrophy decays faster compared to their inert counterparts. The inert SBI, shown in the contour plots in Fig. 2, is characterized by several small vortices at the outer interface, even in the long-term evolution. The reacting SBI shows a much smoother flow field with fewer vortices. The detonation waves of reacting SBI decelerate the growth of secondary instabilities and reduces the appearance of smaller vortices as it induces vorticity with opposite sign compared to the vorticity produced by the initial shock wave. Furthermore the increased diffusion across the reaction front damps the growth rate of secondary instabilities. The shock wave Mach number of $Ma_5 = 2.90$ reveals an additional effect: enstrophy production during the first half of the shock wave passage for the reacting SBI is higher than for the inert SBI. Parts of the detonation wave are reflected, when it merges with the initial shock wave. The reflected wave produces additional vorticity at the internal interface inside the bubble. During the second half of the shock wave passage, the inert SBI shows a larger enstrophy production. The density gradient across the shock wave is higher than the gradient across the detonation wave, leading to a higher enstrophy production. The vorticity of the reflected shock wave in a reacting SBI, increasing the enstrophy during the first part of the shock wave passage, has already decayed at this stage of SBI.

4.6. Mixing in RSBI

The shock–bubble interaction provides a complex flow field, where RMI and KHI induce local spots of high mixing rates. Tomkins et al. [57] identified three main regions of mixing: the main vortices, the outer interface including KHI and the bridge region, which connects the two main vortices. The latter contributes up to 40% to the mixing. To estimate the impact of the reaction waves on the mixing, we use the molecular mixing fraction (MMF), defined by Danckwerts [58] as

\[ \Theta(t) = \frac{\int_{-\infty}^{\infty} \langle X_k \rangle \langle X_k \rangle \, dx}{\int_{-\infty}^{\infty} \langle X_k \rangle \langle X_k \rangle \, dx} \]  
(40)
The molar mixing fraction can be interpreted as the ratio of molecular mixing to large-scale entrainment by convective motion. We plot the temporal evolution of $\Theta(t)$ for reacting and inert simulations in Fig. 7.

The inert simulations show a linear growth of the molar mixing fraction, the slope increases with higher shock Mach number. An increase in shock strength leads to higher enstrophy production and faster growth of secondary instabilities, which enhance mixing. The reacting counterparts show a different behavior. In general, the mixing is reduced by the reaction waves, independent of their type. The deflagration wave induced by the lowest shock Mach number leads to a decrease of up to 30%. Mixing is affected after approximately $t = 270 \mu s$, when the reaction wave reaches parts of the interface and the main vortices. However, the bridge region remains unaffected, as the propagation velocity of the deflagration wave is too low.

The detonation wave affects all three main mixing regions. The MMF is reduced by up to 50% for $Ma_3 = 2.30$ as well as for $Ma_5 = 2.90$. Besides the reduction of mixing in the region of the main vortices and at the interface, which are already affected by a deflagration wave at a lower shock Mach number, the bridge region is also influenced by the detonation wave. The detonation waves decelerate the growth of secondary instabilities. Especially the bubble evolution at the highest shock Mach number, see Fig. 2, shows damping of fine structures, which explains the higher reduction of the MMF.

Figure 8 outlines the mixing progress in the long-term evolution at $t = 500 \mu s$ for three different shock Mach numbers. The inert SBIs show already a high degree of mixing, whereas the reacting SBIs are characterized by large areas of unmixed bubble gas. The inert SBIs show higher mixing for increasing shock Mach number, which is in accordance to the MMF plotted in Fig. 7. The reacting SBIs follow a similar trend: For low shock Mach numbers of $Ma = 2.13$ (Fig. 8(a)) and $Ma = 2.30$ (Fig. 8(b)) we observe larger areas of unmixed bubble gas, whereas the highest shock Mach number of $Ma = 2.90$ (Fig. 8(c)) shows a higher degree of mixing.

5. Special cases

Two simulations of RSBI contain hydrodynamic and chemical features that have to be discussed in detail. We observed DDT for $Ma_2 = 2.19$ and a double detonation with different reaction branches for $Ma_4 = 2.50$. 

![Fig. 9. Contour plots of RSBI at $Ma_2 = 2.19$ during deflagration-to-detonation transition: upper parts show the temperature, lower parts the pressure.](image)
5.1. Deflagration-to-detonation transition \((M_2 = 2.19)\)

Figure 9 shows contour plots for \(M_2 = 2.19\) during the early stage of ignition. Temperature (upper part of the plot) and pressure (lower part) are parameters that illustrate the ignition and transition process. At \(t = 93.0\) \(\mu s\) the shock wave still propagates through the bubble gas, and instabilities at the interface start to grow. The gas mixture ignites near the downstream pole of the bubble at approximately \(t = 93.2\) \(\mu s\). A subsonic deflagration wave propagates through the bubble gas until \(t = 94.9\) \(\mu s\). At \(t = 94.9\) \(\mu s\) the transition into a detonation wave starts in the lower region of the reaction front. The remaining contour plots show a fast growth of the supersonic detonation wave out of the deflagration front and a characteristic steep pressure peak across the detonation reaction wave.

Detailed contour plots to illustrate how the detonation wave evolves from the deflagration wave are outlined in Fig. 10. The upper part of the figure shows the temperature and the lower part the pressure. A temperature isoline \((T = 2000\) \(K\)) visualizes the reaction front.

The temporal evolution of the characteristic thermodynamic properties during the transition is plotted in Fig. 11. The plots show the variations of pressure, the radical \(H\) concentration (Fig. 11(a)) and the temperature (Fig. 11(b)) for seven timesteps from \(t = 94.6\) \(\mu s\) until \(t = 96.0\) \(\mu s\). The coordinate \(\xi\) is obtained by a rotation of the original coordinate system. As a result of the transition, \(\xi\) coincides with the propagation direction of the reaction wave. The reaction wave propagates from the right to the left. We observed an increase of the pressure peak accompanied by a decrease of \(H\) in the reaction zone, which is characteristic for DDT. The \(H\) radical appears within the deflagration wave, following the detonation wave. The peak of \(H\) can be found behind the shock wave, after the sudden increase in temperature and pressure. Furthermore, DDT can be identified by the steepening of the temperature profile, its peak at the reaction front and the higher temperature of the product gas. These findings are consistent with observations of Ivanov et al. [36] and Liberman et al. [15,18]. The deflagration front propagates in semicircular direction through the bubble gas, hence the question arises why the transition to detonation occurs at specific areas of the reaction front. The reason can be found by the detailed analysis of the pressure distribution in front of the reaction front, where DDT occurs. Figure 12 shows the reaction front shortly before the transition to detonation. The reaction zone is indicated by two black isocontours, the red isoline depicts the region of high pressure. Due to shock focusing of the initial shock wave at the downstream pole of the bubble, a region of high pressure \((p > 5\) bar\) exists. The reaction front propagates into this region and high-pressure reactions are promoted, which support the transition to detonation.

As the deflagration wave persists only for a few microseconds, the overall bubble evolution of the RSB at \(M_2 = 2.19\) is similar to that at a shock wave Mach number of \(M_2 = 2.30\). The normalized transverse bubble diameter, the enstrophy production and the molar mixing fraction are nearly identical. The Damköhler numbers
amount to $Da = 1.321$ ($Ma_d = 2.19$) and $Da = 1.322$ ($Ma_d = 2.30$) indicating a chemically dominated flow field. To ensure that the observed DDT is not caused by numerical artifacts, the RSBI with a shock Mach number of $Ma_d = 2.19$ was repeated at a coarsened and refined grid resolution. We used the same grids that were already applied for the grid convergence study in our previous paper [29] with cell sizes of $\Delta x_i = 234, 117$ and 59 $\mu$m. All simulations show the same induction time, ignition spot and location of DDT.

5.2. Double detonation ($Ma_d = 2.50$)

The shock wave of $Ma_d = 2.50$ induces two detonation waves. One originates near the downstream pole of the bubble and one at the upstream pole. Figure 13 shows the ignition spots, the propagation and interaction of the detonation waves. The two reaction waves propagate towards each other, which leads to a rapid consumption of the reactive bubble gas. The reaction time scale is significantly shortened, leading to an increase of the Damköhler number to $Da = 1.715$. see Table 1. Specific conditions have to be satisfied to cause a double detonation: The ignition delay time in the first reaction spot at the upstream pole of the bubble has to be longer than the second spot near the downstream pole. However, the ignition has to be nearly simultaneous in the absolute timeframe.

The reaction region at the upstream pole is characterized by a slow increase of the intermediate gas mass fractions directly behind the shock wave, beginning at $t = 28 \mu s$. After an induction time of about 47 $\mu s$ the gas mixture ignites and forms a detonation wave. The second ignition spot shows a different behavior; a strong reaction is directly induced after the shock wave has passed at $t = 68 \mu s$. The induction time only amounts to $t = 6 \mu s$, which is much shorter than for the first ignition spot. The higher compression and temperature at the downstream pole of the bubble lead to a faster ignition. In the absolute timeframe both spots trigger ignition, followed by a detonation wave at approximately the same time, which leads to a double detonation.

Figure 14 outlines the temporal evolution of the intermediate species H, O, OH during the induction time in the two reaction zones. The solid lines denote the ignition spot at the upstream pole of the bubble, the dashed lines show data for the downstream pole. As the chemical reactions are highly pressure sensitive the higher temperature and pressure at the downstream pole leads to a faster production of the radicals and to a shorter ignition delay time, compared to the upstream pole.

6. Discussion

6.1. Transverse bubble diameter

Our setup is based on the experimental investigation of Haehn et al. [28]. They observed, similarly to our work, different reaction wave types by varying the shock Mach number between $Ma = 1.34$ and $Ma = 2.83$. In the following section, we compare the results of the two studies. We are well aware that a comparison of two-dimensional simulations with the experiment of Haehn et al. [28] is only reasonable along early stages of evolution [29]. Haehn et al. [28] provide the Damköhler number, the transverse normalized bubble and the main vortex diameter for several experimental setups. We will use the transverse bubble diameter to compare the general evolution of the bubble and the influence of the reaction waves. The experiments exhibit deflagration for shock Mach numbers of $Ma = 1.63$ and $Ma = 2.07$ and detonation for a shock Mach number of $Ma = 2.83$. Haehn et al. [40] also observed detonations for shock Mach numbers smaller than $Ma = 2.83$, however, without providing quantitative data. We compare the experimental results for $Ma_{exp} = 2.07$ and $Ma_{exp} = 2.83$ with our results obtained at $Ma_{num} = 2.13$ and $Ma_{num} = 2.90$. Figure 15 shows the evolution of the normalized transverse bubble diameter for a RSBI with either a deflagration wave (a) or a detonation wave (b). The normalized time $t^*$ follows the definition of Haehn et al. [40]

$$t^* = \frac{t}{\tau_n}$$

where $t$ is the time measured from the first contact of the shock wave with the bubble. $\tau_n$ is defined as $D_0/W_i$, with $W_i$ as the incident shock wave speed.

As discussed in Section 4.2, the slowly propagating deflagration wave leads only to a slight increase of the bubble diameter. Inert and reacting SBI show a similar evolution, confirmed by the experimental as well as the numerical results in Fig. 15(a) . The numerical data show a larger normalized bubble diameter in the long-term evolution, which is attributed to two-dimensional effects.

Also the data for SBIs, which induce a detonation wave, are in very good agreement. The propagation velocity of the reaction wave, the spatial expansion of the bubble and the peak of the
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**Fig. 13.** Contour plots of RSBI at $Ma_d = 2.50$: upper parts shows the reacting SBI, lower parts the inert SBI.
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**Fig. 14.** Maximum mass fraction of intermediate products inside the two ignition spots. H, O, OH during the induction time in the two reaction zones.
transverse bubble diameter are nearly identical. Figure 15(b) reveals a good match of the steep bubble diameter increase, indicating that the propagation of the reaction wave inside the gas bubble is well reproduced by the two-dimensional simulations. Similarly to the deflagration setup, the bubble expansion differs from the experimental results in the long-term evolution.

6.2. Double deflagration

As mentioned before, Haehn et al. [28] also performed experiments at intermediate shock strengths. For one specific setup, their chemiluminescence signal showed two bright spots, indicating two ignition points. They provided two explanations. The first one suggests that the second bright spot may be a reflection of the first initial combustion signal from the downstream surface of the unshocked bubble interface. The second explanation assumes that simultaneous detonations at two specific points in the compressed bubble are possible as the induction time of the second reaction spot is shortened by the higher compression of the shock focusing. A proper combination of induction times thus can lead to simultaneous ignitions. Our numerical results for \( \text{Ma}_\text{d} = 2.50 \) support this latter hypothesis.

6.3. Limitations and critical discussion

The comparison of our two-dimensional simulations with the experimental data of Haehn et al. [28] has some limitations with respect to the bubble evolution. As shown in Fig. 15, the transverse expansion of the bubble gas deviates from the experimental results in the long-term evolution. Recent studies of Wang et al. [59] observe the same with respect to the transverse bubble diameter of two- and three-dimensional SBIs in their experiments. The vortex stretching term of the vorticity equation vanishes for a two-dimensional simulation. The missing of this term affects the expansion and increases the transverse expansion in the long-term evolution [60], which explains the deviation of the transverse bubble diameter for \( \tau \gtrsim 6 \). Hejazialhosseini et al. [60] investigated the vortex dynamics in three-dimensional inert SBI and showed that the growth rate of the vortex stretching term increases significantly in the long-term evolution and contributes to a decrease of the transverse bubble diameter, an effect missing in two-dimensional simulations.

Furthermore, the shock-focusing in three dimensions is stronger, which shortens the ignition delay time. To compensate for this effect, we simulate RSBI at a slightly higher shock Mach number to achieve the same ignition delay time. The validity of two-dimensional simulations containing shock-induced instabilities has also been shown by Peng et al. [61] in their study of vortex-accelerated secondary baroclinic vorticity deposition. Klein et al. [62] investigated the interaction between a sphere and a shock wave at high shock Mach numbers. They compared the two-dimensional results with experimental data and observed good accordance in the radial and axial width of the shocked sphere. Both studies achieved very good agreement between two-dimensional RMI and experiments, even in the long-time dynamics. Nevertheless some effects are not resolved by our simulation such as the onset of turbulence. Three-dimensional vortex rings tend to become unstable and vortex stretching may eventually result in broad-band turbulence [63]. This production mechanism is suppressed in a two-dimensional simulation. Three-dimensional effects cannot be neglected, however they become important only in the long-term evolution. Niederhaus et al. [64] studied SBIs and showed that three-dimensional effects affect the total enstrophy only at late times. Miles et al. [65] support this assumption, as they also observed no significant differences of the early growth rates of shock-induced instabilities between three- and two-dimensional simulations. Further studies report that vortex stretching affects only the long-term evolution of the mixing rate [60]. These observations support the integrity of our results, as the chemical reaction and its interaction with the hydrodynamic instabilities occur in the early stage of SBI. The very good agreement between our numerical results and the experimental data of Haehn et al. [28] indicate that three-dimensional effects may not be very significant for the specific phenomena considered here. Hence, we are confident to provide valid and reliable results for the investigation of reaction wave characteristics and its influence on the global bubble dynamics. In particular the good agreement of the normalized transverse bubble diameter for the detonating RSBI with experimental data indicates that essential mechanisms are reproduced. Furthermore, the detection and analysis of a double deflagration in the simulations supports the experimental observations of Haehn et al. [28].

7. Conclusion

We have presented results of a reacting shock–bubble interaction at different shock Mach numbers with detailed H₂–O₂ chemical reaction kinetics. A gas bubble filled with a reactive stoichiometric gas mixture of H₂, O₂ and Xe is penetrated by a shock wave with Mach numbers between \( \text{Ma} = 2.13 \) and \( \text{Ma} = 2.90 \). The planar shock wave propagates through the domain and interacts with the cylindrical density inhomogeneity, inducing Richtmyer–Meshkov instabilities. The convergent shape of the bubble focuses the shock, which triggers ignition of the bubble gas. Depending on the shock Mach number, the pressure sensitive H₂–O₂ gas mixture shows different induction times, ignition spots and reaction wave types, which strongly affect the spatial bubble evolution and the mixing process. A weak shock wave induces a deflagration wave, higher shock Mach numbers drive high-pressure reactions, resulting in a detonation wave.

We showed that the variation of the shock Mach number covers several reaction wave types with different impact on the mixing process. A deflagration wave has a minor influence on the global bubble evolution and leads to a flow field dominated by hydrodynamic effects (\( Da \approx 0.28 \)). The growth of secondary instabilities is partially affected, which decreases mixing by about 30%. Higher shock Mach numbers and the subsequent detonation waves lead to a chemically driven flow field (\( Da \gtrsim 1.32 \)). The supersonic reaction
wave propagates rapidly through the reactive gas mixture and affects all bubble regions. Secondary instabilities are suppressed, the bridge region is disturbed and mixing is reduced by up to 50%. The detonation wave induces an additional peak in the enstrophy production, followed by a faster decay.

A shock Mach number $Ma = 2.50$ reveals a particular phenomenon. The bubble gas ignites simultaneously at two spots, leading to two detonation waves that propagate towards each other. At an intermediate shock Mach number of $Ma = 2.19$, we observe a deflagration wave that transitions into a detonation wave shortly after ignition. Comparison with experimental data shows a very good agreement in terms of spatial expansion, reaction wave types and propagation velocities.
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