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Abstract—This paper discusses and compares two approaches to address technical challenges in performing collaborative studies of power system dynamics. On one side, we consider the model migration approach which is an essential piece of dynamic model exchange. On the other side, we look at the co-simulation approach which is used to couple simulation tools together. The approaches are compared in terms of accuracy and the most probable reasons for discrepancy between dynamic responses are discussed. We complement the discussion and conclusions with the simulation results on a simple test system.

I. INTRODUCTION

In recent years, ENTSO-E has shown high dedication to standardizing model exchange between TSOs. The Common Grid Model Exchange Standard (CGMES) has emerged as an embodiment of this initiative and the Common Information Model (CIM) as an underlying standard for its implementation. Currently, the CGMES identifies model exchange for dynamic studies as a key area for improvement and further growth. A particular emphasis is on the extensions for handling user-defined models, wind power plants/parks, HVDC lines and FACTS devices.

Besides the foreseen standard improvements, the practical question of the most appropriate vehicle for dynamic model exchange has not yet been decided upon. The main challenge to overcome stems from the fact that the TSOs keep the models of their system encapsulated within commercial simulation tools. Since different TSOs use simulation tools of different vendors, the problem of finding the appropriate means for model exchange becomes the problem of finding an adequate technical solution for sharing the information between simulation tools.

One possible approach to dynamic model exchange is to use a domain independent modeling and simulation language, such as Modelica, as a target platform for model migration. As a matter of fact, the latest version of CGMES v2.5 proposes Modelica for dynamic model exchange of user defined models [1]. Some initial studies on systematic binding of Modelica classes from the iTesla Power System Modelica Library (iPSL) and the Open-Instance Power System Library (OpenIPSL) with the CGMES-CIM have been already performed [2]. This binding should allow for automated model migration while simplifying the process for the user.

The main challenge of this approach is that the commercial tools for simulation of power system dynamics often deploy proprietary modifications of numerical solvers in order to improve the performance of their tool. At times, these proprietary modifications tinker with the model, thus blurring the line between the model and the solver. Hence, there are no guarantees that the domain independent tool will produce exactly the same shape of the time response curve as the commercial simulation tool.

Simulations of wind-enriched power systems entail further challenges for the domain independent tool approach. Since the converter controller models are often kept as black box models, it is impossible to migrate them to a domain independent tool without the involvement of the manufacturer. Another difficulty is that the user defined models which are often found in large expansion projects such as integration of wind farms, are technologically challenging to migrate to a domain independent tool.

The concept of combined simulation (co-simulation) is an alternative to model migration. A co-simulation is created by exchanging data between the commercial simulators at runtime [3]. Instead of migrating the models, the commercial simulators are coupled through available application programming interfaces (APIs) and engaged in a simulation. This approach guarantees that even the vendor-made adjustments to the solver and the model would be included in the resulting case study. The co-simulation, of course, does not come without practical challenges of its own.

In this paper, we seek to compare the pros and cons of two approaches: 1) the model migration to a domain independent modeling and simulation tool (OpenModelica in particular), and 2) the co-simulation between instances of DIgSILENT PowerFactory. PowerFactory is a widely accepted tool of choice in the power industry. Since the current versions of iPSL and OpenIPSL lack PowerFactory-derived models, the models developed and validated in [4] are used.

The comparison is firstly done at a conceptual level discussing advantages and disadvantages of the two approaches, followed by the comparison of the actual simulation results. The example test case, rather simplified for tractability, is taken from the domain of wind integration.

The rest of the paper is organized as follows. In Section II we introduce the intricacies of the process of model migration. In Section III we describe the co-simulation development process. In Section IV we compare both approaches in action using a simple grid model. Section V concludes the paper.
The first part of model migration: Process of model validation for steady state models.
validation. Otherwise, the initial condition equations, initial guesses and/or parameters should be revised.

In the dynamic model validation process, a disturbance is added in the Modelica grid model and the model is simulated. The same kind of disturbance is added in PowerFactory and the responses of all variables are monitored. They are subsequently compared and if they do not match satisfactorily, then the model equations and parameter values need to be revised. This trial-and-error process is continued until the responses match. The process remains the same for developing other component models.

B. Some Probable Causes of Differences Between Responses

1) Models: Gathering model information is the key to model migration. Typically, the documentation of the commercial tools is prepared with the intent of supporting the user as a domain expert in utilizing the tool for their needs. Therefore, it could easily happen that quite a few details required for model development/migration are missing from the documentation.

While user-defined models are easy to implement thanks to the full transparency, some of the closed models pose a much greater challenge. The functionality of these models is typically encapsulated as proprietary while the supporting documentation is insufficient to deduce their mathematical description (an example is the PowerFactory OLTC transformer [4]). In the case of such components, one must resort to creating approximate models.

2) Solvers: In addition to matching the models, the solvers used in both the reference and the destination simulation tool must be the same. Since the exact solver used by PowerFactory is not known to the authors of this paper, an OpenModelica solver that provided the best match on a set of case studies was chosen. This solver is a hybrid non-linear solver Radau 5 [9]. Using an empirical trial-and-error procedure, it was found that this numerical solver is the best match for the PowerFactory solver when the criteria is to match dynamic system responses as best as possible.

3) Initialization: While it is relatively easy to find differential and algebraic state equations for most of the components that constitute a model, identifying the equations that are used for initialization of the model is a level of difficulty higher. Each commercial tool might use a different kind of initialization mechanism depending on the modeling philosophy followed. Therefore, one of the crucial parts of the model migration is to identify the initialization equations and the method. The most natural approach is to resort to intuition and adjust the initial state values until a satisfying match between responses is achieved.

In the particular case of OpenModelica, the so-called guess values are given by the developer and the OpenModelica initialization tool is started to compute the initial point for the simulation. OpenModelica cannot set the guess values automatically since it is not equipped with a power flow solver of its own. Therefore, a power flow solution must be computed by another tool/method and subsequently loaded into OpenModelica to be used as the guess value. The initialization of Modelica-based power system models is recognized as a open problem. In the future, this process will be simplified by the use of tools such as PSM [10]. For the needs of this paper, the power flow computation is carried out in PowerFactory and the resulting power flow values are loaded into OpenModelica as guess values.

III. Co-Simulation Approach

Co-simulation, or coupled simulation, is a term used to describe two or more coupled simulators that are simultaneously exchanging data during the simulation execution [3]. The approach is based on a premise that no single system architect exist, i.e. simulation tools and models were initially developed without consideration of the other tools and models. This premise is very much true in the field of power systems where historically each commercial simulation tool was built independently.

The approach has found the most straightforward use in coupling of simulations from different physical domains (e.g. transmission grid simulation and communication network simulation [11]) and for coupling of EMT and RMS simulations [12]. In the recent work [13], the idea of simulation coupling for cooperation between TSOs and DSOs is explored in more detail.

In this paper, a co-simulation using two instances of PowerFactory is created. A part of the power system model is
kept within one instance while the other part is kept within the other instance. The main reason to couple two PowerFactories is for validation purposes since the comparison with the reference PowerFactory model is only meaningful in this case. Nevertheless, the core-benefits of the co-simulation approach are more prominent in coupling of two different proprietary tools.

To create the co-simulation, PowerFactory is engaged through the use of its application API and the DigSILENT Simulation Language (DSL) socket blocks [14]. The API is used for configuring and starting the simulation while the DSL-based socket connection is used to exchange state values with every time step. The use of these methods is described in more details in [15].

**A. The Process of Co-simulation Development**

The process of co-simulation requires minimal tampering with the existing models. However, most of the development work is done outside of the power system simulation tool environments as illustrated in Fig 3. The most time consuming part of the process is the development of the master algorithm that is responsible for message exchange and synchronization between the simulators. Next, the so-called interface models have to be developed for each simulation tool. These models constitute equivalent representations of the models within connected simulation tools. In addition, appropriate drivers for accessing the interface variables need to be developed if they are not already available (which is not the case with PowerFactory as previously described) and aligned with the master algorithm. The initial conditions are computed next. This is typically done by iteratively engaging the power flow solvers of all coupled simulators until the convergence of the interface variables is achieved. Finally, the model is co-simulated.

The validation of the responses against a reference simulation would not be possible in the most general case of co-simulation since the reference model would not exist. In this paper, however, we perform the validation against a reference PowerFactory model for the sake of comparison.

It is worth noting that the co-simulation performed in this paper is EMT-based (the simulators run EMT models) while the model migration is performed based on the RMS models.

The single reason to opt for an EMT-based co-simulation is the existence of the extensive body of literature on this topic and relatively simpler master and interface implementation. On the other hand, the model migration is simpler to perform with RMS-based models.

**B. Some Probable Causes of Differences Between Responses**

1) **Interfaces:** The interfaces must remain numerically stable and accurate during steady state and transients. These two properties are difficult to evaluate, especially if the benchmark simulation is unavailable.

   The interfaces must be (at least partially) created from the available components within the simulation tools. In the case of electrical systems, this is typically done with the aid of voltage and current sources. However, the use of ideal voltage and current sources can have detrimental consequences on the accuracy and numerical stability of the co-simulation [12]. The solution can be sought by using more complex interface models. For example, a Thevenin equivalent can be used as a replacement for an ideal voltage source. In this paper, the Damping Impedance Method [16] has been used. This method uses two voltage sources and a current source as an interface model.

   If the simulators are not designed to be used for co-simulation, which is often the case, creating interfaces could potentially require cumbersome workarounds. These workarounds can have limitations, e.g. in terms of accessible functionalities through API, that affect the quality and efficiency of the co-simulation. As co-simulation standards, like the Functional Mockup Interface (FMI), are adopted by simulation tools, co-simulations will become less challenging.

2) **Synchronization:** Time synchronization is one of the two essential functionalities of the master algorithm. Each simulator inherently runs at its own rate, produces outputs at each time step, and waits for new inputs before executing the next time step. This procedure results in a palette of time steps for all simulators. The co-simulation master must handle different rates and make sure that each simulator receives the inputs it needs and when it needs them. To achieve this, the co-simulation master would have to accommodate adjustable step sizes and might need to perform interpolation of simulator outputs. More details on the master algorithm used in this paper are found in [13].

3) **Initialization:** Finding the initial operation point is challenging since it requires synchronization of independently computed power flow calculations. As in [13], an iterative method might be needed to find an operation point that is consistent across co-simulation interfaces. The initialization process increases in complexity if the interface models are complex. In the case of the Damping Impedance Method, several sources need to be set correctly and power flow calculations must converge.

**IV. Simulation Results**

The test system presented in this paper consists of a simple power system. A round rotor synchronous generator with voltage and power ratings of 20 kV and 100 MVA is connected to a simple distribution grid as shown in Fig. 4.

---

**Fig. 3. Process of co-simulation implementation.**

This paper was presented at the 16th Wind Integration Workshop and published in the workshop proceedings.
Two identical 3-phase AC loads are attached via two parallel and identical medium voltage lines.

A small test system is chosen in order to reduce the complexity of the model while still capturing sufficient number of details to demonstrate both approaches. A synchronous generator model is used to roughly represent a wind generator since a Modelica equivalent of the PowerFactory DFIG model was unavailable at the time of this study. A proximity with a low-inertia wind generator is achieved by reducing the inertia constant of the synchronous generator.

PowerFactory 15.2 is used as a reference simulation. In the case of co-simulation, the system is divided so the load $L_1$ and the line connecting it to the generator are simulated in a separate instance of PowerFactory.

Two test cases have been simulated. In the first test case, a short circuit at the bus with load $L_1$ of duration 0.2 s occurs at $t = 5s$. In the second test case, a complete loss of load $L_1$ occurs at $t = 5s$ and lasts until the end of the simulation.

Although all simulations are performed from $t = 0s$ to $t = 10s$, the shown plots are zoomed-in so that the most prominent variations in the most representative states can be observed.

Fig. 5 shows the speed of the generator in the case of the loss of load. Two things can be noticed in this plot. First, the equilibrium points for both model migration and co-simulation at time $t = 5s$ are different from the equilibrium points of the benchmark simulations. This is attributed to the error introduced by the co-simulation interface. Second, model migration shows slightly better performance in terms of dynamic tracking of the benchmark simulation.

Fig. 6 shows the electrical torque in the case of the short circuit. This plot nicely illustrates the difference between the EMT and RMS approaches. Both co-simulation and model migration achieve satisfying tracking of their own respective benchmark simulations.

Fig. 7 shows the voltage on the bus of $L_2$ in the case of the loss of load and Fig. 8 shows the behavior of the voltage on the bus of $L_2$ in the case of the short circuit. It is visible in both of these plots that the co-simulation achieves slightly better tracking of the benchmark behavior than the model migration following the first few milliseconds after the event. During those first few milliseconds after the event, the co-simulation shows larger differences with respect to benchmark, particularly visible in terms of very short glitches of relatively high magnitude. These differences are attributed to the error introduced by the minimal available step size in the co-simulation approach and to the large value of derivatives in the underlying differential equation models. In the case of model migration, very fast transients are neglected by the RMS model and thus, the better tracking during the first few milliseconds after the fault.

Table I and Table II show the Root Mean Square Error (RMSE) of the three variables under observation in the case of short circuit and in the case of loss of load, respectively. The errors are calculated with respect to the results obtained from the benchmark simulations. The numbers confirm the conclusions of the visual inspection of the plots. Both approaches match the benchmark simulations well. In general, the RMSE numbers for the co-simulation are slightly higher, which can be traced to the significant contribution of the error in the first few milliseconds after the event.

V. Conclusion

Two technical approaches for collaborative power system dynamic simulation studies have been described in this text, model migration and co-simulation. The critical aspects for

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model Migration</th>
<th>Co-simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_g$</td>
<td>0.000129 p.u.</td>
<td>0.0000129 p.u.</td>
</tr>
<tr>
<td>$V_L$</td>
<td>0.002671 p.u.</td>
<td>0.016173 p.u.</td>
</tr>
<tr>
<td>$T_e$</td>
<td>0.002243 p.u.</td>
<td>0.001493 p.u.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model Migration</th>
<th>Co-simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_g$</td>
<td>$1.341 \times 10^{-6}$ p.u.</td>
<td>$32.698 \times 10^{-6}$ p.u.</td>
</tr>
<tr>
<td>$V_L$</td>
<td>0.000829 p.u.</td>
<td>0.007910 p.u.</td>
</tr>
<tr>
<td>$T_e$</td>
<td>0.000232 p.u.</td>
<td>0.000462 p.u.</td>
</tr>
</tbody>
</table>
Future work will look to extend the analysis and focus is placed on utilizing accurate interface models, synchronization mechanisms and the initialization procedures. The validation results on a simple test system illustrate that a high level of accuracy can be achieved using both approaches. In the particular test case under investigation, the RMSE values of all observed variables in both approaches. In the case of model migration, the emphasis is on matching component models, numerical solvers and the initialization procedure.

The accuracy with respect to the benchmark simulation have been discussed. In the case of model migration, the emphasis is on matching component models, numerical solvers and the initialization procedure. In the case of co-simulation, the focus is placed on utilizing accurate interface models, synchronization mechanisms and the initialization procedures. The validation results on a simple test system illustrate that a high level of accuracy can be achieved using both approaches. In the particular test case under investigation, the RMSE values of all observed variables in both approaches are kept within 0.02 p.u., even for simulations of faults in the system. Future work will look to extend the analysis and the results to more realistic power system cases.
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