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Photovoltaic (PV) technology is the most promising renewable energy source to be integrated on urban building surfaces. Modeling and simulating urban PV systems pose more challenges than the conventional ones installed in open field due to rich urban morphology. Herein, a comprehensive workflow to estimate urban solar PV potential is developed where TU Delft campus is used as a case study. This workflow only requires light detection and ranging data and building footprints as data inputs, and multiple levels of result can be delivered including accurate geo-referenced 3D building models, annual solar irradiation map, annual DC/AC yield maps and classified roof segments according to the specific yield of mounted PV system. The study reports a total of ≈8.1 GWh year⁻¹ of PV energy which can be collected from campus building roofs and facades. Given the total electricity demand on the entire campus being 82.6 GWh/year, this PV potential can cover roughly 10% of the current electricity demand. The results constitute an initial assessment of solar PV potential on TU Delft campus buildings that is currently being used to prioritize PV integration on buildings and accelerate the transition toward a climate-neutral campus.

1. Introduction

The Paris Agreement released in 2015 states that the global warming should be limited to 1.5 °C.[1] In response to this agreement, the Dutch government issued the National Climate Agreement in 2019, and an ambitious goal was established where by 2030 the greenhouse gas emission must be reduced by 49% compared to 1990 levels.[2] It is also expected that 70% of the electricity generation will be covered by renewable energy sources by 2030 and become fully sustainable by 2050. To achieve this goal, a boost of green energy penetration in the energy system is required.

Current energy distribution system is predominantly featured with centralized generator and monodirectional distribution network. This means that electricity is mainly produced in a giant power plant and transported through long-distance cables to reach consumer end. Unfortunately, the green future scenario cannot be simply achieved by replacing the conventional power plants with large green energy farms. One of the reasons lies in the fact that centralized paradigm lacks reliability because the entire grid can fail with the failure in central power plant.[3] Considering the intermittent nature of renewable energies, optimizing the energy system reliability will be even more challenging. Another argument against centralization is the power loss during long-distance transportation and distribution of electricity.[4] As a solution, decentralized green energy sources allow one to produce electricity locally. It distributes the responsibility of electricity generation over small-sized producers, and power loss as a result of transmission can also be effectively minimized because the generator is either on site or near-site. Meanwhile, given the fact that the majority people will be living in densely populated cities in the future,[5] developing decentralized renewable energy sources in urban environment will play a major role in the green energy transition.

Delft University of Technology (TU Delft) is aiming for a climate-neutral campus by 2030.[6] Of all the renewable energy sources, photovoltaic (PV) is the most promising technology to fulfill this target. It can be integrated with most urban elements such as buildings,[7] roads,[8] and waterways,[9] without demanding additional urban space.[10] Currently, only 1.2 MWp of solar capacity is installed on campus buildings.[11] To reach TU Delft ambitious goal, the number of mounted PV panels needs to be drastically increased such that 50% of electricity generation on campus can be covered. Although PV technology is preferred due to its high compatibility, designing PV system in the urban environment is no easy task. Densely constructed cities restrict the incoming sunlight, and rich urban morphology including buildings, infrastructures and vegetations can cause complex shading patterns. Therefore, it is fundamental to understand the urban context such that available building surfaces can be
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One possible way is by using aerial images where image recognition is implemented to identify the geometry of suitable roof surfaces for PV integration. Among others, orthographic aerial images provide the single perspective of an area of buildings, and the height of buildings is generally estimated by fitting a normal distribution function; while aerial stereo images allow the generation of digital surface model (DSM) from stereophotogrammetry by using overlapping images taken from different positions. Another approach is based on light detection and ranging (LiDAR) which is currently most widely used spatial data to represent and reconstruct the urban environment. This remote sensing technology is able to densely sample the surface of the earth by transmitting laser light toward earth surface and analyzing the reflected signals. The management and analysis of these spatial data are performed with geographic information system (GIS). It offers a variety of GIS tools to help users process the spatial data which contributes to the determination of building surface candidates suitable for PV integration. Apart from understanding the territory, the implemented model should also deliver an accurate solar PV potential calculation result without demanding heavy computational cost.

Generally, studying the potential of renewable energies such as solar energy can be approached in a hierarchical manner: 1) physical potential which represents the total amount of solar irradiation impinging on the study area; 2) geographical potential which considers only the solar irradiation on surfaces that are available for PV integration; 3) technical potential where technical performance of certain type(s) of PV technology is further taken into account; and finally iv) economic potential which assesses the financial feasibility of the PV system installation. In recent decades, multiple studies have been carried out on the estimation of urban solar energy. Depending on the project objective and the availability of data source, the results are delivered to one of the aforementioned hierarchies. Jaroslav et al. assessed the PV potential in a small city in eastern Slovakia by using open-source tools. They start with the creation of 3D city model, and use r.sun solar radiation model and PVGIS to calculate roof technical potential. Santos et al. also proposed a two-stage process where in addition to the incoming solar energy, the population distribution at building level is also modelled. But both works only studied the building roof surfaces, and the shadings imposed by trees, infrastructures, and artifacts were not taken into account. Catita et al. extended the solar potential analysis to vertical building facades by means of hyperpoints. Each hyperpoint contains a set of points which share XY coordinates but have different Z values. This approach realized a 3D mapping of solar potential on building surfaces, but more in-depth result such as geographical or technical potential was not delivered. Similar works have been done by Brito et al. on city of Lisbon and Vulkan et al. on a neighborhood of Rishon LeZion in Israel. Both works based their analysis on a relatively low spatial resolution (1 by 1 m²), and only the physical potential on building surfaces is calculated. Particularly in the work from Vulcan, small-scale artifacts are excluded, and the solar irradiation calculation only considers direct component. Vo et al. reported a complete workflow to estimate in detail the urban solar potential by processing each LiDAR point, but this per-point analysis is computationally heavy and requires a LiDAR dataset with high resolution (300 points m⁻²). Another numerical model (PLANTING) for solar PV potential estimation is developed by Murshed et al. where economical potential on building roofs and facades can be delivered. However, this approach is also time consuming because the analysis is conducted on an hourly basis, and it requires semantically and topologically correct CityGML data which are generally difficult to prepare.

Therefore, the aim of this work is to develop a large-scale urban PV AC yield modeling workflow based on the minimum amount of freely available input datasets. In this article, we presented such workflow where only LiDAR data and building footprints are required as inputs. To the authors’ knowledge, this is not the case in other literatures where additional input dataset is needed such as aerial images, or expensive 3D building models need to be available. Meanwhile, the workflow is able to deliver PV AC yield for both building roofs and facades which provides the decision makers more insights on urban solar plan than the works which only consider PV AC yield for rooftops. or solar potential on building surfaces. Particularly, compared to the work presented by de Vries et al. where module fitting is also implemented, our workflow further investigated: 1) portrait and dual-tilt mounting configurations on flat roofs; 2) partial shading losses induced by mutual shading; 3) skyline variation for each module; and 4) dynamic inverter efficiency based on Sandia National Laboratories (SNL) model. In the work done by Freitas et al., the state-of-the-art solar radiation models have been discussed. Most of them calculate the hourly irradiance received on the plane of array (PoA) and integrate the results over the year to obtain the annual solar irradiation. Such repetitive calculation significantly increases the computational time in a large-scale urban PV potential scan. In this work, our in-house developed simplified skyline-based model is used to map the solar PV potential for TU Delft campus. This model can offer accurate estimation on annual solar PV potential on a surface whereas the computational demand is substantially reduced.

The rest of paper can be broken down into following parts: Section 2 describes all the steps of this methodology. As a demonstration, the result of one building from each step is presented. In Section 3, the numerical solar PV potential result of the demonstration building is discussed, and the solar irradiation map of all the buildings on TU Delft campus is shown. The hyperlink to a web map is also provided which visualizes all the simulation results in this work. The validation study is conducted in Section 4, and the limitations of this methodology as well as future research works are discussed in Section 5. Lastly conclusions are drawn in Section 6.

2. Methodology

This section describes the utilized methodology for solar PV potential mapping in a large-scale urban area. This is a universal approach which only requires LiDAR data and building footprints as inputs as shown in Figure 1. Main steps include 1) reconstruction of 3D building models; 2) annual solar irradiation map generation on building surfaces; 3) annual DC yield map generation on building surfaces; 4) annual AC yield map generation on building surfaces; and 5) roof segment classification based on the specific yield of mounted PV system. Each step is explained in detail in its corresponding section.
2.1. Reconstruction of 3D Building Model

One of the key factors to accurately estimate the solar PV potential of urban PV systems is to reconstruct high-quality 3D building models. Airborne LiDAR data is increasingly used to serve this purpose because it provides detailed geographical and topological information.

When LiDAR data is being collected, laser light is sent from the device on the drone toward the earth surface. As the light travels to the ground, it reflects off from the objects. This reflected light returns to the sensor and gets recorded. By analyzing the time that light travels to the ground and back from the objects, one can calculate the distance which is further converted to elevation. LiDAR technology can also distinguish trees from other objects. As the laser light traverses through trees, the photons can be partially reflected by branches or leaves since they are small in size and are full of gaps. The remaining photons continue their journey until they get fully reflected. Thus, multiple returns can be captured and recorded by the sensor from one pulse of light. The Dutch government collected the first batch of LiDAR data (AHN1) in 1997, and the latest accessible version (AHN3) was released in 2019. Generally, the time span of LiDAR acquisition stretches over a few years. The AHN3 data was collected between 2014 and 2019, and it has a resolution of around 6 to 10 points per square meter. The data of Delft was collected in 2014 and has a lower resolution of 3 to 5 points per square meter.

The reconstruction of 3D building models is based on building footprint and LiDAR data. These two datasets are provided by the Dutch government and are freely available. The building footprint is the outer edge of the outside walls of the building which represents the planimetric confinement of building layout. To better demonstrate the workflow, the building of Electrical Engineering, Mathematics and Computer Science (EEMCS) faculty is used as a case study whose building footprint and LiDAR data are shown in Figure 2.

First, the original building models are generated in ArcGIS Pro with LAS Building Multipatch tool. It reconstructs the building models in a way that a network of triangular meshes is derived by connecting all the adjacent LiDAR points found inside the building footprint. Figure 3 shows the original 3D building model of EEMCS faculty. It can be observed that the building model is made up of a number of triangular meshes which cover the entire building model surface. Due to the bumpiness of the original LiDAR data, adjacent triangular meshes...
within a roof segment might not be aligned, leading to large discrepancy in terms of slope and orientation which ultimately degrades the fidelity of solar PV potential simulation results. Thus, the geometry must be refined such that accurate models can be passed in for further analysis.

To do this, a free 3D creation suite named Blender is used. Its built-in mesh simplification tool allows users to remove unnecessary vertices or meshes with minimum changes to the model shape.[43] After running this tool for multiple rounds, the number of vertices and meshes is reduced to only 1% of that of the original building model. A comparison of the building model of EEMCS faculty before and after mesh simplification is presented in Figure 4. It is clear that the number of meshes is drastically reduced while the shape of the building is still well maintained.

The final building model is obtained by manual adjustments to remove the outliers and align the edges. Figure 5 presents the refined EEMCS building model. By zooming into various parts of the model, one can see that only fundamental roof and facade polygons are included. It is worth noting that all the building artifacts such as ventilation system, antennas, and chimneys are manually excluded because they do not contribute to the feasible area for PV installation. Depending on the complexity of the building, the time it requires for our semiautomatic method to reconstruct geo-referenced building models ranges from some minutes to a couple of hours. This removes considerable amount of time for manual building model reconstruction using software such as SketchUp which generally requires detailed building floor plan and several days of work to reconstruct one building model.[44,45]

Compared to another building model recreation approach where drone based photogrammetry is used, our method requires neither traveling nor drone operation skills, but it can still deliver highly accurate geo-referenced building models because the only inputs are LiDAR data and building footprints which are both freely available.[46]

One of the main limitations of this methodology is that the building façade details cannot be properly modelled as shown in Figure 6. The aperture at the top of high-rise building is not reflected on the building model. Meanwhile, the open space at the bottom of low rise is also not properly mapped. This is mainly due to the lack of digital façade information, and the location information of windows, ledges, or gaps is generally not available from the LiDAR data. Therefore, only sharp closed
Figure 4. Building model of EEMCS faculty before and after mesh simplification where the number of vertices and triangles is reduced to 1% of that of the original building model.

Figure 5. The final refined building model of EEMCS faculty where only necessary roof and facade polygons are included.
facades are reconstructed by connecting the roof edges with the building footprint.

### 2.2. Annual Solar Irradiation Mapping

To map the annual solar irradiation, the first step is to generate a uniformly distributed grid on the building surface. Each point in this grid represents a specific surface area whose incident solar irradiation can be calculated with the simplified skyline-based model.\cite{36} The surface area each point occupies is determined by the grid density. For instance, a grid of 0.5 m means that each point covers an area of 0.25 m$^2$. The generation of surface grid is based on barycentric coordinate system where the location of any point within a triangle can be expressed by the following formula\cite{47,48,36}:

$$
P = \alpha \cdot A + \beta \cdot B + \gamma \cdot C$$

(2.1)

where $P$ is the coordinate of the point of interest, $A$, $B$, and $C$ are the coordinates of triangle vertices. To keep the point of interest within the triangle, the following constraints must be met:

$$\begin{cases}
\alpha, \beta, \gamma \in [0, 1] \\
\alpha + \beta + \gamma = 1
\end{cases}$$

(2.2)

The generation of a uniformly distributed grid on the building surface requires manipulation of the area of triangles subdivided by the point of interest. Figure 7 illustrates how the barycentric coordinate system is applied to determine the location of point $P$. In the figure, point $P$ subdivides the original triangle into 3 sub-triangles, and the factors $\alpha$, $\beta$, and $\gamma$ can be determined by calculating the ratio between the area of the subtriangle and the area of the original one. As an example, factor alpha can be determined by dividing the area of blue triangle by that of the original one. The rest can be done in the same way. The manipulation of triangle area ratio allows one to map an evenly distributed grid on building surfaces with desired grid size. In this work, a grid size of 0.5 m is selected. Figure 8 shows the outcome after implementing barycentric coordinate system on one of the facades of the building of EEMCS faculty. It is clear in the zoomed image that the points are uniformly distributed on the facade surface with a gap of 0.5 m.

The annual solar irradiation is calculated per point with the simplified skyline-based model.\cite{36} This model uses a set of synthetic skylines to curve fit a polynomial function that has five coefficients and two main parameters of SVF and sun coverage factor (SCF), where SCF is the representative of if the sun is blocked by the horizon or not, and SVF is how much of the sky hemisphere is freely visible. This set of five coefficients is unique for every tilt and orientation under one climate regardless of the geometry. Here the local climate in Delft, the Netherlands is used to calculate these five coefficients for every 45$^\circ$ azimuth and 5$^\circ$ tilt angle (the degrees in between are linearly interpolated). The two indicators (SVF and SCF) can be derived from the skyline profile by using our in house developed HorizonScanner MATLAB script.\cite{49} This script constructs the skyline for any point with arbitrary tilt and azimuth angle by scanning the DSM. For any observer point of interest, it splits...
up the full azimuth range into several slices and check all the height points lie within this slice. The height of the point with the largest altitude angle is assigned as the horizon altitude for that azimuth slice. The tilt and azimuth angle of building surface are derived from the face normal vector as shown in Figure 9. Roof tilt $\theta_R$ is found as the angle between the face normal $n_R$ and the ground normal $[0,0,1]$, while roof azimuth $A_R$ can be obtained by calculating the angle between due North vector $[0,1,0]$ and the projection of face normal on the ground plane. Figure 10 shows the solar irradiation map of EEMCS faculty building from bird view. Although the rooftop artifacts are excluded in the building model reconstruction phase, the solar potential assessment still takes into account the shadings imposed by them because the skyline profile is extracted from the DSM of raw LiDAR data. These obstacles limit the incoming sunlight such that the roof sections receive lower solar irradiation and they are displayed in dark red color. By comparing the solar irradiation map with the GoogleMap aerial photo, one can quickly identify the type of obstacles. For instance, rooftop of the high rise of EEMCS faculty building is shaded by the antennas, and the rooftop of low-rise building is shaded by the ventilation system. In addition to the shadings caused by obstacles of the building itself, the surrounding urban context can also restrict the amount of irradiation impinging on the building surface. Figure 11 shows the solar irradiation map of EEMCS faculty building from side view. It is evident that the southern facade of the high-voltage lab is subject to significant shading at its bottom.
region due to the trees at the front. Meanwhile, it can also be concluded that the saw-tooth shaped rooftop of low rise receives the highest annual solar irradiation where a high PV yield can be expected.

2.3. Annual DC Yield Mapping

The annual solar irradiation map provides the information on physical potential that building surfaces possess. Directly using the same grid points to calculate DC yield results in an overestimation of what the PV systems actually can deliver. One reason lies in the fact that parts of the roof surfaces are not suitable for PV module installation. These can either be the locations that are already occupied by rooftop artifacts, or the spots where installation of PV system is not financially feasible given the current price of PV technology. In addition, general rules of PV system installation must also be followed such as offset from the roof edge and row-to-row clearance within the PV system. Both restrictions can significantly reduce the roof coverage ratio of PV system which leads to a lower system DC yield.

To deliver a more realistic annual DC yield, a panel-fitting algorithm is first implemented on all building roof surfaces. This algorithm allows the population of PV modules onto roof surfaces with user-defined dimension and clearance in the intrinsic coordinate system. Figure 12 schematically illustrates how the panel fitting with landscape configuration is implemented on a slanted roof. Since this algorithm works on the 2D plane, the roof surface is first projected to the ground and a rotation matrix $M_R$ is applied to align the projected roof polygon with the intrinsic coordinate system. Depending on the roof orientation, this rotation can be clockwise or counter-clockwise to prevent the rotated polygon from being inverted. After that, an original bounding box is calculated for each roof polygon and a grid of PV modules is generated, considering the dimension of the selected PV module and the clearance as shown in Figure 12d. In the case of

Figure 11. Annual solar irradiation map of the building of EEMCS faculty from side view where the aerial photo is obtained from GoogleMap.

Figure 12. Schematic demonstration of panel fitting algorithm where a) roof surface is projected to the ground plane; b) rotate the roof with specific rotation matrix to be aligned with the intrinsic coordinate system; c) original bounding box is generated for the rotated roof projection; d) a grid of PV modules is generated with the selected PV module dimension and user-defined clearance; e) check which PV modules cannot be fitted on the roof where those colored in red are removed; and d) grid shift is applied to the entire grid of PV modules to find the optimal panel fitting result.
slanted roofs, no offset from the roof edge is considered and the clearance between PV modules is selected as 5 cm to allow the load and unload of modules for maintenance purposes. To determine which of the PV modules can be accommodated by the roof surface, the algorithm checks both if the four module corners are located within the roof polygon, and if the intersection between roof and module polygons is larger than 99%. Those who do not meet the conditions such as the modules colored in red in Figure 12e are removed from the result. The best panel fitting scenario is obtained by iterating through different grid shifts to maximize the number of fitted PV modules. In each iteration, the entire grid of modules is moved by a certain distance along x- and y-axes, respectively

\[
\begin{align*}
    x_{\text{shift}} &= -(L_M + G_x) \cdot \frac{1}{i} \\
    y_{\text{shift}} &= -(W_M + G_y) \cdot \frac{1}{i}
\end{align*}
\]

where \( L_M \) is the module length, \( W_M \) is the module width, \( G_x \) is the clearance along x-axis, \( G_y \) is the clearance along y-axis, and \( i \) is the number of iteration. In portrait configuration, the module length and width in the equations are swapped. To reduce the computational burden, the iteration number is also adjusted based on the size of the roof. Large roofs with an area greater than 300 m\(^2\) iterate 3 times, and small roofs with an area lower than 100 m\(^2\) iterate 8 times. The rest undergo 5 iterations. Figure 12f shows the panel fitting result after grid shift. It turned out that one additional PV module is included compared to the original case. Finally, the fitted modules are repositioned with the transpose of rotation matrix \( M_R \), and all the module corners are projected back to the roof plane so that the skyline can be correctly generated for both annual irradiation and DC yield calculation. This is done by finding the intersection between the line and plane as shown in Figure 13. The coordinates of intersection \( C \) can be calculated with variable \( t \) according to the following equation

\[
\begin{align*}
    x &= b_1 + v_1 \cdot t \\
    y &= b_2 + v_2 \cdot t \\
    z &= b_3 + v_3 \cdot t
\end{align*}
\]

where

\[
t = \frac{(a_1 - b_1) \cdot n_1 + (a_2 - b_2) \cdot n_2 + (a_3 - b_3) \cdot n_3}{n_1 \cdot v_1 + n_2 \cdot v_2 + n_3 \cdot v_3}
\]

Point \( B \) is the coordinates of fitted PV module corner, vector \( \vec{v} \) is \([0,0,1]\), \( A \) is the coordinates of roof surface corner, and \( \vec{n} \) is the PV module face normal which is aligned with the roof surface normal in the case of slanted roofs.

Fitting panels onto flat roofs is more complicated. One challenge is not being able to use the roof surface normal to determine its orientation because the projection of face normal vector on the ground is 1D. This can be solved by using the directional vector of the longest roof edge as reference to represent roof orientation. Another challenge is to determine the tilt and orientation of PV modules because they cannot be inherited directly from the roof. Since the Netherlands is located in the northern hemisphere, PV systems on flat roofs ideally shall be oriented to the south such that the POA irradiation can be maximized. This is realized by segmenting the intrinsic coordinate system along the diagonals as illustrated in Figure 14a, and check to which segment does the roof orientation belong. If the roof orientation falls within the angle range segment \( A \) or \( C \), the modules adopt this orientation. If the roof orientation is found in either angle range segment \( B \) or \( D \), the module orientation is calculated to be perpendicular to the roof orientation. Additional angle shifts are applied to ensure that roof orientation always ends up in segment \( C \) to face south.

The last challenge is to define the correct rotation matrices to align the roof polygon with the intrinsic coordinate system. Since the coordinates of module polygon corners are arranged in a fixed order as shown in Figure 15a, the projected roof polygon shall be rotated in a way that it is aligned with the correct axis so that when the module polygons are projected back to the original flat roof surface, module corners 2 and 3 can be lifted off from the roof to correctly represent the module tilt geometrically. As an example, Figure 15c contains a projected flat roof polygon with the orientation \( \vec{v}(v_1, v_2) \) defined by its longest edge. The rotation matrix \( M_R \) is applied so that the polygon is aligned with the \( X \) axis for panel fitting. As the fitted panels are projected back to the original flat roof surface, the module corners are wrongly lifted which results in an incorrect geometrical module tilt. To avoid such issue, different rotation matrices are introduced. Here, four-quadrant coordinate system is used for the ease of calculation. This coordinate system is geographically identical with the intrinsic one but uses an angle range \([-180^\circ, 180^\circ]\). It is divided into five segments as shown in Figure 14b, and for each segment, a specific rotation matrix is assigned according to Table 1 so that the roof polygon can be correctly rotated with the smallest angle to align with either \( X \) or \( Y \) axis for further panel fitting. Figure 15d shows the case where projected roof polygon is rotated to be parallel to the \( Y \) axis and a correct geometrical module tilt can be obtained. The module grid generation follows the standard PV system mounting configuration on flat roofs in the Netherlands where modules are tilted at 15\(^\circ\) with a row-to-row spacing of 0.7 m.\(^{[5]}\) Apart from landscape and portrait configurations, dual-tilt configuration is also investigated where PV modules are tilted at 12\(^\circ\) with a row-to-row clearance of 0.2 m.\(^{[5]}\) Its orientation is perpendicular to that of single-tilt
PV systems rather than being exactly east-west oriented because this ensures a larger packing density. Meanwhile, it is also reported that the dual-tilt configuration is not subject to power reduction when its orientation is off from east-west. In fact, it is benefiting from such angle deviation by producing slightly more energy.\cite{50,51} Additionally, flat-mounted PV system (with 0° tilt) was also studied for buildings with strict restrictions, such as monumental buildings and buildings locating at the streets with protected view, to prevent the installed PV modules from being seen by the public at the street level.

Once the geographical coordinates of the fitted PV modules are obtained, points need to be uniformly generated on each module plane for annual DC yield calculation. The selected PV module has 72 solar cells in total, so ideally each solar cell shall be assigned with one point to maximize the result accuracy.\cite{50,51} But simulating 72 points per module exponentially.

\begin{figure}[h]
\centering
\includegraphics[width=\linewidth]{figure14.png}
\caption{a) The intrinsic coordinate system where four angle range segments are defined. The module orientation \( \bar{A}_M \) is parallel to the roof orientation \( \bar{A}_R \) falling into segments A or C, and is perpendicular to the roof orientation \( \bar{A}_R \) falling into segments B or D; b) the coordinate system is divided into 5 sectors where each of them is assigned with a specific rotation matrix.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\linewidth]{figure15.png}
\caption{a) Module corners are saved in a fixed order which simplifies the process of geometrical module tilt creation; b) module corners 2 and 3 are lifted off from the flat roof with a defined tilt angle; c) rotated roof projection is aligned with the wrong axis which causes the incorrect geometrical module tilt representation; d) rotated roof projection is aligned with the proper axis which leads to a correct geometrical module tilt representation.}
\end{figure}
increases the computational time, thus, it is decided to use a grid of 18 points on each module where every point represents a group of 4 solar cells. This balances the result accuracy and simulation time. Before proceeding with the DC yield mapping, there is one more issue needs to be tackled. As we have mentioned in Section 2.1, the reconstruction of 3D building models does not take into account the rooftop artifacts. This results in the overpopulation of PV modules on roofs as shown in Figure 16a. To exclude the PV modules that cannot be placed in real life due to the existence of rooftop obstacles, the annual solar irradiation is first calculated for each point of the module. If the minimum annual irradiation impinging on the module is lower than 600 kWh year\(^{-1}\), it is removed. This irradiation limit also helps to exclude the PV modules that are subject to moderate shadings caused by the surrounding environment such as adjacent tall buildings and giant vegetations. The DC yield of the remaining PV modules is calculated by using the simplified skyline-based model and the result is averaged over 18 points. Modules that deliver a specific yield smaller than 650 kWh kWp\(^{-1}\) are excluded due to economic feasibility.\(^{[15]}\) The final PV system topology is shown in Figure 16b, and it can be observed that the limits take out quite a few PV modules which are conflicting with the position of rooftop ventilation system.

Another issue with the current PV system configuration on flat roofs is the row-to-row mutual shading. To include the power reduction caused by mutual shading, the DSM is manipulated where points representing the fitted PV modules are added to the urban context. Figure 17 compares the DSM of building 35 with/without the inclusion of module geometry. It is clear in Figure 17c that after DSM manipulation, the original roof surface points are replaced by the module points. Such environmental feature update is incorporated in the skyline profile generation which leads to a different set of SVF and SCF for DC yield calculation. Meanwhile, particularly for portrait configuration, the DC yield for each module is determined by the annual energy output of the bottom cell string due to the bypass diode effect.\(^{[54]}\) This effect is not included in the landscape configuration because it is more resilient to mutual shading based on the way solar cells are connected to the bypass diodes in conventional PV modules.\(^{[54]}\)

The DC yield for facades is mapped without panel fitting due to the shortage of digital façade information such as location of windows. Therefore, the façade DC yield map is generated based on surface points, like that of the annual solar irradiation map while the value of the surface points is replaced by annual DC yield. To extract out the numeric result for facades, we used

![Figure 16](https://example.com/figure16.png)

**Figure 16.** Panel fitting results of Building 35 of TU Delft campus where a) rooftop is fully populated with PV modules considering the module dimension and mounting configuration; b) modules whose minimum received irradiation and specific yield is lower than 600 kWh year\(^{-1}\) and 650 kWh kWp\(^{-1}\), respectively, are removed. The aerial photo is obtained from GoogleMap.

<table>
<thead>
<tr>
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</tr>
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</table>
| A       | \[
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\end{bmatrix}
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| B       | \[
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| C       | \[
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| D       | \[
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| E       | \[
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\]
open/closed ratio which is calculated from GoogleMap StreetView images by estimating the area of windows and walls through visual inspection as shown in Figure 18. Windows, indicated by the red polygons, are classified as open surfaces. They are the good candidates for transparent PVs and it is assumed to deliver 10% power of the selected PV module. Walls as indicated by the green polygons, are classified as closed surfaces. Their DC yield is determined by multiplying the closed ratio with the total façade DC yield which is calculated over all the surface points. The economic threshold is not applied in this case otherwise only limited number of façade surfaces can be filtered in.

2.4. Annual AC Yield Mapping

Energy yield on the AC side is calculated by considering a chain of system losses. Among others, the inverter conversion efficiency is determined by using the SNL model,[55] where 4 inverters with different nominal AC output power are chosen (1.5, [56] 3, [57] 6, [58] and 12 kW[59]). Each of them can accommodate 5, 10, 20, and 40 selected PV modules, respectively, considering a DC-AC performance ratio of 1.2.[60] The type and number of inverters assigned to each rooftop PV system is estimated based on the maximum number of PV modules in the system which is obtained from the panel fitting result. The workflow of inverter selection is schematically shown in Figure 19. To calculate the inversion efficiency, first a set of inverter efficiency curves are generated with the SNL model coefficients of each individual inverter. By locating the ratio of annual DC yield of the PV system and the estimated annual $P_{dc0}$ of the inverters on the curve, the conversion efficiency for each specific PV system is determined. Here, the inverters are assumed to be working for half year of 4380 h. Additional fixed conversion efficiencies for MPPT (98%), ohmic loss (99%), module mismatch (99%), and soling loss (98%) are considered to calculate the overall DC-AC conversion efficiency.[61] As for the facades, since no panel fitting is implemented, a fixed DC-AC conversion efficiency of 91% is assumed.

2.5. Roof Segments Classification

Finally, the roof segments are classified based on the specific yield of the PV system mounted. Three categories are considered, and each category is assigned with an individual color: red (650≈800 kWh kWp$^{-1}$), yellow (800≈950 kWh kWp$^{-1}$), and green (>950 kWh kWp$^{-1}$). The outcome of each step of the workflow is shown in Figure 20 for Building 35 on TU Delft campus. The AC yield map is in overall darker than the DC yield map due to the system losses, and the map of roof classes provides an indication on which roof surface shall be prioritized for PV integration.

3. Results and Discussion

In this section, the numerical results of solar PV scan on TU Delft campus are discussed. Again, Building 35 is used as an example and an overall analysis on the campus scale will be made later on. The entire study is based on Solarge SOLO and Solarge
DUWO solar modules. Both of them deliver the same peak power of 365 Wp. The dimension of these two types of module is slightly different where Solarge SOLO is reported to be $2.066 \times 0.997\text{m}$ while Solarge DUWO is $2.021 \times 0.997\text{m}$ with a default tilt of 12°.

### 3.1. Computational Speed

The simulation time for Building 35 in each step is listed in Table 2 where the mapping of DC/AC yield is the most time-consuming process, followed by the annual solar irradiation...
mapping. This is because prior to the generation of DC/AC yield maps, an additional step of solar irradiation calculation is carried out for each point on the PoA to exclude the modules that are subject to considerable shading due to the conflict with the position of rooftop obstacles or to the surrounding environment. Meanwhile, DC/AC yield mapping is done on a grid of 18 points per module, indicating that each point represents an area of roughly 0.1 m$^2$. Compared to that for solar irradiation map (0.25 m$^2$), the point density is doubled, and a longer computational time can be expected. One approach to reduce the computational time for DC/AC yield map generation would be simultaneously calculating the module DC/AC yield during the exclusion of shaded modules. Currently these two processes are done separately which requires double calling of HorizonScanner function to generate the skyline. Another alternative approach that might drastically reduce the computational time of this part would base on machine-learning or look-up tables where the results from the annual solar irradiation map can be utilized as primary values to look up the secondary values for DC/AC yield.

The computational speed per step is averaged over all TU Delft buildings and the results are listed in Table 3. The overall computational speed is found at 0.085 s m$^{-2}$ with a standard deviation (SD) of 0.044 s m$^{-2}$. Panel fitting shows relatively the highest SD because the iteration of grid shift depends on the size of the roof. Roofs with an area larger than 300 m$^2$ iterate 3 times while those with an area smaller than 100 m$^2$ iterate 8 times. The rest roofs undergo 5 iterations. Therefore, for buildings with large amount of small roofs, the speed is lowered due to more iterations.

Figure 21 compares the annual solar irradiation maps generated before and after building model refinement. One of the drawbacks of using unrefined model for solar potential calculation is that the discrepancy in tilt and orientation between adjacent triangles can lead to very different results. This creates unexpected dark spots which scatter over the entire roof surface as it is shown in the figure. In addition, the solar irradiation calculation is also performed for rooftop obstacles in unrefined case. This is evident from the high irradiation value at the region where obstacles sit, which can overestimate the geographical potential. In terms of computational speed, the unrefined model takes 37 min to generate the surface points (by finding the center point of each triangular mesh) and perform the solar irradiation mapping, while using refined model is 13 times faster as compared in Table 4. For unrefined model, the roof surface area is calculated by summing up the area of all roof triangular meshes. The result is about 8% larger than the refined case, and this can be mainly attributed to the misalignment between triangular meshes. This result will be more accurate if the projection area of the triangular meshes is used for calculation. The total roof annual irradiation for both cases is very close where unrefined model reports a roughly 3% higher result. Such increase, as
3.2. Solar PV Potential Mapping on TU Delft Campus

Table 5 lists the simulation results of Building 35 where two building surfaces are presented in detail as shown in Figure 22. This building is unrestricted, so three mounting configurations are investigated for flat roof surface. From the table we can conclude that for roof 1, dual-tilt configuration allows the maximum population of PV modules. This is because the reduction in row-to-row clearance significantly increases the packing density. Meanwhile, it can be seen that landscape configuration has the highest specific yield while the portrait configuration delivers the lowest. This is mainly due to the mutual shading occurred between rows which drastically bring down the power output of modules in portrait configuration. The highest system DC/AC yield is produced in dual-tilt configuration because of its largest system size, even though its specific yield is not the best. In fact, dual-tilt is found to be the optimal mounting configuration for the majority of flat roofs in this study in terms of energy output. It makes sense to trade for higher packing density with some small sacrifice in power productivity of each individual module. As for roof 2, both landscape and portrait configurations have similar specific yield where the higher hits around 1014 kWh kWp\(^{-1}\). It is more favorable than that on roof 1 because of a more optimal module tilt (41°) which is inherited directly from the roof. In contrast, the façade is delivering much lower energy yield with a unit AC yield of 26 kWh m\(^{-2}\) year\(^{-1}\). This low performance can be attributed to 1) vertical facades generally have lower SVF which limits the amount of incident irradiance; 2) high density of towering trees at the front cause extensive shadings on the façade as can be seen in Figure 16.

The same simulation has been done on all the buildings of TU Delft campus. It turned out that a total of 8.1 GWh year\(^{-1}\) PV potential can be harvested, where roofs contribute around 4.7 GWh year\(^{-1}\) and the rest 3.4 GWh year\(^{-1}\) is covered by facades. As there is no panel fitting done for the facades, the same economic threshold of 650 kWh kWp\(^{-1}\) is translated to 113 kWh m\(^{-2}\) considering the peak power and dimension of selected module. The analysis shows that two facades throughout the campus reach this limit, and their annual AC yield totals 118.2 MWh year\(^{-1}\) which accounts for only 3.5% of the case without filter. Applying the same economic threshold to the facades, we will end up with lower total annual AC yield of 4.8 GWh year\(^{-1}\) which demonstrates roof surfaces as low-hanging fruits for PV integration on campus. To visualize the results, a high resolution 3D solar PV potential map has been published as a web scene where a screen shot of the annual solar irradiation map can be found in Figure 23. This web map can be accessed with personal Google account, and it contains the visualization of all simulation results including 3D building models, the annual solar irradiation map, panel fitting results on the roofs, DC yield map, AC yield map and roof classes. The detailed modeling method applied to roofs indicates that rooftop solar PV potential has a high level of confidence, whereas facades have a relatively low level of confidence due to the shortage of digital façade information. Therefore, the technical potential on facades is most likely underestimated because surfaces that are not suitable for module installation in practice (such as narrow walls between windows) are still taken into account in the calculation.

The total electricity demand on the entire campus is 82.6 GWh year\(^{-1}\), meaning that roughly 10% of the current electricity demand can be supplied by roof and façade PVs based on this study. It is worth noting that this calculation simply divides the simulated PV energy by the current electricity demand on campus, in other words, it assumes all PV generation is self-consumed by the building. Meanwhile, all PV systems are

<table>
<thead>
<tr>
<th>Mounting Configuration [-]</th>
<th>Number of Modules [-]</th>
<th>Specific Yield [kWh kWp(^{-1})]</th>
<th>DC Yield [MWh]</th>
<th>AC Yield [MWh]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roof 1 (flat)</td>
<td>Landscape</td>
<td>376</td>
<td>921.9</td>
<td>126.5</td>
</tr>
<tr>
<td></td>
<td>Portrait</td>
<td>442</td>
<td>772.3</td>
<td>124.6</td>
</tr>
<tr>
<td></td>
<td>Dual-tilt</td>
<td>549</td>
<td>835.5</td>
<td>167.4</td>
</tr>
<tr>
<td>Roof 2 (slanted)</td>
<td>Landscape</td>
<td>94</td>
<td>1003.9</td>
<td>34.4</td>
</tr>
<tr>
<td></td>
<td>Portrait</td>
<td>80</td>
<td>1013.9</td>
<td>29.6</td>
</tr>
<tr>
<td></td>
<td>Area [m(^2)]</td>
<td>Open Ratio [%]</td>
<td>Closed Ratio [%]</td>
<td>DC Yield [MWh]</td>
</tr>
<tr>
<td></td>
<td>1104.4</td>
<td>55</td>
<td>45</td>
<td>32.1</td>
</tr>
</tbody>
</table>
connected to the grid. The grid is acting as a big battery and the losses in the round trip of injecting electricity to or getting it back from the grid are neglected. Here, a grid parity is also assumed where the levelized cost of electricity (LCoE) is lower than or equal to the price of purchasing electricity from the grid. However, this share is still quite off from the goal that 50% of the electricity consumption shall be covered by renewable energy sources by 2030. Continuous studies need to be conducted to improve the PV penetration, such as extending the solar PV mapping to open areas and waterways and using PV modules with higher efficiency for simulation. In addition, the to-be-constructed buildings on TU Delft campus south also serve as good candidates for PV integration. Assuming the newly constructed buildings are more energy efficient and demanding less electricity, adding PV to them will increase the current 10% share.

4. Validation Study

The PV system installed on the low-rise of EWI faculty building is studied to validate the simulation results from our workflow. Currently, there are 521 mounted PV modules whose locations are shown in the GoogleMap image in Figure 24. Based on the data provided by Campus Real Estate (CRE), this system has a total capacity of 133.56 kWp, indicating that the peak power of each PV module is 255 Wp. The final panel fitting result for the same rooftops is also presented in Figure 24 where 1064
PV modules are reported. The number of modules is almost doubled because our algorithm tries to accommodate as many PV modules as possible on the roof as long as the economic threshold is not violated. Given such system layout, our simulation reports an annual AC yield of 236.82 MWh year\(^{-1}\) which is further corrected to 115.96 MWh year\(^{-1}\) by considering the module number correction factor of 0.4896. Compared to the real system output data in 2017 (112.58 MWh year\(^{-1}\)) and 2020 (128.39 MWh year\(^{-1}\)) shared by the operator, our simulation falls within the energy variation range and shows a high level of fidelity.

5. Limitations and Outlook

During the course of this study, several limitations have been identified. The first limitation has to do with the accuracy of the input dataset. As it is discussed in Section 2.1, the current LiDAR data of TU Delft campus was collected in 2014. Therefore, any construction changes or environmental development happened after 2014 is not included. This outdated input can cause quite some deviation in the result if there has been some fast growth of vegetation or huge renovation on campus building roofs where previously available surfaces are no longer useable for PV installation due to newly added artifacts. The density of AHN3 is about 3–5 points m\(^{-2}\) where more than 99.7% of the points have an accuracy of 20 cm.\(^{[19]}\) This makes it hard to detect small and low rooftop obstacles such as roof lights. The good news is that a new set of LiDAR data for the entire Netherlands has been collected (AHN4) and will be published soon. This new LiDAR dataset has on average 10–14 points m\(^{-2}\) which allows the generation of DSM with higher resolution.

With a more detailed urban environment representation, a higher accuracy of the results from this workflow can be expected.

The second limitation comes from the modeling of trees. Current algorithm assumes them to be opaque due to the nature of AHN3 dataset, but in real life, light can still find its path through the foliage. Particularly in winter when there is barely any leaves on trees, the chance of light reaching the PV module surface is increased and a higher power output can be expected.

The third category that requires special attention is the curving slopes of buildings because they are constructed from polygonal surfaces. Therefore, a continuous curvature does not exist but instead it is replaced by multiple polygons of individual normal vector. Increasing the number of polygons can better reproduce the curving slope but at the meantime, if the polygon size is too small to fit PV modules, then no panel fitting result will come out. Meanwhile, the reconstruction of 3D building models still remains semiautomatic, and to the authors’ knowledge, there are some groups working on automatic 3D building model reconstruction from LiDAR data.\(^{[63-65]}\) A collaboration can be expected to realize a fully automatic PV AC yield modeling framework based on LiDAR data and building footprint.

The integrability of PV in building envelop is not considered in this work. For example, current analysis does not include the roof load capacity which might lead to an overestimation of roof PV potential. The social impact of PV integration in buildings, such as visibility and aesthetic of PV systems, also requires additional research to deliver a more realistic potential to decision makers. Such impact is less significant to roofs (particularly flat ones) as they are less visible to the public domain, while façades are more visible to the urban dweller, the aesthetic aspect shall be taken into account. Future research can be made on visibility assessment of building surfaces to the public domain which helps PV engineers to identify the low-hanging fruits where PV systems are barely visible. Colored PV can be used to solve the aesthetic issue of visible surfaces. Their performance in terms of power reduction can be modelled and integrated into the current workflow. Such modelling frameworks can be further adjusted when the PV community is more mature in producing commercial colored PV modules.

6. Conclusion

In this work, we presented an innovative workflow to assess the solar PV potential in a large urban area where TU Delft campus is taken as the case study. This workflow starts with the reconstruction of 3D building models in a semiautomatic method. Here, LiDAR data and building footprints are used to reconstruct original building models in ArcGIS Pro which are later polished in Blender. These highly accurate 3D building models are loaded into MATLAB, and barycentric coordinate system is implemented to generate a uniformly distributed grid (0.5 m) on building surfaces. After that, the annual solar irradiation for each surface point is calculated by using our in house developed simplified skyline-based model.

In addition to investigating the physical potential, this approach also studied the technical potential and economic potential. This is done by first population each roof segment with selected PV module dimension and defined clearance. A grid shift is applied to find the maximum panel fitting scenario. Then the same simplified skyline-based model is used to calculate annual POA solar irradiation and DC yield. In this case, a grid of 18 points per module is used to balance the result accuracy and computational burden. To exclude the modules whose position is occupied by roof obstacles, the algorithm checks if the minimum annual solar irradiation received by the module is lower than 600 kWh m\(^{-2}\) year\(^{-1}\). Meanwhile, if the specific yield of PV module is lower than 650 kWh kWp\(^{-1}\), it is also removed from the result due to economic feasibility. Particularly in the case of flat roofs, three mounting configurations are investigated: landscape, portrait, and dual-tilt. Such calculation also considers the yield reduction due to row-to-row mutual shading and bypass diode effect. On the AC side, the SNL model is used to estimate the inverter efficiency for rooftop PV systems.

The DC and AC yield calculation for façades are approached in a different way since no digital façade information is available. Therefore, open/closed ratio estimated from Google StreetView images is used to determine the façade DC yield, and it is assumed that closed surfaces (walls) are delivering 100% of calculated DC yield while open surfaces (windows) are producing 10% of calculated DC yield. Finally, roof segments are classified into three categories based on the specific yield of the mounted PV system. The final solar PV potential maps are published in ArcGIS web scene and can be accessed by using personal Google account.
The simulation result shows that a total of 8.1 GWh year\(^{-1}\) PV potential can be harvested from campus building roofs and facades. As the study demonstrates, our contributed modeling framework paves the way for a quick and accurate assessment of PV potential (from physical potential to economic potential) on a large-scale and complex urban environment.
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