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Chapter 1

Introduction

1.1 Motivation

Information systems are highly useful in many scenarios where knowledge about the world is to be stored and automatically processed for problem-solving. They have extensive applications, ranging from specific domains, e.g., theMednet.org\textsuperscript{1} for the clinical domain and StackOverflow\textsuperscript{2} for software engineering, to the open domain, e.g., Knowledge Graph\textsuperscript{3} by Google for general information retrieval. However, knowledge is a scarce resource, as it can only be acquired through education or experience. Knowledge creation, defined as the process of generating and encoding knowledge into knowledge repositories, is therefore a key step to develop information systems for many applications \textsuperscript{28, 174}.

The main bottleneck of knowledge creation has been \textit{scalability}. Knowledge creation used to be performed by a small group of domain experts. The process therefore involved domain expert recruitment, and afterwards, knowledge acquisition through interviews or questionnaires. Such a process is costly and time-consuming. As a consequence, knowledge repositories created in this way are limited in terms of the amount of generated knowledge.

Computer science researchers have therefore been pursuing techniques to enable knowledge creation \textit{at scale}. On the one hand, research has been devoted to develop more intelligent \textit{machines} to automatically distill knowledge from data. For example, deep neural network approaches have been devel-

\textsuperscript{1}https://www.themednet.org
\textsuperscript{2}http://stackoverflow.com
\textsuperscript{3}https://www.google.com/intl/es419/insidesearch/features/search/knowledge.html
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opened for extracting from unstructured text named entities and the stated relationships between such entities \[244\]. These techniques, while having made considerable progress, suffer from two major limitations. First, instead of generating new knowledge, they can only extract knowledge from existing data. Second, these methods are still far from accurate in many knowledge creation tasks where large amount of data are not available. For example, when extracting entities of novel types for which only small datasets are available (e.g., 1000 instances), state-of-the-art neural network based methods can only reach an F1-measure of 0.6 \[175\].

On the other hand, researchers have been investigating techniques to enable large scale knowledge creation by exploiting crowds. In fact, humans are more capable than machines in knowledge creation. Tasks suitable for machines to execute are mainly those that are abstract and formal, e.g., playing chess \[101\]. Such tasks, while requiring large amount of computation, are not difficult in the sense that they can be completely described by a brief list of formal rules \[78\]. In contrast, machines are not good at many tasks humans excel at, e.g., conversation, object recognition from pictures or videos, etc. These tasks usually require subjective, intuitive, or specialist knowledge, which is possessed by most or some individuals.

Existing crowd knowledge creation systems can generally be categorized into two types: 1) on-line knowledge crowdsourcing systems, including Wikipedia\[4\] and community question-answering (CQA) systems such as StackOverflow and Quora\[5\], and 2) human computation systems, such as Amazon Mechanical Turk (mTurk) and CrowdFlower\[6\]. In these two types of systems, knowledge can be created at scale by groups of individuals (e.g., contributors in on-line knowledge crowdsourcing systems, workers in human computation systems) executing corresponding tasks \[164\] (e.g., questions in CQA systems, micro-tasks in human computation systems). Thanks to the development of Web technologies and the recent development of human computation and crowdsourcing techniques \[100, 127, 24, 31\], many of these systems have achieved quite a success.

Despite that, each of the two types of systems suffer from their own limitations. On-line knowledge crowdsourcing systems are usually oriented at more complex tasks for specialist knowledge generation. However, tasks in these systems are generally solved as a bottom-up process that is largely

---

4 https://www.wikipedia.org
5 https://www.quora.com
6 https://www.mturk.com/mturk/welcome
7 https://www.crowdflower.com
uncontrolled. As a result, the outcomes are heavily dependent on the spontaneous and autonomous contribution of crowds. This limits our ability to control the amount, speed, and quality of the generated knowledge. Human computation systems, on the other hand, are usually more controlled with certain guarantees on the amount of task executions and the execution time. However, tasks in these systems are of low complexity. Knowledge creation in these systems only exploits availability as the relevant worker property. These systems therefore cannot fully capitalize on other properties that are important for high-quality knowledge creation, e.g., expertise.

By filling the gap between the two types of crowd knowledge creation systems, we envision that crowd knowledge creation in the future can unlock the full potential of human cognitive capabilities to solve complex, cognitive intensive tasks, to efficiently generate high-quality knowledge.

1.2 Objectives

This thesis aims at understanding crowd knowledge creation processes to develop methods and tools for controlling and accelerating the process. In short, we formulate this goal as crowd knowledge creation acceleration, where we use “acceleration” to describe both the improvement of the speed of knowledge creation and the quality of the generated knowledge.

To capture the key steps in crowd knowledge creation, so as to decompose our objective, we frame the discussion around a generic model that describes the process. As illustrated in Figure 1.1, the model builds on the following key components: 1) Crowd modeling, to assess crowd knowledge-related features; 2) Task modeling, to represent knowledge demands and resources for knowledge creation; 3) Task assignment, for associating tasks with crowds. These components correspond to the key facets of crowd computing systems: component 1 considers crowd properties and engagement; component 2 defines the goal of a task and resources for knowledge creation; with proper crowd and task modeling, component 3 then associates tasks to the right crowds for accelerated knowledge creation.

Correspondingly to the above model, our work aims at developing methods and tools for crowd modeling, task modeling, and task assignment. Our work aims at showing how, by optimally designing each of these techniques, it will be possible to accelerate crowd knowledge creation in a principled and effective way.

In summary, this thesis makes the following research contributions.
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Tasks

Crowd Modeling

Crowds

Task Recommendation

Figure 1.1: Unified model for crowd knowledge creation acceleration.

- **Crowd Modeling Techniques.** We contribute a methodology for principled characterization of expertise based on individual performance in knowledge creation, social interactions, and other related activities. We provide insights on how crowd activities influence and are influenced by knowledge creation marketplaces.

- **Task Modeling Techniques.** We contribute novel methods for quantifying the quality of task formulation, and measuring task complexity and clarity, based on task properties. We contribute insights of how these properties affect task completion rates. We further provide guidelines for better task design, so as to enhance knowledge creation.

- **Task Assignment Methods.** We contribute novel task assignment methods that account for both properties of crowds and tasks. By formulating task assignment as a recommendation problem, we further push forward the field of recommendation by contributing state-of-the-art methods that fully exploit the structure of properties of crowds and tasks.

1.3 Thesis Outline

The thesis contains twelve chapters. After introducing the motivation and the objective in the present chapter, the main body of the thesis contains three parts, each addressing an individual component of our unified model. Each part contains three to four chapters, focusing on different, yet connected aspects of the corresponding component. Each chapter will start with the main research challenge, positioned in existing literature. The challenge is then addressed either by empirical studies or algorithmic design, concluded with findings and contributions.

**Part I** introduces our work on crowd modeling. We study individual and social aspects of expertise, its multifaceted traits manifested in various ac-
tivities across multiple social networks, and the relationships between crowd community activities and the dynamics of knowledge creation marketplaces.

In Chapter 2, we study expertise characterization in community question-answering (CQA) systems. Inspired by the theories of expertise in sociology, we propose a novel expertise metric based on social judgment, namely the Mean Expertise Contribution (MEC). Through empirical study we show that MEC can better characterize expertise than traditional metrics that are biased towards activeness. We then conduct a large-scale analysis to find out how experts identified by MEC behave differently from other crowds in knowledge creation activities.

In Chapter 3, we extend our study to multifaceted traits of expertise, namely, specialist expertise and ubiquitous expertise. We investigate how these expertise traits manifest differently across multiple social networks in knowledge creation, sharing of resources, and social interactions. We further analyze how expertise plays a role in the formation and activities of crowd communities. To demonstrate the benefit of cross-platform expertise characterization, we address the problem of improving knowledge creation processes in CQA systems.

In Chapter 4, we switch our focus from individuals to crowd workers as communities. We investigate their social behaviors and the relationship with the dynamics of crowdsourcing marketplaces. We performed an analysis on the linkage between crowds’ discussions in fora and task executions in crowdsourcing marketplaces, to uncover distinctive crowd preferences in knowledge creation. We then quantify the effect of crowd discussions on task completion rates in marketplaces, thus to show how activities of crowd communities can have a significant effect on task performance.

Part II focuses on task modeling. We study a set of task properties that can be related to the quality and speed of their executions by crowds, namely: the quality of task formulation, task complexity, and clarity of task presentation.

In Chapter 5, we first analyze the quality of task formulation in CQA systems. We observe a large portion of poorly formulated tasks. Through a qualitative study, we categorize task formulations of poor quality. To assist askers in task formulation, we then propose methods for automatically detecting whether or not a task is poorly formulated, and if so, suggesting which type of editing actions are required to improve task formulation quality.

In Chapter 6, we study task complexity. Given that complexity is a subjective property, we first conduct experiments to understand whether or not complexity is perceived coherently by crowds. We then analyze how com-
plexity can be affected by task types and task design features, such as metadata features (e.g., reward), content description, and the visual design (e.g., colourfulness). We propose a method based on these features for complexity measurement. Finally, we demonstrate the utility of complexity features in predicting task performance.

In Chapter 7, we investigate the role of task clarity in crowdsourcing. We first verify the presence of issues with task clarity by surveying workers. Next, we analyze the relationships between two clarity constructs, namely the goal and role clarity. Based on a set of tasks spanning over one year’s Amazon mTurk data, we collect crowds’ assessment on task clarity, to understand how clarity is perceived by workers. We then propose a set of task features and an automatic method built on these features to measure task clarity.

Part III addresses the problem of assigning tasks to crowds. We formalize task assignment as a recommendation problem, and design novel recommendation methods to fully exploit crowd and task properties for optimal task assignment.

In Chapter 8, we investigate the effect of knowledge-related features of the crowd and task topics on task recommendation. Specifically, we analyze the effect of interests and expertise of crowds, together with their intrinsic and extrinsic motivation on task recommendation. Moreover, we analyze the correlation among these features across task topics. We then propose a learning-to-rank based method that accounts for the aforementioned crowd features and task topics for task recommendation.

In Chapter 9, we study the structured nature of crowd and task properties, which are often organized in taxonomies. We analyze multiple recommendation datasets, to explore how crowd and task similarity can be induced from their structured properties. We then design a novel regularization technique to model such similarity, namely recursive regularization. Next we propose a novel recommendation method, i.e., ReMF, which integrates recursive regularization into the widely used latent factor model to improve recommendation performance.

In Chapter 10, we identify other two types of relationships of crowds and tasks that could be induced from their structure properties, namely, complementarity and alternativity. We propose metrics to capture these relationships, and conduct empirical analysis to verify the presence of these relationships in multiple datasets. We then design a novel recommendation method, namely HieVH, that seamlessly fuses these two relationships into
the latent factor model for improving recommendation performance and interpretability.

In Chapter 11, we look into neural network based methods with an aim to learn better representations of crowds and tasks for task assignment. We first adapt the general representation learning method to enable personalized ranking for recommendation. Following the previous chapters, we then design a unified Bayesian framework, i.e., MRLR, that integrates personalized ranking with structured properties of crowds and tasks for representation learning. We analyze the representations learned by MRLR to provide insights on how it can improve recommendation performance.

1.4 Origin of Chapters

The present chapter is based on a doctoral symposium paper. All the main chapters (Chapter 2-11) in this thesis are based on existing papers. Except chapter 3 and chapter 4 which are new contents, all the other chapters have been published as full research papers in conferences related to the research topics of this thesis.

- **Chapter 1** is based on the doctoral symposium paper published at the 15th International Conference on Web Engineering (ICWE 2015) [231].

- **Part I: Crowd Modeling.**
  - **Chapter 2** is based on the paper published at the 22nd International Conference on User Modeling, Adaptation, and Personalization (UMAP 2014) [229].
  - **Chapter 3** contains new research work.
  - **Chapter 4** contains new research work.

- **Part II: Task Modeling.**
  - **Chapter 5** is based on the paper published at the 25th ACM conference on Hypertext and Social Media (ACM HT 2014) [228].
  - **Chapter 6** is based on the paper published at the 4th AAAI Conference on Human Computation and Crowdsourcing (AAAI HCOMP 2016) [232].
  - **Chapter 7** is based on the paper published at the 28th ACM Conference on Hypertext and Social Media (ACM HT 2017) [72].
Part III: Task Assignment.

- Chapter 8 is based on the paper published at the 23rd International Conference on User Modeling, Adaptation, and Personalization (UMAP 2015) [230].
- Chapter 9 is based on the paper published at the 10th ACM Conference on Recommender Systems (ACM RecSys 2016) [233].
- Chapter 10 is based on the paper published at the 31st AAAI Conference on Artificial Intelligence (AAAI 2017) [207].
- Chapter 11 is based on the paper published at the 26th International Joint Conference on Artificial Intelligence (IJCAI 2017) [208].

Finally, Chapter 12 concludes this thesis by summarizing the main findings and contributions. Based on them, we provide an outlook to future research directions in related fields.
Part I

Crowd Modeling
This part introduces our work on crowd modeling. We begin our investigations on the concept of expertise, a highly important property of crowds for the purpose of generating high-quality knowledge. The demand for expertise is the basic characteristic that distinguishes tasks in online knowledge crowdsourcing systems from those in human computation systems. To fill this gap between these two types of crowd knowledge creation systems, and to reach our ultimate goal of crowd knowledge creation acceleration, this chapter takes the first step to characterize expertise in online knowledge crowdsourcing systems, so as to understand the current status, limitation, and potential of expertise usage in crowd knowledge creation.

Chapter 2. Our study starts with the following observation: knowledge creation activities in online knowledge crowdsourcing systems are dominated by a relatively small subset of active crowds, due to the built-in incentivization mechanisms. Such a phenomenon poses a big challenge for expertise identification. That is, when improperly designed, it can easily misjudge activeness for expertise. Inspired by the theories of expertise in sociology, we propose a novel expertise metric based on social judgment, namely the Mean Expertise Contribution (MEC). Through empirical study, we show that MEC can better characterize expertise than traditional metrics. Our study further reveals the highly different behaviors between experts and active crowds, showing that experts contribute much less than active crowds, and are much less affected by incentivization mechanisms.

Chapter 3. To further our understanding of expertise, we extend the study to the more refined traits of expertise, namely specialist expertise and ubiquitous expertise. Driven by the fact that expertise is usually created in an interactive process, we further investigate the manifestation of expertise in a multitude of (social) activities of crowds, including production and sharing of resources, and social interactions with each other. We thus provide a principled characterization of expertise along both dimensions, i.e., expertise traits and their manifestations in individual and social activities. To demonstrate the benefit of a principled characterization of expertise, we address the problem of question routing in community question-answering systems. We show that different expertise traits can help finding different types of contributors that best fit different knowledge creation tasks.

Chapter 4. To exploit crowd expertise for knowledge creation acceleration, it further requires to understand the relationships between crowd preferences and knowledge creation demand and outcomes. Given the coupled datasets of crowd discussions in fora and task availability and executions in marketplaces, human computation systems provide great opportunities to study
such relationships. Through the analysis on a 6-years worth of data, we show certain differences in crowd preferences and knowledge demand. However more importantly, we find strong evidences that show the mutual influence between crowd discussions and market dynamics. Specifically, we find that the increasing availability of tasks in the marketplace can trigger crowd discussions. On the other hand, discussions on tasks by crowd communities can positively affect task performance.

Overall, this part contributes new approaches for expertise characterization and understanding on the relationships between crowd preferences and task executions, to fully exploit crowds for knowledge creation acceleration.
Chapter 2

Sparrows and Owls: Expertise Characterization

In this chapter, we study expertise characterization in on-line knowledge crowdsourcing systems. Specifically, we analyze community question-answering (CQA) systems, in which we use “users” to refer to the more general concept of crowds. We introduce a novel expertise metric, i.e., Mean Expertise Contribution (MEC), and conduct a large-scale data analysis to verify the effectiveness in capturing expertise. We further show the distinct behavior of experts (referred to as owls) in contrast to highly active crowds (referred to as sparrows).

Chapter 2. Sparrows and Owls: Expertise Characterization

2.1 Introduction

Community question-answering (CQA) platforms like Yahoo! Answers or StackExchange are an important class of social Web applications. Users access such platforms: 1) to look for existing solutions to their issues; 2) to post a new question to the platform community; 3) to contribute by providing new answers; or 4) to comment or vote existing questions and answers. As a result, users jointly contribute to the creation of evolving, crowdsourced, and peer-assessed knowledge bases.

To foster participation, CQA platforms employ effective gamification mechanisms that motivate users by showing a public reputation score (calculated by summing the number of preferences obtained by all the posted questions and answers), and by assigning badges after achieving pre-defined goals (e.g. complete at least one review task, achieve a score of 100 or more for an answer).

As shown in several studies, CQA platforms are fuelled by a set of highly active users that, alone, contributes to the vast majority of the produced content. Such users, that we call *sparrows*, are clearly an important component of a CQA ecosystem: as their name suggests, they are numerous, highly active, and highly “social” users. However, *sparrows* are not necessarily functional to knowledge creation. Being driven by the gamification incentives, their goal might not be to provide a thorough answer to a question, but simply to “add up” reputation score. To this end, their answers, while quantitatively relevant, might be of low quality and/or low utility (i.e. having low scores from other users and/or ranked low among all the answers in a question); also, to minimize their effort, they might target simple or non-relevant questions.

*Sparrows* can guarantee responsive and constant feedback, thus playing an important role in keeping the community alive. However, we claim that there exists another category of users having comparable, if not greater importance. Such a category, that we call *owls*, contains users that, while being active members of the community, are driven by another motivation: to increase the overall knowledge contained in the platform. *Owls* are experts in the discussed topic, and they prove their expertise by providing useful answers, possibly to questions that are perceived as important or difficult by the community.

Previous studies focused on the characterization of experts in CQA platforms. However, existing methods for expert identification mainly targeted *sparrows*, as they focused on quantitative properties of users’
activities (e.g., reputation score, number of answers) while ignoring the inflationary effect that gamification incentives could trigger.

This chapter targets StackOverflow, a question answering system specialized in software-related issues, and provides two main contributions: 1) a novel expertise assessment metric, called $\text{MEC}$ (Mean Expertise Contribution), which helps in better discriminating owls from sparrows and normal users in CQA platforms; and 2) a comparative study of the behaviour of owls and sparrows in StackOverflow. With respect to the second contribution, we address the following research questions:

- **RQ1**: How do owls and sparrows differ in terms of knowledge creation and community participation behaviours?

- **RQ2**: How do the overall activities of owls and sparrows evolve over time?

Understanding the nature of experts, their activity behaviour, and their role is of fundamental importance to drive the economy and prosperity of this class of systems. A better characterization of the quality of users’ contributions can also help in improving the performance of user modeling, expert retrieval, and question recommendation systems. Moreover, CQA platforms can develop targeted motivation, engagement, and retention policies specifically addressed to different type of contributors, thus maximising their effectiveness. Finally, companies can better elicit the actual expertise of a potential employee, by exploiting a more accurate characterization of their social reputation. Although the study specifically focused on StackOverflow, we believe that our results are of general interest to crowd knowledge creation.

The remainder of the chapter is organized as follows: Section 2.2 briefly introduces the dataset used in our study. Section 2.3 describes and evaluates the new $\text{MEC}$ metric. Section 2.4 compares the behaviour of owls and sparrows. Section 2.5 describes related work, before Section 2.6 presents our conclusions.

### 2.2 Dataset Description

Launched in 2008, StackOverflow is one of the dominant domain-specific CQA systems on the Web: with 2.3M users, 5.6M active questions, 10.3M an-
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Answers, and 22.7M comments, StackOverflow aims at becoming a very broad knowledge base for software developers, and it adopts a peer-reviewed moderation policy to close or remove duplicate and off-topic questions. Questions are topically classified by their submitter using one or more tags.

**Definitions** Given a topic $t$, we define: 1) $Q_t$ as the set of all $t$-related questions. 2) $A_t$ as the set of all $t$-related answers; 3) $U_t$ as all the users that participate in discussions about $t$; 4) $A^u_t$ as the set of answers provided by a user $u \in U_t$ for topic $t$; 5) $Q^u_t$ as the set of questions answered by user $u \in U_t$ for topic $t$; 6) $A_{q,t}$ as the set of answers provided for the question $q \in Q_t$ for topic $t$.

A question $q \in Q_t$ is associated with an owner $u_q \in U_t$, the content $c_q$, the timestamp of creation $ts_q$, and the number of views $v_q$. Similarly, an answer $a \in A_t$ is described by its creator $u_a \in U_t$, content $c_a$, the timestamp of creation $ts_a$, and the number of votes it received $v_a$.

<table>
<thead>
<tr>
<th>Description</th>
<th>Characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of questions</td>
<td>472,860</td>
</tr>
<tr>
<td>Number of answers</td>
<td>1,071,750</td>
</tr>
<tr>
<td>Number of answerers</td>
<td>117,113</td>
</tr>
<tr>
<td>Average voting scores $a \in A_t$</td>
<td>2.18±7.35</td>
</tr>
<tr>
<td>Average number of answers to question $q \in Q_t$</td>
<td>2.27±1.74</td>
</tr>
<tr>
<td>Average number of answers given by user $u \in U_t$</td>
<td>9.15±76.66</td>
</tr>
</tbody>
</table>

Table 2.1: Descriptive statistics about users activity for the C# topic.

Table 2.1 reports some descriptive statistics related to the topic C#, the most discussed topic in StackOverflow. It clearly emerges a strongly biased distribution in the number of answers provided by each user. Fig. 2.1 plots on a log-log scale the distribution of number of answers per question, and number of answers per users in the C# topics. Both quantities resemble a power-law distribution. Fig. 2.2 clearly shows that there are a few users giving many answers.

This is a property that is exhibited by the whole StackOverflow platform, where the most 13% active users, which provided at least $\geq 10$ answers, are responsible for 87% of all the answers. We refer to such users as *Sparrows*, i.e. users that, for a given topic, have $|A_{u,t}| \geq 10$.

---

2The dataset can be accessed at [https://archive.org/details/stackexchange](https://archive.org/details/stackexchange). Our study is based on data created up until September 2013.
2.3 Expertise Metric

An expert can be defined as someone who is recognized to be skillful and/or knowledgable in some specific field \[66\], according to the judgment of the public or his or her peers; expertise then refers to the characteristics, skills, and knowledge that distinguish experts from novices and less experienced people.

In the context of a CQA system, social judgement is critical for expert identification. A question is usually answered by a set of users, whose answers are voted up or down by other members of the platform. On the one hand, answering questions reflects a user’s capability of applying knowledge to solve problems. On the other hand, the voting from other users can be viewed as a cyber simulation of social judgement for the answerers’ expertise level.

Note that asking a question and posting a comment may also provide evidence of a user’s expertise. However, since answering a question can directly reflect the knowledge of a user in solving real problems – i.e., actionable knowledge – we limit our discussion of expertise judgement within the scope of answerers. Such choice is also aligned with previous studies of expert identification on CQA systems \[26, 168, 240\].

2.3.1 Characterization of Expertise

Previous works related expertise to the overall activeness of users in the platform. A classical and often used metric of expertise is the \[Z_{Score} = \frac{a - q}{\sqrt{a + q}}\] \[230\], which measures users according to the number of posted questions \(q\) and answers \(a\). Alternatively, one can look at the reputation of the user as

![Figure 2.1: C# topic: distribution of number of answers per question.](image)

![Figure 2.2: C# topic: distribution of number of answers per user.](image)
calculated by the platform [59, 168], a metric that is highly correlated with the number of provided answers.\(^3\)

These two measures suffer from a common problem: they are heavily biased towards user activeness, thus favouring highly engaged users – the sparrows – over the ones that provide high level contributions – the owls. To support our claim, we performed an analysis of the distribution of the quality of users contribution for C#. We considered two dimensions:

1. The debatableness of a question, measured according to the number of answers it generated;
2. The utility of an answer, measured according to its relative rank in the list of answers.

![Figure 2.3: Distribution of users according to the avg. debatableness of questions they answer, and the avg. answer quality. Sparrows: users with \(|A_u| \geq 10\).](image)

![Figure 2.4: Distribution of MEC (Mean Expertise Contribution) values in the considered user population. Owls: users with MEC \(\geq 1\).](image)

Intuitively, difficult questions generate a lot of discussions, and several answers; also, the higher in the rank an answer has been voted, the more potentially useful it is to solve the related question, and the more it provides evidences about the expertise of the answerer in the topic. Table 2.2 contains a representative example\(^4\) of debatable StackOverflow question. 13 out of 14 answers were provided by very active users, but the best answer was given by a user with only 2 questions answered.

Such phenomenon is not rare, as shown in Fig. 2.3, which visualizes the entire C# dataset. Each dot represents one of the ~ 117K users that provided

---

\(^3\)For instance, the Spearman correlation between user reputation and total number of answers given by users in topic C# is 0.68.

\(^4\)This question can be accessed at [http://stackoverflow.com/questions/21475723](http://stackoverflow.com/questions/21475723)
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<table>
<thead>
<tr>
<th>Rank</th>
<th>Content</th>
<th>#Answered questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>C++ has so many gotchas...</td>
<td>2 answered questions</td>
</tr>
<tr>
<td>2nd</td>
<td>Garbage collection!</td>
<td>26 answered questions</td>
</tr>
<tr>
<td>3rd</td>
<td>There are a lot of differences...</td>
<td>175 answered questions</td>
</tr>
<tr>
<td>14th</td>
<td>The following isn’t meant</td>
<td>24 answered questions</td>
</tr>
</tbody>
</table>

*This column shows the number of historical answers to C# questions by the corresponding answerer.

Table 2.2: An example question to which all answers were provided by sparrows except the best answer.

at least one answer for the C# topics. A user is described by the average utility of his/her answers (a value in the [0, 1], where 1 represents maximum utility), and by the average debatableness of the questions he/she contributed to. The ~ 15K Sparrows are highlighted with black crosses. An evident phenomenon can be observed: the vast majority of users answers less debated questions, while only a few (approximately 10%) are able to consistently provide relevant contributions to highly debated questions. Only a fraction (~30%) of the sparrows belongs to the latter group, clearly showing how activeness does not suffice as a measure of expertise.

2.3.2 Identifying Experts

To better identify expert users, we devise a novel strategy for expertise judgement called MEC (Mean Expertise Contribution). Differently from existing measures, MEC values three expertise factors, namely: answering quality, question debatableness, and user activeness. MEC relates to a given topic $t$, and it is defined as:

$$\text{MEC}_{u,t} = \frac{1}{|Q_t|} \sum_{q_i \in Q_{u,t}} \text{AU}(u, q_i) \cdot \frac{D(q_i)}{D_{avg}(q_i)}$$

where:

- $\text{AU}(u, q_i)$ is the utility of the answer provided by user $u$ to question $q_i$; in our study, $\text{AU}(u, q_i) = \frac{1}{\text{Rank}(a_u)}$, that is the inverse of the rank of the answer provided by $u$ for question $q$. The larger $\text{AU}$, the higher the expertise level shown by the user in question $q_i$;

- $D$ is the debatableness of the question $q_i$, calculated as the number of answers $|A_{q_i,t}|$ provided for question $q_i$;
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- $D_t^{avg}$ is the average debatableness of all the questions related to the topic $t$, calculated as $\frac{1}{|Q_t|} \sum_{q_j \in Q_t} |A_{q_j,t}|$.

The use of the inverse rank of a question allows to capture the quality of an answer regardless of the judgment expressed by the question provider: indeed, a requester can accept an answer as the right one, although the community, in the long run, might have a different opinion. The sum-up value of the utility of the provided answers acts as an indication of the expertise level of a user in a topic. By weighting in the relative debatableness questions, MEC accounts for the average difficulty of questions about a given topic. Note that $MU(u, q_i) \times D(q_i)$ can be interpreted as the inversed relative ranking of $u$’s answer among all answers to question $q_i$. To factor out user activeness, the resulting value is normalized over the total number of answers a user gave.

A value of $MEC_{u,t} = 1$ indicates that the user $u$, on average, provides the best answer to averagely debated questions, while $MEC_{u,t} = 0.5$ indicates that $u$ ranks second in answering averagely debated questions, or ranks first in answering less debatable questions.

Fig. 2.4 depicts the log-log scale distribution of $MEC$ w.r.t. the population of users involved in the C# topic. Only 11,910 users (approximately 10%) possess a $MEC \geq 1$: we refer to such users as Owls, and observe that for the considered topic their number is significantly lower than the number of sparrows.

Fig. 2.5 shows the characterization in terms of number of answers, reputation, and $Z$Score of sparrows, owls, and the overall population: sparrows consistently obtain higher values, thus erroneously taken as experts. By conservatively considering only the sparrows classifying in the top 10% according to number of answers, reputation, and $Z$Score, we observe that, respectively, only the 9.9%, 21.9% and 10.2% of them also belong to the set of owls (i.e. $MEC \geq 1$).

In the following sections we will delve into more details about the different nature of owls and sparrows, highlighting their divergent behaviours and roles in StackOverflow.

2.4 Comparison of Sparrows and Owls

RQ1: How do sparrows and owls differ in terms of participation and quality of contribution? To answer this question we first compared the mean numbers of questions and answers posted by the two groups of users. As depicted
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in Fig. 2.6(a) the ratio between answered and submitted questions is significantly higher for sparrows. Owls, on the other hand, show a behaviour more similar to average users, thus further highlighting the distinctive “hunger” for answers of sparrows.

Such a distinction is evident not only in absolute terms, but also with respect to the type of questions and overall utility of answers.

Fig. 2.6(b) shows the distribution of questions answered by sparrows and owls with respect to their debatableness: sparrows are more focused on questions in a smaller range (and value) of debatableness, while owls exhibit a broader range of participation, and a distribution very similar to the one of average users.

Fig. 2.6(c) compares the quality of the answers provided by sparrows and owls with respect to the debatableness of the answered question. To provide a fair comparison, we just consider questions answered by at least one user in each group. Vertical axis depicts the value of $1 - \text{relative ranking}$ (i.e., $1 - 1/(\text{AU}(u; q_i) \ast \text{D}(q_i))$). As question debatableness is same for owls and sparrows, the answering quality is only determined by utility: a higher value in this figure indicates higher answering quality. We observe that Owls consistently provide answers with higher utility, thus showing their greater value for the platform in terms of knowledge creation. The results shown in Fig. 2.6(c) indicate the ability of MEC to identify highly valuable users that, even if not driven by the need for higher reputation in the platform, are able to provide relevant and useful answers.

2.4.1 Preferences in Knowledge Creation

This section describes the different behaviours of sparrow and owls in terms of knowledge creation. We focus on the properties of the questions answered and posted by the two group of users.
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Figure 2.6: Comparison of activity profiles of sparrows and owls: a) distribution of number of questions and answers; b) distribution of preferences for question debatableness; c) distribution of quality of contribution for question debatableness.

Finding 1: Owls answer questions that are more difficult, and more popular.

We consider two dimensions: question popularity, measured in terms of the number of times a question has been viewed in StackOverflow; and time to solution \( [89] \), measured in terms of the number of hours needed for the question creator to accept an answer as satisfactory. Time to solution can also be an indicator of the difficulty of a question: intuitively, the longer the time to accept an answer, the more difficult is the question.

Figure 2.7: Comparison of question preferences of sparrows and owls.

Fig. 2.7(a) shows that questions answered by sparrows are, on average, significantly less popular than the ones picked by owls. Such difference is even more evident when considering the time required to close a question – Fig. 2.7(b).

These results might be interpreted as a clear indication of the different motivation and expertise level of the two group of users. Sparrows appear focused in building their reputation, which they increase by consistently answering to a lot of easy and non-interesting questions. Their behaviour is however providing important contribution to the community, as they can guarantee fast answers to many questions. On the other hand, owls intervene when their expertise is needed the most, i.e. in difficult question. Notice
that such questions are not necessarily the most debated ones, as shown in Fig. 2.6(b).

**Finding 2: Owls post questions that are more difficult, and more popular.**

An analysis performed on the popularity of question posted by sparrows and owls show another difference between the two groups: questions submitted by sparrows are less popular than those posted by the owls. On the other hand, the time to completion for such questions is comparable. These results also suggest a difference in the expertise level of the two groups of users, as more popular questions might be a sign of the better understanding that owls possess on the subject. However, the higher (on average) difficulty and popularity of sparrows’s answers w.r.t. the average of users, also suggests that sparrows are good contributors in terms of new problems to be addressed by the community.

![Figure 2.8: Comparison of question posted by sparrows and owls.](image)

2.4.2 Temporal Evolution of Activities

**RQ2:** How do the overall activities of sparrows and owls evolve over time?

Fig. 2.9(a) shows, cumulatively, the number of sparrows and owls active with the C# topic that registered in StackOverflow. Interestingly, only half of the users in those two categories registered in the first half of StackOverflow’s lifetime. A decline can be observed in the number of new registration starting from 2012.

Fig. 2.9(b) and Fig. 2.9(c) describe the temporal evolution of the activities of sparrows and owls. For each type of users, we extract the number of actions including posting questions, answers and comments, which we refer to the activity counts, together with the corresponding timestamp. For each action and for each user group, we averaged the overall amount of activities.
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in the reference timeframe with respect to the number of sparrows and owls registered up to that time, plotting the resulting value over the time axis.

Figure 2.9: Activity evolution of the sparrows and owls: a) registration date distribution; b) and c) answers, questions and comments.

Finding 3: gamification incentives can more effectively retain sparrows than owls.

Despite the increasing number of sparrows and owls over time, the average number of questions per user remains roughly the same, as shown by the black curve in Fig. 2.9(b) and Fig. 2.9(c). This result indicates a relatively stable question posting behaviour, which can be explained in two ways: on one hand, posting questions is not as rewarding (in terms of increased reputation) as providing answers; therefore, what we observe is the result of a genuine question for new information. On the other hand, one can argue that such stable behaviour can be due to a turnover in the number of active users for the topic.

A different behaviours can be observed with answers and comments. The average activity level of sparrows increases over time: this is expected, given the important role that reputation incentives play for these users. Owls, however, are, on average, less and less active, especially with respect to the number of answers. This result calls for a more detailed analysis of the evolution of sparrows and owls activities over time.

Fig. 2.10 depicts the temporal distribution of answers given by sparrows and owls (Figure 2.10(b)) partitioned by the registration date of the answerer. Fig. 2.10(b) shows how “older” owls always contribute for the larger portions of the provided answers. However, owls consistently tend to decrease their activity in time, especially for more recently registered users. On the other hand, new sparrows significantly contribute to a share of answers produced by their group and, although in the long term a decrease in the overall activities of the older member can be seen, the effect is less important. These results
2.5 Related Work

Collectively edited CQA systems have been emerging as important collective intelligence platforms. A specialized CQA system such as StackOverflow is reforming the way people are communicating and accessing opinions and knowledge [217]. Given such background, matching expertise to the right answerer in Q&A system has recently been a relevant research stream [169, 240, 245]. We introduce the related work by focusing on two aspects: 1) expert finding, and ii) expert modeling in CQA systems.

Expert finding, a classic problem in information retrieval, has been recently re-investigated in the case of CQA systems. An early work [240] focused on the Java developer platform, where it emerged that such expertise network shows a few different characteristics with traditional social networks. In particular, it was found that a simple expertise metric called $Z_{Score}$ (introduced in Section 3) outperforms graph-based metric such as the expertise propagation method (adapted from PageRank). Graph-based methods were then explored for Yahoo! Answers, a much larger CQA platform [112]. A similar topic was also studied in [26], where the author proposed to use the number of best answerers for user expertise estimation. They employed Bayesian Information Criterion and Expectation-Maximization to automatically select the right number of users as experts.

A more recent work [169] adapted $Z_{Score}$ for expert finding in StackOverflow, by using the number of answers a user posted as the ground truth for expertise identification. A similar expertise metric reputation, which is
highly correlated with the number of answers, was also used for expert identification in the most recent studies of StackOverflow [89, 168]. However, both metrics are biased to user activeness, therefore partially suitable for StackOverflow due to its gamification design, given that users activities are largely influenced by the reputation and badge rewarding [10]. An important difference between our method for expertise judgement and existing methods is that we take into account the user activeness and eliminate its effect on expertise judgement.

From the point of view of expert modeling, previous works were mostly investigated in the area of software engineering, through analyzing source code [142], version history [113], and developers’ interaction history with development environment [69]. Specific to CQA systems, expert modeling focused on modeling the property of questions and answers. In Yahoo! Answers [21], it was found that considering the mutual reinforcing effect between CQA quality and user reputation can improve the effectiveness of expert modeling. Question selection preferences of active users were studied in StackOverflow [169, 165]. While these studies are biased to active user, we target modeling user expertise directly. Our study address the difference between active users and the experts, although the application of our findings is left to future work.

2.6 Conclusion

As CQA systems grow in popularity and adoption, identifying and motivating the users that effectively contribute to their success is becoming more and more crucial. This chapter contributes a novel metric for the characterization of experts in CQA systems, showing its resilience to bias introduced by gamification incentives. Using StackOverflow as reference platform, we investigated differences in the behaviour of most active users (the *sparrows*) and most savvy users (the *owls*), showing how the two groups exhibit very distinct fingerprints in terms of knowledge creation, community participation, and temporal evolution of activities. Although targeted at a single topic, investigations show that similar results can be observed for other topics of similar overall amount of participation.
Chapter 3

Cross-platform Expertise Characterization

Based on our previous results, we extend our study to cross-platforms expertise characterization, so as to capture the multifaceted nature of expertise. We build a dataset linking user profiles in CQA systems with related platforms featuring different user activities. Based on this dataset, we present a principled characterization of two expertise traits, namely, specialist expertise and ubiquitous expertise, considering their manifestations in both individual and social activities. We further demonstrate the benefit of our expertise characterization approach in question routing.
3.1 Introduction

Expertise is a property of an individual, or a community of individuals that affects the reliability and quality of performance in a given domain of knowledge or practice. Expertise in not created in vacuum: it is the result of the interactions between people with interest in a given domain, where knowledge is created, transferred, and improved within communities. Experts are commonly perceived as those users that can provide an appropriate and correct answer to given a question; or that are able to perform in a correct and timely fashion a given task.

Sociologists have extensively studied the relationship between expertise and expert behaviour in specialist communities, moving towards a competence-based model of expertise. Expertise is surprisingly difficult to describe, especially because of its diversity in manifestation and representation. In a recent work by Collins and Evans, the authors propose the “Periodic Table of Expertise” as an attempt to provide a conceptual framework for the organization of different natures of expertise. In their classification, the tacit knowledge expressing domain-specific expertise can be of two main types: i) ubiquitous, i.e. knowledge that comes from primary literature (e.g. textbooks, manuals, or the Web); and ii) specialist, i.e. knowledge that comes from the process of enculturation in a discipline and that allows its holders to “contribute to the domain to which the expertise pertains”. For Collins and Evans, it is only through common practice with others that tacit knowledge can be understood.

The Web is a large scale socio-technical system of resources and people. As such, it provides a unique opportunity to study (at scale) expertise from the perspectives of both individuals and communities. On the Web, specialist communities produce and share resources, and engage in interactional dynamics that are enabled by the social networking features of the adopted on-line platforms.

The measurement of specialist expertise requires to: i) judge one’s abilities beyond the mastery of the language of a specialist domain (intuitively, being considered an expert may have little to do with one’s ability to contribute to the body of knowledge of a discipline); and ii) observe one’s behaviour in the context of a community of knowledge and practice. To this end, we advocate the need for a holistic approach in the observation and characterization of expertise, which considers the activities and interactions performed across multiple systems.
3.1. Introduction

This chapter focuses on expertise traits and expert behaviour on the domain of knowledge related to the art and craft of software development. This choice is motivated by the prominent role played by the Web in shaping and growing programmers. Nowadays, software development is the archetypal Web-mediated profession. Developers are used to: seek information, or provide answers to software-related questions, in question-answering systems; collaborate in software development by using on-line distributed version control systems; and share software-related content on general-purpose social media.

We define an approach for the measurement and comparison of expertise – being it reflected by ubiquitous or specialist knowledge – in three on-line social networks where users perform professional-related activities: StackOverflow, GitHub, and Twitter. We explore an orthogonal axis of analysis, which concerns with the social manifestation of expertise behaviour. We analyse the triggering reasons of one’s activities and interactions, by distinguishing between expertise evidences created as the result of an inner drive from those triggered by external stimuli of relational nature. Then, we explore the structural characteristics of the communities discovered in different networks, and study differences in the relative importance of their members. To demonstrate the benefit of a principled characterization of expertise along the above dimensions, we address the problem of improving knowledge creation processes in collaborative question-answering systems.

Our work addresses the following main research questions:

- **RQ1**: Do ubiquitous and specialist knowledge manifest differently across social networks?
  
  We map user actions on the three targeted networks to types of tacit knowledge, study their occurrence across networks, and investigate their distribution according to the related triggering stimuli (i.e. individual or relational actions).

- **RQ2**: How can expertise play a role in the formation and activities of communities within- and across-networks?
  
  By examining cross-platform networks of users on a per-community basis, we aim to understand whether the community structures of the various networks are consistent with each other, and how their composition relates with the knowledge of their members.

- **RQ3**: How can expertise characterization help improve knowledge creation processes in collaborative question-answering systems?
We investigate the problem of question routing, which aims at actively routing questions to the potential answerers to effectively accelerate question-answering processes. We aim to understand how expertise characterized along different types, and different triggering stimuli, could affect the performance of a question routing system.

Contributions. We create and offer to the community a cross-platform dataset of software developer profiles and relations built on top of StackOverflow, GitHub, and Twitter. The dataset links 58K users’ accounts across the three platforms, and it includes social networks inferred from the following relations in Twitter and GitHub, and the helper-helpee network inferred from StackOverflow activities. We provide several original insights about users’ expertise manifestation and social expert behaviour within and across networks.

In an extensive set of question routing experiments we show that different types of user expertise, and user actions triggered by different stimuli, could improve the accuracy of finding different types of answerers – i.e. users that provide the best answer, and those that contribute to discussions.

By identifying and studying the activities of individuals and communities active in multiple Web platforms, we aim to push forward research on the per-se challenging problem of expertise characterization in on-line social environments. In this respect, being able to probe not only one’s embodiment of relevant skills, but also the socialization into the relevant group practices can provide a vantage point. A better understanding of how expertise and expert behaviour appear on the Web can be used to enable a variety of applications related to professional-oriented services, and to improve the performance of other expertise-driven systems.

The remainder of the chapter is organized as follows. Section 3.2 introduces the dimensions of expertise that are considered in our work. Section 3.3 describes the properties of the dataset created by linking users across StackOverflow, GitHub and Twitter. Section 3.4 analyses expertise and its manifestation in the three networks. Section 3.5 shows how richer expertise characterization can improve the performance of question routing systems. Section 3.6 describes related work, and finally Section 3.7 presents our conclusions.
3.2 Modeling Expertise

This work considers the domain of knowledge related to software development, a representative example of profession where expertise can assume multiple forms, like: the sharing of knowledge related to software systems and languages; or the demonstration of actual mastery by creating new software artefacts (i.e. code). Software-related communities are built across multiple Web systems. For instance, developers are used to seek information or provide answers to software development related questions in StackOverflow; to collaborate code on GitHub; and to share software related content through microblogging activities on Twitter. These three platforms are the subject of our study. We here provide a short summary of their properties.

StackOverflow is the most popular question-answering platforms for software developers. Users access StackOverflow to look for existing solutions to their issues, or to post new questions to be answered by topically-defined communities. Platform members can contribute to ongoing discussions with an answer, a comment to a previous contribution, or a preference judgement. Questions, answers, and comments can contain arbitrary text, but often include code snippets, and links to external resources. The platform provides several features (e.g. reputation score, badges) aimed at engaging users, and recognising their contributions.

GitHub is one of the most popular on-line code repository and distributed version control systems. Developers collaboratively develop code hosted in public and private code repositories. Using a “fork & pull” model, users can create their own copy of a repository and submit a pull request when they want the project maintainer to pull their changes into the main branch. GitHub includes social networking features, e.g. to “follow” users and “watch” projects. A personalized profile page can contain identifying information, and a summary of recent activities.

Twitter is a general-purpose microblogging service, where users with different degree of expertise create and share knowledge about a variety of knowledge domains. Our study considers only Twitter content and user interactions relevant to software development and software engineering.

---


221M users and 56M repositories. Source: [https://github.com/about](https://github.com/about), accessed in April 2017.
3.2.1 Ubiquitous and Specialist Knowledge

We borrow the classification of knowledge defined in Collins and Evans’ periodic table of expertise [8], which includes ubiquitous tacit knowledge and specialist tacit knowledge. The former refers to the kind of knowledge that comes with reading primary or quasi-primary literature, i.e. books, manuals, guides, etc. The possession of ubiquitous knowledge might require the interaction with “hard”, domain-specific material, thus giving the impression of technical mastery.

Specialist knowledge “can only be mastered through enculturation”, and it is the only type of knowledge that allows its holders to “contribute to the domain to which the expertise pertains”. Simplifying, people with ubiquitous knowledge can talk about a subject matter, but only people with specialist knowledge have the ability to do things.

These interpretations of specialist knowledge put a strong emphasis on the nature of the artefacts (e.g., literature, products) that are used or produced to get acquainted with a domain of knowledge, gain fluency and, eventually achieve actionable mastery. They are the reflection of an interpretation of expertise that complies with a competence-based model, depending on “what one can do”, rather than “what one can calculate or learn”. Also, there is a strong emphasis on the notion of enculturation, which highlights the importance of being an active part of communities of practice in order to acquire understanding of tacit knowledge.

3.2.2 Mapping User Actions to Knowledge Types and Triggering Stimuli

We operationalize the concepts of ubiquitous and specialist knowledge in a set of user activities performed in the targeted platforms. Assuming the ability to identify a user across platforms, by aggregating cross-platform data we can gain a better observation point on the manifestation of knowledge in topics related to software and software development.

Table summarizes the mapping we specified for user actions in the three targeted platforms, organized according to i) the type of knowledge; and ii) the triggering stimuli. In the following we elaborate on each of the two categorization dimensions.

Knowledge Types. Actions are classified as specialist when they refer to actionable knowledge, i.e., actions or content that reflects evidence of
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practical competence. For instance: source code shared on GitHub as part of a project (own or someone else’s); code snippets on platforms like Gist\(^3\), Pastebin\(^4\), or snip\(^5\), code snippets contained in answers and comments in StackOverflow. This category also includes original tweets in Twitter that i) are related to software development topics and ii) refer to actionable knowledge.

We consider questions on StackOverflow also a manifestation of specialist knowledge, and not a lack thereof. Questions reflect an active attempt to acquire actionable knowledge; and they are moderated\(^6\), thus bringing to the community new issues to discuss, and implicitly broadening the available body of knowledge. All other types of actions are marked as ubiquitous: given the specialized nature of StackOverflow, we assume answering and commenting to be the reflection of one’s fluency with the knowledge domain, although no evidence of practical competence can be directly inferred. Other interaction elements in GitHub (e.g. commit messages) are not considered in this work, and the analysis of their relevance for expertise characterization is left to future work.

### Triggering Stimuli and the Social Dimension of Expertise

Expertise is not created in vacuum. It is the result of an interactive process that involves users as both individuals and as members of communities of people. To

---

3. Gist are code snippets to be shared with others users. [https://gist.github.com/](https://gist.github.com/)

4. [http://pastebin.com](http://pastebin.com)

5. [https://snipt.net](https://snipt.net)

6. Questions can be marked as off-topic, duplicate. The platform has an automated filter in place that ban questions from accounts that have contributed many low-quality questions in the past. [http://stackoverflow.com/help/question-bans](http://stackoverflow.com/help/question-bans)
socially characterize expertise, we consider an additional axis of classification regarding the triggering reasons for user activities and interactions. More specifically, we distinguish Individual activities performed as the result of an inner drive, from Relational actions, which are triggered by community-driven events.

We qualify as individual actions the posting of new topically related Twitter messages, the creation of new questions in StackOverflow, and the creation of new code repositories and sharing artefacts on GitHub.

Relational actions are central to the activities in on-line communities. They are performed to suit a variety of purposes: to communicate, to offer help, or to contribute to the development of their own expertise. For instance, we distinguish between tweets independently created by a user (individual dimension) from tweets generated as response to others’ tweets (relational dimension). Relational actions further specializes into within-platform and across-platform actions, i.e., activities that respectively concern artefacts produced inside or outside the current platform. Content produced in Twitter and StackOverflow might also include reference to external resources, which might be owned by the same content creator. We focus only on content hosted on the three analysed platforms.

Another angle of analysis relates with the importance that a user has in a community. To this end, we take into account different indicators of importance expressed at several levels of granularity, including how a user is “voted” by the community members in terms of number of followers in Twitter or GitHub, or through the reputation score obtained in StackOverflow when other users up-vote or down-vote a question or answer.

We also evaluate the user’s centrality according to structural properties of a social network inferred from each of the platforms under consideration. More specifically, we analyse followships in Twitter and GitHub, while for StackOverflow we model user relations that express “who helps whom”, based on its question-answering system. We shall provide details of the various networks in the next section.

3.3 Evaluation Dataset

This section describes our methodology of creation of professional-oriented cross-platform dataset. We used the April 2015 StackOverflow data dump
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available for download from the Internet Archive\(^7\), and a crawl from the GHTorrent project\(^8\), containing information about GitHub repositories and users updated to March 2015. The working dataset contains 4,132,407 unique StackOverflow user profiles, 4,288,132 GitHub user profiles. Data from Twitter were crawled using its REST API\(^9\) and search functionalities.

![Cross-platform profile linking workflow.](image)

To link user profiles across the three platforms, we adopted the methodology presented in [201] and depicted in Figure 3.1. The methodology relies on multiple linking strategies, based on: i) self-reported links, i.e. users explicitly mentioning their profiles; ii) users’ email MD5 hashes, and Gravatar profiles; and iii) fuzzy matching bases on username and profiles pictures. The result is a dataset linking 604,083 StackOverflow profiles with their respective GitHub ones, and 58,710 accounts featuring a link to a Twitter profile. These 58K users and their respective StackOverflow, GitHub, and Twitter activities compose our evaluation dataset.\(^10\)

**Web Resources Annotation.** Our study builds upon calculated properties of Web resources, i.e. metadata that is not explicitly available in the raw data. We pre-processed Tweets, GitHub pages, StackOverflow questions and answers, and user profiles in the networks to: i) classify resources containing actionable knowledge; and ii) classify link to external resources, to identify link to content created by the same user on different platforms.

---

The annotation of actionable knowledge was performed by locating snippets of code in StackOverflow and Twitter content, or by interpreting the type of file(s) contained in GitHub repositories and code snippets. Links included in resources were parsed and analysed to find references to users and other resources contained in the dataset; this allowed us to identify the owner of a StackOverflow, GitHub, or Twitter resource mentioned in any content in the dataset, thus highlighting activities taking place across platforms.

Network Construction. To enable community analysis, we built directed network graphs for GitHub, Twitter, and StackOverflow, in order to model the different user relationships represented in our cross-platform dataset. From GitHub and Twitter, we constructed the graphs denoted as $G_{GH} = (V_{GH}, E_{GH}), G_{TW} = (V_{TW}, E_{TW})$ that encode following relationships of users in GitHub and Twitter, respectively, i.e., a directed edge $e = u \rightarrow v$ indicates that user $u$ follows user $v$. While being absent of explicit followships, StackOverflow provides an implicit “help network” among users according to who answers to whom relationship. Therefore, we constructed a graph $G_{SO} = (V_{SO}, E_{SO})$ such that an edge $e = u \rightarrow v \in E_{SO}$ indicates that user $u$ is helped by $v$, i.e., at least one question of $u$ is answered by $v$. This resulted in 37,708 nodes and 221,780 edges for $G_{GH}$, 51,115 nodes and 1,210,508 edges for $G_{TW}$, and 22,903 nodes and 81,824 edges for $G_{SO}$. Noteworthy is the lower density of $G_{SO}$ and $G_{GH}$ with respect to $G_{TW}$. Networks share the following numbers of nodes: 35,625 between GitHub and Twitter; 20,375 between StackOverflow and Twitter; and 16,124 between StackOverflow and GitHub.

3.4 A Study of Software Expertise Across Web Platforms

In this section we investigate the properties of users and communities in the evaluation dataset, with respect to the expertise characterization dimensions discussed in Section 3.2.

3.4.1 Manifestation of Specialist and Ubiquitous Knowledge across Social Networks

This part of the study is organized around the social dimension of expertise, according to the considered triggering stimuli, namely: individual actions,
relational actions involving resources and/or users within the same network; and, relational actions that cross-over networks.

**Individual Actions.** Twitter messages are the only individual ubiquitous actions considered in our study. They are also the most popular action in the context of our dataset: 48,920 users (83% of the total) produced 2,373,635 topically related Tweets ($\mu = 48.52$, $\sigma = 67.66$, $M = 26$).

Figure 3.2(a) summarizes the distribution statistics related to specialist actions. Given the limited size of Twitter microposts, no specialist actions (e.g. sharing of software code) were discovered. 94% of the population under study manages at least one GitHub public repository ($\mu = 21.13$, $\sigma = 34.87$, $M = 11$), while only 60% has published at least one gist ($\mu = 13$, $\sigma = 59$, $M = 2$). The percentage of users is even lower when considering questions published on StackOverflow (20,612 users; $\mu = 17.76$, $\sigma = 45.39$, $M = 6$ questions per user), although 80% of them (16,589) published code as part of their request for help ($\mu = 11.79$, $\sigma = 29.53$, $M = 4$ questions per user). We then conduct correlational study on the amount of expertise actions of the same type performed across different networks. A Spearman’s Rho test$^{12}$ (0.006 at $p = .43$) revealed the lack of correlation among specialist activity on StackOverflow (questions) and GitHub (code projects). Similar observations also hold when comparing the StackOverflow questions (with code) with GitHub projects, and StackOverflow questions (with or without code) with GitHub gists. These results suggest that users performing one type of specialist actions in one network are not necessarily engaged with comparable amount of specialist actions in a different network.

This demonstrates that the manifestations of specialist expertise can vary across networks, thus supporting the need for cross-platform studies.

A comparison of Twitter messages with GitHub code projects and gists reveals moderate positive, hence significant correlations (0.214 and 0.249 respectively, both at $p < .01$). These results indicate that users who frequently code in GitHub are also active in posting relevant content in Twitter, thus showing that users performing specialist actions, are also engaged with ubiquitous actions, i.e. the doers are also talkers.

**Within-network Relational Actions.** Figure 3.2(b) reports the distribution of four specialist actions in StackOverflow and GitHub. 17,020 users (29%) contributed with at least one answer containing actionable knowledge

---

$^{11}$ $\mu$, $\sigma$, $M$ stand for the mean, standard deviation, and median, respectively.

$^{12}$ Unless differently stated, the properties analysed in the following are to be considered non-normally distributed, thus requiring a non-parametric significance test.
Figure 3.2: Summary of the distributions of user actions across networks and expertise types.

(i.e. code; $\mu = 49.60, \sigma = 315.96, M = 7$), while only 213 (less than 1%) relied on comments as a mean to express their coding capabilities ($\mu = 1.29, \sigma = 0.744, M = 1$). These numbers assume an interesting dimension when compared to their ubiquitous counterpart (Fig. 3.2(c)), where 20,690 users (35%) answered at least one question ($\mu = 76.71, \sigma = 398.30, M = 13$), and 18,784 users (32%) uploaded at least one comment ($\mu = 159.62, \sigma = 994.102, M = 23$).

In GitHub, specialist knowledge can be expressed in terms of participation to someone else’s coding activity: the majority of users in the dataset (35,096 – 60%) requested, at least once, their code to be part of another public repository (Pull Request, $\mu = 13.68, \sigma = 51.37, M = 1$); and a good share of them (27,229 – 46%) managed to get their contribution merged (Pull Merged, $\mu = 6.54, \sigma = 28.50, M = 4$). This indicates a good level of specialist interaction and mastery within the analysed population.

There is a moderate positive correlation ($0.392$ Spearman’s Rho, $p < .01$) between the action of answering a question is StackOverflow with actionable knowledge, and pull request actions in GitHub; however, the act of simply answering a question (without actionable knowledge) does not correlate with code pull or merge actions (respectively $0.022$ and $0.023$ Spearman’s Rho, $p < .01$). These results suggest that: i) relational specialist and ubiquitous actions are not related to each other; and, more importantly i) the manifestation of relational specialist expertise is consistent over the different networks.
Across-network Relational Actions. Finally, we turn our attention to relational actions that take place across networks. In our setting, these actions take the form of links to content in another platform among those under examination. The dataset contains a good amount of such cross-platform linking, as shown in Figure 3.2(d). In StackOverflow, 7,198 (12%) users included in their answers at least one link to GitHub repositories or gists ($\mu = 5.37, \sigma = 21.218, M = 2$). In Twitter, the number doubles ($15,587$ users – 26% – with links to gists ) or quadruples ($33,315$ users – 57% – link to GitHub repos). This shows that users in the evaluated population show some common attitude in terms of cross-network relational ubiquitous actions. Such sort of expertise manifestation is seldom associated with specialist traits. In our analysis, only $4,713$ (8%) users posted links to their own repositories or gists in StackOverflow answers, while $1,829$ (3%) did the same in Twitter.

Discussion. The study highlights how expertise manifests in many forms, with profession-related ubiquitous knowledge being widely contributed in both Twitter and StackOverflow, whereas more refined forms of knowledge is confined to a relative small subset of users. The amount of activity related to sharing working programs and/or libraries in open repositories greatly varies. Code contribution in GitHub is highly related with code contribution in StackOverflow, both in terms of answers and comments. This indicates that the production of code snippet is a major indication of specialist knowledge in the software domain. Relational actions (answering or commenting someone else’s contribution, or re-distributing software related tweets) are relatively common in the population under analysis. A consistent subset of the StackOverflow population is engaged with relational activities. Answers are the preferred way to contribute specialist knowledge to the community, although their frequency is significantly lower.

When analysing cross-platform expertise manifestation, we observe a clear prevalence of ubiquitous knowledge, i.e. links to someone else’s content. When producing actionable knowledge on StackOverflow, users prefer to directly provide code, instead of simply suggesting a previous solution published elsewhere. We account this to the competitive nature of a platform like StackOverflow, where gamification techniques steer people behaviour toward actions that maximize reward. On the other hand, users appear to be very selective about the source of referenced actionable knowledge, where only few feel confident enough to share their code as reference. This is an unexpected result, that calls for further investigation: it would be interesting,
for instance, to study the actual quality of the shared code (using, e.g., code analysis or review).

3.4.2 The Role of Expertise in Communities Within- and Across-Networks

This question is addressed by focusing on properties deriving from the networked organization of the targeted platforms.

**Within-Network Popularity.** Experts are important and active components of communities of knowledge or practice. Therefore, reputation and/or popularity aspects account as relevant properties of study. First, we analyse the popularity of individual users according to metrics explicitly defined in the targeted networks. Then, we rely on network-centrality analysis to identify relevant users and characterize their actions within the respective networks.

Figure 3.3 compares the distribution of several profile properties of users in StackOverflow, GitHub, and Twitter. Almost all users in the considered population have at least one social connection in Twitter (89%), and performed at least one rewarded activity in StackOverflow (90%). Social connections in GitHub are slightly less common, with 81% of users having at least one follower, and 73% of users following at least another user. There exists a strong correlation between profile properties of the same network. For instance, the number of followers and followees in GitHub (0.653 Spearman’s Rho, \( p < .01 \)), score and upvotes and downvotes in StackOverflow (0.872 and 0.721 respectively Spearman’s Rho, \( p < .01 \)), and number of followers, number of friends, and number of tweets in Twitter (respectively 0.694, 0.674, and 0.511 Spearman’s Rho, \( p < .01 \)).

![Figure 3.3](image-url)
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Significant correlation emerges also for profile properties across networks. The number of followers in GitHub is positively correlated with StackOverflow reputation ($0.237$ Spearman’s Rho, $p < .01$ with Bonferroni correction), number of followers ($0.397$ Spearman’s Rho, $p < .01$ with Bonferroni correction) and friends ($0.213$ Spearman’s Rho, $p < .01$ with Bonferroni correction) in Twitter. Another positive yet weak correlation exists between score in StackOverflow and the number of topically-related tweets in Twitter ($0.160$ Spearman’s Rho, $p < .01$). We observe a significant lack of correlation between StackOverflow score and the overall number of topically related tweets ($0.063$ Spearman’s Rho, $p < .01$).

To further understand the impact of within-network popularity on user behaviour, we used the classic PageRank model to calculate users’ centrality scores in each networks. We focus the following analysis on centrality scores in GitHub, due to its strong specialist nature. Figure 3.4 depicts the distribution of several types of GitHub actions; to highlight differences, we consider users in first and last quartiles of the GitHub centrality ranking. Red dots represent users with high centrality score, while green dots represent users with low centrality. The former are more active in terms of gist and merged pull requests. The activity of the two groups are clearly distinguishable in other networks. For instance, high centrality users are also very active in Twitter, and often provide answers is StackOverflow that contain code snippets. These results conform with the observation emerged form the analysis of individual actions in Section 5.4.

Analysis of Centrality Across-Networks. We analyse the correlation of users’ centrality scores across networks. Intuitively, a high cross-network correlation would indicate similar user importance in different settings; for instance, a high correlation of user centrality in StackOverflow and GitHub networks will suggest that users that are helpful in answering to others’ ques-
tions in StackOverflow would be popular (i.e., followed by many users) in GitHub (and vice versa); a low correlation would indicate that users’ importance in one platform is not indicative of their relevance in another platform, e.g., an influential user in GitHub may not likely to answer questions in StackOverflow.

We performed two stages of evaluation, using *Kendall-tau rank correlation coefficient* and *Fagin’s intersection metric* [67]. Kendall-\(\tau\) correlation evaluates the similarity between two rankings, expressed as sets of ordered pairs, based on the number of inversions of pairs which are needed to transform one ranking into the other. Kendall-\(\tau\) correlation is expressed in the interval \([-1, 1]\), where 1 (resp. -1) means that the two rankings are identical (i.e., one reverse of the other). We calculated the correlation of PageRank ranks between every pair of network graphs, which resulted in strong (0.411) correlation between GitHub and Twitter, and moderated (0.141) correlation between GitHub and StackOverflow, and between StackOverflow and Twitter (0.154).

Fagin’s intersection metric determines the agreement of two ranking lists by accounting for “partial rankings” (elements in one list may not be present in the other list) and top-weightedness, i.e. the top of the list gets higher weight than the tail. Fagin score is the average over the sum of the weighted overlaps based on the first \(k\) nodes in both rankings, and it is in \([0, 1]\), where higher values correspond to better agreement. Figure 3.5 shows the results, which are consistent with the previous correlation analysis: the ranking agreement between Twitter and GitHub is good even for lower values of \(k\), whereas StackOverflow ranking appears to be much less correlated with both the other two networks.

![Figure 3.5: Fagin’s intersection metric, with top-weightedness parameter \(k\) ∈ \(\{10, 100, 1K, 10K\}\). (GH, SO, and TW are used as abbreviations of GitHub, StackOverflow, and Twitter networks.)](image)

**Cross-platform Community Structure.** We now investigate how users connect with each other, and how they tend to form communities in the different networks. We do so by exploring the structural characteristics of
the communities discovered in the three networks. For the task of community
detection, we used the two-level formulation of the state-of-the-art Infomap
algorithm [188]. Infomap is a search algorithm that minimizes the flow-
based map equation model, which relies on the principle that communities
are detected not from the network topology only, but as groups of nodes
among which the flow persists for a long time once entered.

Figure 3.6 shows the cross-platform matching of users on a per-community
basis. The transition curves can be interpreted differently depending on the
streamline direction. Considering the matching between the GitHub and
Twitter followship networks – Figure 3.6(a)), we observe that users of each
particular community in Twitter belong to different communities in GitHub;
morerover, in the 1st, 2nd and 5th largest Twitter communities, a significant
proportion of users are involved in matching with GitHub communities. Fo-
cusing on the opposite streamline direction, almost all users in the largest
GitHub communities are found as members of Twitter communities, and the
transitions from the largest GitHub communities appear to be much more
concentrated towards one or few Twitter communities. A similar scenario of
one-to-many community alignments is observed between Twitter and Stack-
Overflow, although the flow volume appears to be smaller with respect to
the comparison between Twitter and GitHub. Also, there is a tendency for
users in a StackOverflow community of being members of several Twitter communities. This would indicate a weaker consistency between the community structures of these two networks. Figure 3.6(b) shows how the GitHub and StackOverflow communities are very disconnected from each other, thus suggesting that the two platforms follow different mechanisms of community formation.

**Structure Analysis of Communities.** We also investigated small-world hypothesis, homophily and reciprocity aspects in selected communities from each of the networks. Figure 3.7 shows density distribution plots corresponding to the induced subgraphs of the top-30 largest communities found on
3.4. A Study of Software Expertise Across Web Platforms

The distributions refer to the average path length, clustering coefficient, fraction of reciprocal edges, and assortativity measures. Figure 3.7(a) show that average path length of community is relatively low in all networks. The three density distributions are also quite narrow, meaning that most of the communities have similar average path length (3.2 for GitHub, 2.9 for StackOverflow, and 3.0 for Twitter). Figure 3.7(b) shows the density distributions of clustering coefficient of community. Most communities in StackOverflow tend to have very low probability that “friends of a friend” are connected to each other (3rd quartile equal to 0.034). GitHub and Twitter communities reflect a different scenario, with highest peaks for larger clustering coefficient values (between 0.15 and 0.3), sparseness and, in the case of GitHub, with slight right-skeweness. Considering the above remarks about average path length, we can conclude that, on average, communities in Twitter and, to a smaller extent in GitHub, tend to behave much more likely as a small-world than in StackOverflow.

Concerning reciprocity, Figure 3.7(c) shows the distributions of the fraction of reciprocal edges. These appear to be roughly centred around different regimes, i.e., 0.011 for StackOverflow, 0.15 for GitHub, and 0.31 for Twitter. That is, reciprocity turns out to be mostly a rare event in StackOverflow, while in GitHub and Twitter on average one every seven and one every three connections, respectively, is reciprocated. Like for the clustering coefficient analysis, GitHub and Twitter communities present a much sparser distribution than in StackOverflow. All three network communities show a tendency towards negative assortativity – Figure 3.7(d) indicates that nodes with similar degree are not likely to connect to each other. StackOverflow presents the lowest level of homophily (peak of −0.40), followed by GitHub (−0.30) and Twitter (−0.15). In contrast to the previous distribution analyses, the trend is less narrow for GitHub than for the other two networks, while nonnegative assortativity is shown only at the 95th percentile.

Discussion. The study unveils a number of insights about the interplay of expertise and the characteristics of online networks, and their communities. The popularity of a user within a network is strongly correlated with the amount of performed actions, a result that confirms conclusions from previous work. We discover the existence of similar correlation also across networks, showing how activity and popularity are properties of a category of users that consistently manifest their ability across professional networks.

\footnote{A community-specific induced subgraph contains edges only between nodes belonging to the community.}
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The comparison of centrality scores also reveals interesting differences. The most central users on StackOverflow do not have the same importance both in GitHub and Twitter, which we tend to ascribe to the different type of interaction (i.e., “who helps by answering to whom”) considered for StackOverflow. By contrast, in the GitHub-Twitter case, it turns out that user centrality in the two fellowship networks are quite correlated, thus suggesting a link between the property of being an “opinion leader” in Twitter and and a popular “coder” in GitHub.

The analysis of communities is consistent with the previous consideration. We observe consistency of structure between the followship networks in GitHub and Twitter, while not in GitHub and StackOverflow communities, which appear to be very disconnected from each other, thus suggesting that the two platforms follow different mechanisms of community formation. Considering topological properties exhibited by the most representative communities in the three networks, one interesting remark is that communities in Twitter and, to a smaller extent in GitHub, tend to behave much more likely as a small-world than in StackOverflow communities. The latter also show less reciprocity among users, which suggests that users who play the role of helper do not tend to ask for help and vice versa.

One common aspect to all networks is the negative tendency of users with similar degree to connect to each other. This result is expected in a “helper-helpee” network, and confirms previous studies on followship networks.

3.4.3 Limitations

This section provides two main contributions: an approach to the measurement and comparison of specialist expertise (as reflected by ubiquitous or specialist knowledge), as a property of individuals and communities, within and across online platforms; and a study performed over a domain of knowledge, namely software development. While the former contribution is general, the latter is relevant only for software development, and cannot be directly generalized to other domains of knowledge. However, as discussed in Section 2, software development is a representative example of profession where expertise can assume multiple forms, and where the Web plays a fundamental role of expertise sharing and development. This makes the experimental evaluation described in this chapter potentially useful for supporting similar research targeting the domain of knowledge having similar characteristics, such as those exhibited in collaborative enterprise networks. While a study performed on a larger set of individuals and platforms would have been de-
sirable, finding realistic and sufficiently rich datasets has been challenging. To the best of our knowledge, our dataset of 58K profiles linked across three networks is the biggest to date, in the domain of software development.

3.5 Exploiting Cross-Platform Profiles for Question Routing

Question answering platforms like StackOverflow provide a prototypical use case to demonstrate the need of better expertise assessment on the Web. Given their growing importance, question routing and recommendation can greatly improve the speed and quality of the provided answerers \[235\]. In this section we answer our RQ3, demonstrating how the question routing problem can benefit from a principled characterization of expertise. The focus is on the 58,710 users that compose our dataset of study. Based on their answering history in StackOverflow, we examine the performance effect on question routing of: i) the adoption of a user model that insists on different types of specialist expertise (i.e., ubiquitous and specialist); and ii) the characterization of user actions according to the triggering stimuli (i.e. individual actions, and within- and across-network relational actions).

3.5.1 Experimental Setup

**Data preparation.** As common in question routing experiments \[235\], we consider only questions answered by at least three users (i.e. answerers) in our dataset. The filtering resulted in a question-set composed by 19,478 distinct questions, answered 64,182 times by a total of 12,272 distinct users. Noteworthy to the following interpretation of the results is the sparsity of the resulting question-answerer matrix, that is \(2.68e^{-4}\).

For each question, answerers are ranked according the number of received votes, thus interpreting the appreciation from the community to the answer as an indication of answering quality. As the distribution of \#votes is scale-free, a \#votes \(x\) associated with an answer is normalized by applying \(\frac{1}{1+x}\), a normalization scheme that has been proved to be effective in relevant recommendation problems \[233\].

**Configurations.** To investigate the benefit of expertise characterization in question routing, we incorporate the measures of the amount of expertise-related user actions across networks. Following the mapping of user actions to specialist knowledge types and triggering stimuli, as classified in Table 5.7.
these measures are aggregated according to the following dimensions: i) **Expertise Type**: where attributes related to ubiquitous and specialist expertise are respectively aggregated; ii) **Triggering Stimuli**: where measures related to individual, within- and across-networks actions are respectively aggregated.

Each aggregation (e.g. aggregation of ubiquitous expertise-related measures) results in a specific user expertise matrix that describes a certain facet of user expertise (e.g. ubiquitous expertise). We then study the additional predictive power of these user expertise matrices by comparing them with the baseline experimental configuration, where the recommendation is solely based on historical question-answering records.

We use the Matrix Factorization (MF) model [123, 159] as the method for baseline configuration. To enable the incorporation of expertise characterization, we extend the MF model by co-factorising both the question-answerer matrix and expertise matrix, as detailed below.

**Routing model.** Let $Q = \{q_1, q_2, \ldots, q_m\}$ be the set of $m$ questions, and $U = \{u_1, u_2, \ldots, u_n\}$ be the set of $n$ users. Given a question-user matrix $V \in \mathbb{R}^{m \times n}$, we denote with $V_{ij}$ the (normalized) voting received by user $u_j$ to question $q_i$. In the case of no-answer given by user $u_j$ to question $q_i$, we set $V_{ij} = 0$. We then construct a binary mask matrix by letting $O \in \mathbb{R}^{m \times n}$, where $O_{ij} = 1$, indicating that $u_j$ answers to $v_j$, and $O_{ij} = 0$ otherwise.

For the baseline routing configuration, we apply the MF model taking as input only the historical interaction between answerers and questions. The key idea of MF is to learn the latent factors of both questions and users from the observed voting entries in $V$, then use such latent factors to predict unobserved ones. MF solves the following optimization problem:

$$\min_{Q, U} \frac{1}{2} \sum_{i,j} O_{ij} (V_{ij} - Q_i U_j^T)^2 + \frac{\lambda}{2} (\|Q\|_F^2 + \|U\|_F^2).$$ (3.1)

where $Q \in \mathbb{R}^{m \times k}$ and $U \in \mathbb{R}^{n \times k}$ are the latent factor matrices of questions and users to be learnt; $k$ is the dimensionality of the latent factors; $\| \cdot \|_F$ is the Frobenius norm of a matrix, to regularize matrix norms of $Q$ and $U$ to avoid overfitting; $\lambda$ is the parameter for controlling regularization strength.

To compare the proposed configurations, we extend the basic MF model to incorporate expertise-related measures. The new model co-factorizes the user expertise matrix, which we denote as $Y$, with the voting matrix $V \in \mathbb{R}^{m \times l}$. 
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formulated as follows:

\[
\min_{Q, U, Z} \frac{1}{2} \sum_{i,j} O_{ij} (V_{i,j} - Q_i U_j^T)^2 + \frac{\alpha}{2} \sum_{j,l} (Y_{j,l} - U_j Z_l^T)^2 \\
+ \frac{\lambda}{2} (\|Q\|^2_F + \|U\|^2_F + \|Z\|^2_F),
\]  

(3.2)

where \(Z \in \mathbb{R}^{I \times k}\) is the latent factor representations of expertise measures. The latent user matrix \(U\) is factorized from both \(V\) and \(Y\), thus leveraging both historical user question interaction and expertise information for enhanced latent factor representation of users.

**Evaluation.** We applied 5-fold cross-validation and report the average performance. In each fold, we masked off 20% answers for test, and used the other 80% for model training. We empirically set optimal parameters using a grid search in \(\{0.0001, 0.001, 0.01, 0.1\}\) for both \(\lambda\) and \(\alpha\). The dimensionality of latent factors \(k\) is set to 50. Note that we are not interested in predicting \#votes, a value that is known to be highly correlated with the popularity of a question [235]. Instead, we focus on the prediction of the users that actually provided an answer to the question. This choice results in a top-n recommendation scheme [60]. For each question, and for all the users actually answering to it but that do not appear in the training data of that question, we estimated a value of answering quality, which was then used to rank them for recommendation. The ranking specific to a particular question was then compared to the ground-truth ranked list of answerers to that question, based on which we computed \(\text{precision} @ N\), \(\text{recall} @ N\) and \(\text{NDCG} @ N\) where \(N\) is the number of recommended answerers [193].

### 3.5.2 Results

Table 3.2 reports the performance of question routing with different configurations. We observe that both ubiquitous and specialist expertise can improve question routing performance. A Wilcoxon signed rank test reported differences significant at \(p < 0.01\) for all pairwise combinations, except for \(\text{precision} @ 1\). Ubiquitous expertise appear to contribute most to performance improvement, especially when \(N = \{5, 10\}\). We explain the result with the importance of users’ activeness in expert interaction: being able to express and inference domain knowledge, regardless of one’s actual operationalization abilities, significantly associate with the ability of helping with topically related questions. Specialist expertise contributed the most with the retrieval of the best candidate \((N = 1)\); this result shows that our expertise categoriza-
### Table 3.2: Question routing performance. For each evaluation criterion, the best performance per category of configuration is highlighted in bold.

<table>
<thead>
<tr>
<th>Evaluating Metric</th>
<th>Baseline Model</th>
<th>Expertise Types</th>
<th>User Actions</th>
<th>Ensemble</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Expertise Ensembles</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prec.@1</td>
<td>.0524</td>
<td>.0573</td>
<td>.0546</td>
<td>.0560</td>
</tr>
<tr>
<td>Prec.@5</td>
<td>.0229</td>
<td>.0292</td>
<td>.0334</td>
<td>.0278</td>
</tr>
<tr>
<td>Prec.@10</td>
<td>.0147</td>
<td>.0197</td>
<td>.0229</td>
<td>.0188</td>
</tr>
<tr>
<td>Recall@1</td>
<td>.0420</td>
<td>.0460</td>
<td>.0446</td>
<td>.0446</td>
</tr>
<tr>
<td>Recall@5</td>
<td>.0900</td>
<td>.1152</td>
<td>.1327</td>
<td>.1100</td>
</tr>
<tr>
<td>Recall@10</td>
<td>.1164</td>
<td>.1558</td>
<td>.1814</td>
<td>.1480</td>
</tr>
<tr>
<td>NDCG@1</td>
<td>.0429</td>
<td>.0452</td>
<td>.0456</td>
<td>.0467</td>
</tr>
<tr>
<td>NDCG@5</td>
<td>.1450</td>
<td>.1976</td>
<td>.2308</td>
<td>.1847</td>
</tr>
<tr>
<td>NDCG@10</td>
<td>.2320</td>
<td>.3308</td>
<td>.3915</td>
<td>.3106</td>
</tr>
</tbody>
</table>

Focusing on actions types, we see that they can all contribute to question routing performance improvement. A Wilcoxon signed rank test confirmed statistical significance at $p < 0.01$ for all pairwise combinations. Individual actions achieved the best result in the case $N = 1$, thus indicating their value in retrieving the best answerer to a question. In other cases, within-network and across-network relational actions proved more effective. We explain the result as follows. The average number of answers in StackOverflow is 3: questions with more answers are usually the more debated ones, thus requiring users more able to engage in discussions. By modeling network actions, relational activities are able to bring out such a latent behavioural character of users. Finally, in the case of $N = \{5, 10\}$, across-network user actions shows superior performance to with-in network user actions, thus verifying the benefit of cross-platform expertise modeling.

Comparing with the performance of user expertise measures categorized by trigger stimuli, we could observe that expertise types yield, in general, higher performance. This implies that proper categorization of expertise according to the specialist expertise types could help more in improving question routing performance.

The last column of Table 3.2 reports the performance obtained by ensembling all expertise types, the best in all evaluations. This result is a clear indication of the combined benefit of both expertise types, and serves as a comparison term to assess the performance penalty to be paid with partial expertise quantification.
3.6 Related Work

Expertise modeling is an active research topic in the study of the Web as a social platform. It is relevant to many domains including information retrieval (IR), social network analysis, user modeling, and Software Engineering. Seminal works in IR on expert finding have made great impact in both online and enterprise applications. With the growing pervasiveness of research on the science of the Web, several expertise attributes, and expertise identification methods have been proposed, e.g., user profiles and posted content; user motivations; online questions and answers, and working activities. Among existing methods, two expertise identification class of techniques emerge as most common: i) metric-based methods, such as answering quantity and quality; and ii) graph-based method, which essentially measures the importance of users in their interaction.

This chapter contributes a principled categorization of expertise attribute, that can be applied across domains of expertise and domain-specific platforms. Previous work addressed the study of cross-platform user interaction and influence in general-purpose social networks. These include methods for linking user accounts across networks, and for modeling cross-network user interests. Specific to the domain of software development, Valiescu et al. compared StackOverflow and GitHub users’ activities, to explore the existence of correlation between participation in StackOverflow and productivity on GitHub. Badashian et al. looked also at influence and recognition that each user has within and across these two platform. Buccafurri et al. linked users profiles to investigate to which extent users favour the information flow across-networks.

This chapter relates with these previous efforts, but radically depart from them as we: i) formally characterize different types of expertise; ii) include an additional platform of analysis; iii) significantly extend the set of studied users; iv) provide network characterization of expertise. Thanks to these original contributions, we advance the state of the art in the field, and provide a benchmark for future studies in cross-platform expertise characterization and application.

Question routing is an important technique for improving question answering process. Previous work typically considers only user activeness as approximation of expertise for question routing. Our work differs from them by extensively studying the effect of different types of expertise on question routing performance. This chapter is also related to the growing
body of research on cross-domain recommender systems [19, 194, 191], which in general considers data from multiple domains to enrich rating-based user models in the target domain. This work complements existing research by showing how user expertise principally characterized in multiple dimensions could enhance the question routing performance.

3.7 Conclusion

In this chapter we pushed forward research on analysis of expertise and its manifestations on Web-based networked environments. Our work has stressed the importance of being able to identify different classes of expertise traits and user actions, and the need of cross-network analysis to better capture the different manifestations of expert behaviour.

Using the software development domain as case in point, we described the measurement and comparison of specialist expertise in three professional-oriented online platforms: StackOverflow, Twitter, and GitHub. By capitalising on a dataset of 58K linked user profiles (the most extended to date), we determined how individual and relational actions vary across networks and communities, providing a number of original insights. For instance, we have shown that a small set of users manifest specialist knowledge, whereas such manifestation is consistent in both GitHub and StackOverflow. Our cross-platform analysis showed that active users are popular across networks, and that top coders in GitHub tend to also be opinion leaders in Twitter. The benefits of our principled approach to expertise modeling are demonstrated by the improved performance of question routing in StackOverflow.
Chapter 4

The Social Dimension of On-line Microwork Markets

To fully exploit crowds for knowledge creation acceleration, this chapter provides a study with a complementary perspective w.r.t. the previous chapters, namely, the relationships between crowd preferences and knowledge creation demand and outcomes. We therefore analyze crowd discussions in fora, and task availability and executions in marketplaces. As the result, we present sufficient evidences to show the mutual influence between crowd discussions and market dynamics.
4.1 Introduction

Micro-task crowdsourcing has the power to reach to large amounts of individuals for work execution. As such, it has become a very appealing approach for data collection and augmentation purposes, and platforms such as Amazon Mechanical Turk (mTurk) and Crowdflower are still on the rise.

Microwork markets are socio-technical systems, regulated by complex mechanisms that relate the activities of requesters and crowdworkers. This class of online labour has been widely studied in many aspects, from crowdworker analysis [30, 111], to market analysis [104, 63]; from incentive mechanism design (e.g. pricing schemes) [77], to crowdworker retention [62]. However, previous research is characterized by a common yet faulty assumption: crowdworkers are anonymous, and their activities occur in isolation, oblivious of factors external to the market.

Recent work has challenged such assumption [82, 148], showing that crowdworkers interact and collaborate outside microwork markets, in online fora such as mTurkForum and Turkopticon. These fora are virtual social environments that aim at developing social capital in online labour, by supporting the social and technical needs of their members. Using survey and forum data, Yin et al. [238] discovered that a high proportion of crowdworkers use at least one forum (59.1% of all crowdworkers involved in their survey), and that crowdworkers within the same forum are more likely to establish direct interactions with their fellows. These findings clearly point to the need for a better understanding of crowdworker communities and their relationships with microwork markets.

In this chapter we investigate the mutual influence between crowdworker community activities in online fora and the mTurk microwork market. We hypothesize that the activities of crowdworkers in fora are influenced by – and can influence – the status of mTurk. Specifically, we investigate: 1) how discussions in crowdworker fora relate with the properties of published HIT groups, with the temporal distribution of HIT groups availability, and with the properties of the publishers (i.e. requesters) of such HIT groups. And, 2) the relationship between tasks that are discussed in crowdworker fora, and their execution speed in mTurk. We seek answer to the following research questions:

- **RQ1**: How is the activity of crowdworker communities in online fora influenced by the content, requesters, and variations of availability of HIT groups in the mTurk market?
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- **RQ2**: To what extent does the activity of crowdworker communities affect task consumption in the mTurk market?

We address these questions by collecting, enriching, and analysing a dataset of discussions produced by crowdworker communities in six online fora\(^{1}\) in 6 years. We also retrieve information about more than 2.6M HIT groups published in the Amazon Mechanical Turk market, including data about their publication and completion over time. We link these HITs with related messages in fora, and use time series analysis techniques to highlight the correlation between activities on the market and activities in the fora.

Crowdworker fora provide a unique vantage point to observe the activities of a large amount of crowdworkers. Differently from previous studies that analysed crowdworkers by means of ad-hoc tasks published in the mTurk market \([153, 157, 238]\) (and thus subject to inherent selection bias), our broader, outside-in analysis provides novel insights on the behaviour and work-related preferences of crowdworkers organized in online communities. This chapter provides the following original contributions:

- A novel dataset, linking 6-years worth of mTurk-related fora discussions. The dataset contains 3.1M messages, produced by 28.9K members. Messages are classified according to their content type (e.g. Comment, Experience, Social), and are linked to 184K distinct HIT groups and 51K distinct requesters.

- An analysis of the relationship between properties of HIT groups in the market, and their likelihood of being mentioned in fora. We show that the amount of tasks of a given type (e.g. Survey, Content Creation) available in the market is not predictive for the amount of discussion about that task type in the fora.

- An analysis of the relationship between HITs availability in the mTurk market, and discussions in fora. We found significant synchronicity between the two time series, with an average positive lag of 4 hours, and shortest positive lag of 45 minutes. We show that the temporal distribution of HITs availability can help in the prediction of crowdworker discussions, with significant differences across fora and discussion categories.

\(^{1}\)Namely mTurkCrowd, mTurkForum, TurkerNation, mTurkGrind, Reddit HWTF, and Turkopticon.
• An analysis of the relationship between properties of requesters, and
their likelihood of being mentioned in fora. We show that requesters
with higher communicativity and generosity are more likely to be men-
tioned in all fora. Fairness and promptness, on the other hand, have a
significant effect only in few fora.

• An analysis of the relationship between discussions in fora and the
consumption rate (throughput) of HIT groups in the mTurk market.
We found quantitative evidence of the positive effect that HIT groups’
mentions in fora have on HIT consumption throughput (on average, a
59% improvement in the first hour). A targeted analysis of temporal
synchronicity show that the temporal progression of mentions in fora
can help in the prediction of throughput, with an average positive lag
of 30 minutes, and an average 340% boosting effect.

A deeper knowledge about the relationship between crowdworkers, crowd-
worker communities, and microtask markets is of crucial importance for a va-
riety of purposes, including but not limited to the design of tasks, incentive
and task allocation schemes, and human computation systems [73, 227].

4.2 Related Work

The focus of our work is on the Amazon Mechanical Turk market (mTurk).
In mTurk, Requesters provide work in the form of HITs (Human Intelligence
Tasks) organized in groups; Crowdworkers actively seek for HIT groups to
complete and to be rewarded for. The platform allows access to crowdworkers
residing in US and India [104]. Fort et al. [68] estimated active crowdworkers
to be between 15 and 43 thousands, with most of the tasks (80%) carried out
by the most active workers (20%, between 3000 and 8000).

Previous work investigated the complex mechanisms that regulate mi-
crowk markets, with the goal of understanding their properties and the
behaviour of their actors. Most notably, [63] provides a long-term analysis of
the mTurk market, showing that the size and recency of HIT groups are two
key features for the prediction of the completion time (throughput) of a HIT
group. Little work focused on the analysis of the impact of crowdworker on
mTurk.

Crowdworker Communities. Studies of work and occupations are most
fruitful when they are grounded in crowdworkers’ experience, rather than
narrowly focusing on the macro or micro mechanics of economic productivity
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and efficiencies [1]. In this work, we embrace this perspective and analyse the mTurk market from the point of view of crowdworker communities that operate in online discussion fora. Only recently, researchers have started to investigate online crowdworker communities [82, 120, 238]. In the context of the mTurk market, crowdworkers organize in communities around a number of online discussion services [82, 115, 238] such as Turkopticon, mTurkCrowd, and TurkerNation. As true in many online fora, members of crowd communities turn to these services to serve three fundamental needs for their members: functional needs (e.g. skill improvement, information sharing), social needs (e.g. building community and trust between workers, providing collective protection), and psychological needs (e.g. providing moral support and encouragement to each other) [82, 120].

The resulting socio-technical system is sketched in Figure 4.1, where the microwork market and the crowdworker communities coexist to form a broader workplace.

![Figure 4.1: Bird’s eye view of the socio-technical system that is built around Amazon Mechanical Turk.](image)

Despite being “invisible” to microwork platforms, crowdworker communities share a great amount of relevant information about HITs, requesters, and their own work [200]. Yin et al. [238] highlight the presence of rich network topology around crowdworkers, which is built around online fora. Authors enabled their analysis by injecting a HIT in mTurk, to provide crowdworkers incentive to self-report their connections. In [148] an ethnomet hodological study was conducted on the crowdworker community active on TurkerNation. Researchers observed crowdworker discussions on the forum for a period of seven months, analysing crowdworkers’ motivation and their attitude towards the different actors in the market (especially requesters). Their work clearly shows that crowdworkers regard their activities on mTurk as paid work, and, often, as main source of income. Therefore, crowdworkers strive for efficiency in work execution and fairness, and transparency in the way the work is evaluated and rewarded.
These studies inspired and informed our work, but suffer from several limitations. 1) They analyse a limited amount of fora (often a single one), thus focusing on a subset of crowdworker communities. 2) They offer an analysis that is limited in time. 3) They do not analyse the relationship with the microwork market status. As our results demonstrate, fora are differently popular, and the activities of their members encode different norms, preferences, and behaviours. In our work, we scale up the analysis to multiple fora, considering their whole history of existence. The resulting dataset combines information from the mTurk market, and it is unique both in scale and diversity. Finally, our quantitative analysis has a broader spectrum, and it includes the study of the relationships between activities in crowdworker fora and the properties, availability, and consumption rate of HIT groups in the mTurk market.

4.3 Dataset

We consider the 4 most popular general-purpose fora related to mTurk, namely mTurkCrowd, mTurkForum, TurkerNation and mTurkGrind. The study also includes Turkopticon and Reddit HWTF, two popular specialized fora online services for crowdworkers. Turkopticon \[105\] is a system designed to focus on the evaluation of requesters (and their HIT groups), as performed by mTurk crowdworkers, who are also allowed to comment on ratings. Reddit HWTF (HITsWorthTurkingFor) is a subreddit devoted to the advertisement of HIT groups that community members deem particularly worth of attention.

Given the domain-specific nature of these 6 fora, we assume all their members to be also workers in mTurk, including administrators and moderators. We are aware, from discussions with administrators of several fora, that some of the registered members are requesters in mTurk, or scientists interested in studying crowdworker activities. We believe their number to be limited, and their impact on the forum activity to be marginal for the purpose of this study. We cannot exclude that crowdworkers might participate in multiple fora. However, results from previous work show that workers are more likely to communicate with others from the same forum \[235\].

4.3.1 Dataset Creation

Fora. Our analysis focuses on content that is publicly visible on fora, or available to registered users. We retrieved the whole history of discussions and messages of mTurkCrowd, mTurkForum, TurkerNation, mTurkGrind, and
### 4.3. Dataset

<table>
<thead>
<tr>
<th>Forum</th>
<th>Start</th>
<th>#Members</th>
<th>#Threads</th>
<th>#Messages</th>
<th>Msg./Mem.</th>
<th>Msg./Thr.</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>mTurkForum</td>
<td>07/12</td>
<td>4,926</td>
<td>1,889</td>
<td>1,427,856</td>
<td>289.9</td>
<td>755.9</td>
<td>General</td>
</tr>
<tr>
<td>mTurkGrind</td>
<td>10/13</td>
<td>3,217</td>
<td>943</td>
<td>948,775</td>
<td>294.9</td>
<td>1006.1</td>
<td>General</td>
</tr>
<tr>
<td>TurkerNation</td>
<td>11/14</td>
<td>572</td>
<td>563</td>
<td>173,942</td>
<td>304.1</td>
<td>309</td>
<td>General</td>
</tr>
<tr>
<td>mTurkCrowd</td>
<td>01/16</td>
<td>616</td>
<td>131</td>
<td>177,669</td>
<td>288.4</td>
<td>1356.3</td>
<td>General</td>
</tr>
<tr>
<td>Turkopticon</td>
<td>01/09</td>
<td>18,640</td>
<td>310,129</td>
<td>371,750</td>
<td>19.2</td>
<td>5.1</td>
<td>Evaluation of requesters</td>
</tr>
<tr>
<td>Reddit HWTF</td>
<td>03/16</td>
<td>930</td>
<td>3,490</td>
<td>17,843</td>
<td>19.9</td>
<td>1.2</td>
<td>HITs advertisement</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>28,901</td>
<td>317,145</td>
<td>3,117,835</td>
<td>202.7</td>
<td>572.3</td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.1:** Descriptive statistics of the six targeted fora. Legends: Start – earliest crawled message.

<table>
<thead>
<tr>
<th>Forum</th>
<th>#HM</th>
<th>AvgHMW</th>
<th>% HMF</th>
<th>#HITs</th>
<th>% MH</th>
<th>#RM</th>
<th>AvgRMW</th>
<th>% RMF</th>
<th>#REQ</th>
<th>% MR</th>
</tr>
</thead>
<tbody>
<tr>
<td>mTurkForum</td>
<td>233,294</td>
<td>47.36</td>
<td>16.30%</td>
<td>104,893</td>
<td>15.81%</td>
<td>217,489</td>
<td>44.15</td>
<td>15.19%</td>
<td>22,737</td>
<td>43.08%</td>
</tr>
<tr>
<td>mTurkGrind</td>
<td>229,504</td>
<td>71.34</td>
<td>24.08%</td>
<td>100,310</td>
<td>23.07%</td>
<td>233,063</td>
<td>72.45</td>
<td>24.46%</td>
<td>22,078</td>
<td>60.44%</td>
</tr>
<tr>
<td>TurkerNation</td>
<td>73,637</td>
<td>128.74</td>
<td>41.87%</td>
<td>41,659</td>
<td>5.44%</td>
<td>73,767</td>
<td>128.96</td>
<td>41.95%</td>
<td>11,610</td>
<td>45.69%</td>
</tr>
<tr>
<td>mTurkCrowd</td>
<td>40,771</td>
<td>66.19</td>
<td>21.88%</td>
<td>19,278</td>
<td>11.76%</td>
<td>41,522</td>
<td>67.41</td>
<td>22.29%</td>
<td>6,896</td>
<td>85.66%</td>
</tr>
<tr>
<td>Turkopticon</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>371,797</td>
<td>19.95</td>
<td>94.50%</td>
<td>45,701</td>
<td>54.10%</td>
</tr>
<tr>
<td>Reddit HWTF</td>
<td>1,937</td>
<td>2.08</td>
<td>10.01%</td>
<td>1,649</td>
<td>2.58%</td>
<td>635</td>
<td>0.68</td>
<td>3.28%</td>
<td>415</td>
<td>9.21%</td>
</tr>
<tr>
<td><strong>Overall</strong></td>
<td>579,143</td>
<td>184,390</td>
<td></td>
<td>938,273</td>
<td></td>
<td>50,912</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.2:** Statistics of links to mTurk HIT groups and requesters discovered in fora. Legend: #HM – number of messages with Links to HIT groups; AvgHMW – average number of HM per user in forum; % HMF – percentage of HM in forum messages; #HITs – number of unique HIT groups mentioned in forum messages; %MH – percentage HIT groups in the market mentioned in messages; #RM – number of messages with Links to Requesters; AvgRMW – average number of RM per user in forum; %RMF – percentage of RM in Forum messages; #REQ – number of unique Requesters mentioned in forum messages; %MR percentage of requesters in the market mentioned in messages. *Ratio of mentioned HIT groups and Requesters are calculated within the timespan of existence of each forum.*
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Turkopticon (until May 20th 2016) using custom Web crawlers. The Start column in Table 9.1 contains, for each forum, the creation date of the earliest crawled message. Turkopticon is the oldest forum in the pool (January, 2009). Reddit content was retrieved using the official reddit API, which, unfortunately, sets limitations in the amount (and age) of accessible content. Therefore, our collection of Reddit HWTF posts is limited to the period Mar. 27, 2016 to May 20, 2016.

Table 9.1 reports descriptive statistics of the resulting dataset. For each thread and message, we retrieved title, content, time-stamp, and creator. We collected more than 3.1M messages, produced by 28.9K members that published at least one message. Non-human members (bots) and their messages have been identified and removed from the dataset.

mTurk Market. We operated on a dataset that spans 6 years of Amazon mTurk activities. We started with the dataset studied in [63], which contains more than 2.56M distinct HIT groups, and 130M HITs produced from 2009 to 2014. To analyse the activities of more recent fora, we enriched the dataset with 46K HIT groups and 1.9M HITs collected between Apr. 11 and May 20 2016. All HIT groups in the dataset are described by metadata, including their size at publication, title, description, reward, and allotted time. To study the evolution of HIT groups consumption over time, we adopted the notion of HIT group throughput proposed in [63], that is, the number of HITs in the group completed in a given time interval. Throughput information is obtained by periodically crawling (every 5 minutes) the mTurk system, to retrieve, for each active HIT group, the amount of available HITs.

4.3.2 Message Categorization

For a deeper understanding of workers’ communications, we categorize messages in the dataset according to the type of discussion they include. Given the size of the dataset, we resorted to supervised learning for automatic classification. A manual annotation process was instrumented to create a training set of suitable size.

Annotation of Training Dataset To minimize sampling bias, we randomly selected 10% of all threads from each forum, except Turkopticon. From each selected thread, we picked a random sample of at most 50 messages. In Turkopticon, given the amount (and topical homogeneity), we sampled

\footnote{It is important to mention that TurkerNation is the new instantiation of an older forum (http://turkers.proboards.com) that migrated technological platform in 2014. We were not able to retrieve earlier data.}
500 threads. The resulting 13,017 messages were manually inspected to label messages. We employed card sorting, a technique widely used in the design of information architecture to create mental models and derive taxonomies from input data [203]. From recent work on crowdworker communities we elicited a number of message types (e.g. “problems, suggestions, tips” and “community communication and interests” from [148]). Then, using open card sort, we synthesized and defined six types of messages, described below:

- **Ask or Answer**: messages that include questions asked by a crowdworker, or answers to previous questions. This category included messages inquiring for general purpose issues with mTurk or forums (e.g. how to obtain qualifications), or seeking for explanations about tasks. *Example*: “Anyone able to withdraw?”

- **Comment**: messages that include general comments about a HIT group, such as its availability, requirements, or presence of bugs (e.g. lack of completion code). *Example*: “Can’t be on mobile”

- **Experience**: messages that report the experience of a crowdworker in the execution of a HIT, e.g. the amount of time spent on a task, or the amount of rewarded bonus. *Example*: “Projected Earnings for Today $70.00”

- **Judgement**: messages where crowdworkers explicitly express compliment or criticisms about HIT groups or requesters. *Example*: “$0.60 cent one is good, 0.36 hit sucks”

- **Rating**: messages that include a reference to Turkopticon rating, or rating in other fora. Rating messages often serve as recommendation from crowdworkers to the community, as only HIT groups worthy of discussion are mentioned. *Example*: “This requester has actually joined Opticon just to flag negative reviews and accuse them of blackmail.”

- **Social**: messages where crowdworkers address the community with general-purpose social topics, such as greetings and jokes. *Example*: “Turtles for days Happy new year!”

We then applied closed card sort to categorize all messages in the training set. We created, in a digital form, a card for each message. By means of an online collaboration tool, other researchers (including the second and last author) were involved in assigning cards to message types. To reduce bias and strengthen the validity of results, all researchers reviewed and agreed upon the categorization of messages. Messages could belong to multiple types. For instance, it is common for workers to rate a task while sharing information about their experience, or expressing a judgment about the task.
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The resulting training dataset shows a clear skewness in the frequency of message types. 54.55% of messages were classified as Social, 28.45% as Rating, 20.53% as Experience, 12.80% as Judgement, 3.32% as Comment, and 11.24% as Ask or Answer.

**Automatic Classification.** We fed a multi-label Random Forest classifier with textual features of the annotated messages (bag of words, TF-IDF weighted) and trained to predict the message’s type. To account for the relative sparsity of some message types in the training dataset, we assess the performance of the classifier both in terms of accuracy and F-score in a 5-fold cross-validation setting. The classification performance is reported in Table 4.3.

<table>
<thead>
<tr>
<th>Type</th>
<th>Accuracy</th>
<th>F-Score</th>
<th>Type</th>
<th>Accuracy</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ask or Answer</td>
<td>0.86</td>
<td>0.27</td>
<td>Comment</td>
<td>0.98</td>
<td>0.60</td>
</tr>
<tr>
<td>Experience</td>
<td>0.80</td>
<td>0.46</td>
<td>Judgement</td>
<td>0.86</td>
<td>0.46</td>
</tr>
<tr>
<td>Rating</td>
<td>0.93</td>
<td>0.85</td>
<td>Social</td>
<td>0.75</td>
<td>0.74</td>
</tr>
</tbody>
</table>

Table 4.3: Performance of message type classification.

*Rating, Social, and Comment messages are those identified more accurately by the classifier. The classification of Experience and Judgement messages is also accurate and with acceptable F-score. Ask or Answer messages are the most difficult to classify, with high accuracy but low F-Score. We therefore exclude this category of messages from subsequent analysis, and leave the improvement of classification performance to future work.*

**Analysis of Message Categories Distribution.** 54.95% of messages in the dataset were classified as Social; 25.35% were classified as Rating, 18.35% as Experience, 8.67% as Judgement, and 4.90% as Comment. The distribution of message types is consistent with the result of manual annotation. The distribution also reveals that the amount of crowdworkers’ social-related activities is comparable to their work-related activities (Rating, Experience, etc.). This result quantitatively supports the outcome of previous work [126], and highlights the dual nature of online crowdworker communities, where both social and technical needs are addressed. Notably, the Judgement message type has a relatively low frequency, compared to Rating. This suggests a preference for standard ways (i.e. Turkopticon ratings) to express opinions about requesters and HIT groups. An analysis of the linguistic properties (e.g. sentiment) of such judgment is an interesting topic for future work.

Figure 4.2 shows the (log scale) distribution of message categories across fora. It is possible to observe the specular frequency of Comment and Judge-
### Table 4.4: Descriptive statistics – mean (μ) ± standard deviation (σ), and median (m) – of metadata, and task type distribution for mentioned (M) and unmentioned (UM) HIT groups.

<table>
<thead>
<tr>
<th>Task Type</th>
<th>Group Size</th>
<th>Reward (cents)</th>
<th>Time (minutes)</th>
<th>Requirement</th>
<th>%SU</th>
<th>%CC</th>
<th>%CA</th>
<th>%IA</th>
<th>%VV</th>
<th>%IF</th>
<th>%OT</th>
</tr>
</thead>
<tbody>
<tr>
<td>mTurkForum</td>
<td>M</td>
<td>450.31 ± 3895.49</td>
<td>90.62 ± 275.54</td>
<td>50</td>
<td>70.05 ± 153.93</td>
<td>60</td>
<td>0.55 ± 0.50</td>
<td>1</td>
<td>68.77</td>
<td>15.08</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>UM</td>
<td>34.79 ± 419.63</td>
<td>378.31 ± 792.26</td>
<td>52</td>
<td>131.22 ± 206.12</td>
<td>60</td>
<td>0.14 ± 0.35</td>
<td>0</td>
<td>19.66</td>
<td>55.37</td>
<td>1.24</td>
</tr>
<tr>
<td>mTurkGrind</td>
<td>M</td>
<td>493.39 ± 3422.32</td>
<td>66.65 ± 344.92</td>
<td>20</td>
<td>72.95 ± 177.07</td>
<td>65</td>
<td>0.55 ± 0.50</td>
<td>1</td>
<td>47.54</td>
<td>18.48</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>UM</td>
<td>30.43 ± 370.04</td>
<td>381.19 ± 790.75</td>
<td>55</td>
<td>131.64 ± 205.98</td>
<td>60</td>
<td>0.14 ± 0.34</td>
<td>0</td>
<td>19.78</td>
<td>55.61</td>
<td>1.24</td>
</tr>
<tr>
<td>TurkerNation</td>
<td>M</td>
<td>541.55 ± 3563.56</td>
<td>91.88 ± 285.69</td>
<td>90</td>
<td>77.26 ± 174.98</td>
<td>60</td>
<td>0.61 ± 0.49</td>
<td>1</td>
<td>63.87</td>
<td>15.14</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>UM</td>
<td>30.14 ± 366.03</td>
<td>389.09 ± 794.05</td>
<td>52</td>
<td>131.44 ± 206.02</td>
<td>60</td>
<td>0.13 ± 0.34</td>
<td>0</td>
<td>19.46</td>
<td>55.62</td>
<td>1.25</td>
</tr>
<tr>
<td>mTurkCrowd</td>
<td>M</td>
<td>367.00 ± 2599.24</td>
<td>74.95 ± 210.28</td>
<td>40</td>
<td>91.97 ± 212.11</td>
<td>60</td>
<td>0.59 ± 0.50</td>
<td>1</td>
<td>62.98</td>
<td>17.09</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>UM</td>
<td>25.60 ± 320.21</td>
<td>388.21 ± 802.23</td>
<td>56</td>
<td>132.10 ± 205.04</td>
<td>60</td>
<td>0.12 ± 0.33</td>
<td>0</td>
<td>18.38</td>
<td>56.55</td>
<td>1.24</td>
</tr>
<tr>
<td>Reddit HWTF</td>
<td>M</td>
<td>123.13 ± 645.40</td>
<td>46.51 ± 65.62</td>
<td>2</td>
<td>55.75 ± 83.50</td>
<td>60</td>
<td>0.65 ± 0.48</td>
<td>1</td>
<td>83.30</td>
<td>5.03</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>UM</td>
<td>10.43 ± 643.03</td>
<td>377.28 ± 791.02</td>
<td>53</td>
<td>131.05 ± 206.31</td>
<td>60</td>
<td>0.14 ± 0.35</td>
<td>0</td>
<td>19.76</td>
<td>55.27</td>
<td>1.23</td>
</tr>
</tbody>
</table>

Task Types: SU – Survey; CC – Content Creation; CA – Content Access; IA – Interpretation and Analysis; VV – Verification and Validation; IF – Information Finding; OT – Other types. Differences within fora are statistically significant (Mann-Whitney test, p-value < .001) for all the analysed properties.
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Figure 4.2: (Log scale) distribution of message types (in #Messages) in fora after the classification of all the messages.

ment messages in mTurkCrowd (the youngest forum) and TurkerNation, both fora with similar amount of members and conversation, but with different social norms [120]. Members of Turkopticon mainly post Rating messages, although the amount of Social messages is interestingly high, considering the specialized nature of the forum. Members of Reddit HWTF do not favour a single message type, thus giving equal importance to all aspects related both to work and social interactions. Overall, it would seem that each forum caters for different discussion needs, and focuses on different, specific topics. This finding will be taken into account in the following analysis.

4.3.3 Linkage to mTurk

To study the relationship between the activities in fora and the evolution of HIT groups availability and consumption over time in the mTurk market, HIT groups and requesters must be identified in the published messages. We focus on explicit mentions, i.e., unambiguous references to HIT groups and requesters. To this end, we instrumented a text analysis pipeline that parses the text in threads and messages to extract and process http links towards mTurk pages of HIT groups and requesters. This technique allows us to achieve maximum linking precision.

Of all messages in the dataset, 22.84% link to at least one HIT group, while 33.62% link to a requester page in the mTurk market. Table 4.2 reports the distribution of links across fora. We retrieved a total of 184K distinct HIT groups (up to 20% of the total amount of groups available in the market.

---

3Links reference HIT groups (i.e. https://www.mturk.com/mturk/preview?groupId=<tID>, where <tID> is the identifier of a HIT batch) or requesters (i.e. https://www.mturk.com/mturk/searchbar?selectedSearchType=hitgroups&requesterId=<rID>, where <rID> is the identifier of a requester).
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during the considered fora lifetime) from 579K messages, and 51K distinct requesters (up to 85% of active requesters) from 938K messages.

4.3.4 Coverage of HIT Groups and Requesters

Table 4.2 summarizes the distribution of links to mTurk HIT groups (%MH) and requesters (%MR) across fora. The considered fora cover a partial, diverse, yet numerically significant share of the mTurk market.

It is possible to observe significant differences in terms of market coverage. For instance, the HIT groups mentioned in TurkerNation account for only 5% of the market. Fora like mTurkForum and mTurkGrind feature a better coverage (respectively 15% and 23%). Such differences can be partially explained by forum-specific “culture” and norms. For instance, the low recall of Reddit HWTF (less than 3% of the HITs in the market) can be explained by its mission statement, where members are asked to only report HIT groups with fair hourly retribution. Similar observations hold when considering the distribution of linked requesters. The high coverage obtained by mTurkCrowd (85.66%) could be explained by an interesting practice pursued by forum members: when a new requester posts work to mTurk, crowdworkers email the requester asking clarifying questions with the ultimate goal of determining if the new requester will be responsive to crowdworkers’ concerns [126]. The low coverage (in terms of requesters, %MR) in Turkopticon could be explained by its age: as the participation in Turkopticon and the awareness of its utility grew over time, requesters operating in the early stage of the mTurk market were more likely to be “ignored” by Turkopticon members.

4.4 The Influence of the Market on Fora Discussions

In this section we address RQ1, and investigate how the content and the dynamics of the mTurk market influence discussions in crowdworker fora. As dimensions of analysis, we consider 1) properties of published HIT groups; 2) temporal variations in the mTurk market demand; and 3) properties of HIT groups’ requesters.

4https://www.reddit.com/r/HITsWorthTurkingFor/wiki/index
Table 4.5: Synchronization between the HITs availability in the market and HITs mentions across different message types.

<table>
<thead>
<tr>
<th>Forum</th>
<th>F-Statistics</th>
<th>p-value</th>
<th>Opt. Lag (Minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social</td>
<td>3.0664</td>
<td>0.0001</td>
<td>225</td>
</tr>
<tr>
<td>Rating</td>
<td>2.8737</td>
<td>0.0002</td>
<td>225</td>
</tr>
<tr>
<td>Experience</td>
<td>2.7180</td>
<td>0.0003</td>
<td>240</td>
</tr>
<tr>
<td>Judgement</td>
<td>1.5173</td>
<td>0.0510</td>
<td>360</td>
</tr>
<tr>
<td>Comment</td>
<td>3.6913</td>
<td>0.0006</td>
<td>135</td>
</tr>
</tbody>
</table>

Table 4.6: Synchronization between the HITs availability in the market and HITs mentions across different fora.

<table>
<thead>
<tr>
<th>Forum</th>
<th>F-Statistics</th>
<th>p-value</th>
<th>Opt. Lag (Minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mTurkForum</td>
<td>5.8429</td>
<td>0.0006</td>
<td>45</td>
</tr>
<tr>
<td>mTurkGrind</td>
<td>2.7972</td>
<td>0.0002</td>
<td>225</td>
</tr>
<tr>
<td>TurkerNation</td>
<td>2.3129</td>
<td>0.0080</td>
<td>225</td>
</tr>
<tr>
<td>mTurkCrowd</td>
<td>1.8398</td>
<td>0.0166</td>
<td>270</td>
</tr>
<tr>
<td>Reddit HWTF</td>
<td>2.3129</td>
<td>0.0080</td>
<td>225</td>
</tr>
</tbody>
</table>

4.4.1 HIT Groups Properties

We analyse five properties of a HIT group: 1) Group Size, i.e. the amount of HITs available at publication time; 2) Reward, i.e. the amount of monetary compensation associated with a successful execution of a task; 3) Time Allotted for task execution, as specified by the requesters; 4) Requirement, a boolean variable\(^5\) that encodes the specification of an approval rate threshold for the worker to be allowed to execute the HIT; and 5) Task Type, defined according to the taxonomy proposed in [70]. Table 4.4 reports descriptive statistics for HIT groups that are mentioned (respectively, unmentioned) by community members of different fora. The analysis provides a number of non-trivial insights, showing both the influence of the market on fora, and the heterogenous nature of fora communities.

1) The distribution of task type popularity in mentioned hits significantly differs from the distribution of task availability in the market. For instance, Survey is the most favoured task types in all fora, while previous work [63] reports that Content Creation is the most available task type. The result highlights a clear difference between work demand in the mTurk market and the preference of community crowdworkers. 2) There are relevant differences in the popularity of task type across fora. For instance, IA and VV task

\(^5\)A value of 1 encodes “Qualification or approval rate greater than \(x\) needed”.
types are more popular in mTurkGrind, while Reddit HWTF emerges as the most polarized towards Survey tasks. The result suggests a forum-specific "interest profile" for task types. 3) The properties of unmentioned tasks show no statistically significant difference across fora (Mann-Whitney test, p-value > .001). The result suggests the presence of a shared rejection of HIT groups having traits that are not considered worthy of discussion. The presence of a common rejection baseline gives more value to the differences that emerge when analysing mentioned HIT groups. 4) HIT groups are more likely to be mentioned when having large size, shorter time allotted, requirements for execution, and lower reward. The result suggests that crowdworkers are more likely to discuss HIT groups if there is opportunity for large amounts of work to be performed, or if there are limitations in their ability to execute tasks. Issues about rewards are not deemed important. We argue these results to be a clear indication of the dominant role that the market has on the task selection strategy of communities, where the need for guaranteed income prevails over issues of fair payment – alas an accepted (yet unpleasant) norm. Attitude towards (un)fair payment seems to greatly vary across fora. For instance, tasks mentioned by members of mTurkGrind are up to 38% less rewarding than the tasks preferred by other communities.

Likewise, Reddit HWFT members are less concerted with group size and with reward, surprisingly betraying the original mission statement of the forum. 5) Preferences for mentioned HIT groups often differ in a statistically significant fashion across fora. Differences in the distributions of Group Size properties are statistically significant across all fora (Mann-Whitney test, p-value < .001); differences of Reward values are significant between mTurkGrind and all fora (Mann-Whitney test, p-value < .001), mTurkForum and Reddit HWFT (Mann-Whitney test, p-value < .001), and between mTurkCrowd and Reddit HWFT (Mann-Whitney test, p-value < .001).

4.4.2 Task Availability in the Market

In this section we investigate the relationship between the dynamic properties of the mTurk market, and the discussion by crowdworker communities. We compare the temporal distribution of the amount of HIT groups available in the market, with the temporal distribution of the amount of HIT group mentions in fora.

Analysis of Aggregated Fora Activities. First we analyse the temporal distribution of mentions across all fora, to study the relationship between the availability of HIT groups in the mTurk market and the whole set of
online crowdworker communities. The analysis includes market data related to time intervals where all fora were active – i.e. three months, March 2016 – May 2016. Figure 4.3 shows an example of the two time series. As in previous work [63], we observe a weekly periodicity for the market work demand (HIT groups availability). A similar periodicity is observed in the temporal distribution of mentions, with higher volumes of messages posted during weekdays. We found evidence of daily periodicity in both HIT groups availability and number of mentions, with a peak in the early morning (PST time). Compared with the work demand curve, the temporal evolution of discussions (mentions in fora) shows smaller variations across days. This is an interesting finding, that suggests the presence of an upper bound in the amount of HIT groups that can be discussed (or that are worthy of discussion) that is only partially dependent on the current market demand.

Co-locating the two time series on the time axis, we observe that the peak time of the #Mentions distribution closely relates with the amount of HIT groups available in the market, with a delay in the range of 1 to 6 hours.

We thus hypothesize that there exists a quantifiable relationship between the dynamics of work demand in the market and work-related discussions in crowdworker communities. To test this hypothesis, we test for Granger Causality [81] between the two time series. Granger Causality is a technique for determining whether one time series is significant in forecasting another [11]; in other terms, Granger Causality measures a statistical dependence between the past of a process and the present of another. It is a statistical test widely used in fields such as econometrics, data mining [11] and machine learning [172]. In Granger Causality, a “lag” parameter captures the temporal delay between the two series for which better prediction is achieved. Optimal
lag is usually selected by searching for the one with the lowest AIC/BIC (Akaike or Bayesian information criteria [27]) within a predefined range.

Since the time series of available HIT groups shows large variations across days, we first de-trend its temporal distribution by applying Z-score normalization on a daily basis, such that similar variance can be obtained in different days. Z-score is a normalization technique that is often adopted in time series analysis [24] to interpret the magnitude of time series’ fluctuations in terms of a common scale.

The analysis provides two relevant insights. 1) The temporal distribution of the #mentioned HITs in the fora is significantly correlated with the de-trended distribution of number of available HIT groups (F-Statistics: 2.8681, p-value = .002). The result confirms the presence of a quantifiable relationship between work demand in mTurk and work-related discussions. 2) The highest correlation is achieved with a lag value of 4 hours. The result indicates that variations in market demand have a visible effect on the activity of crowd communities after 4 hours (on average).

Analysis of Message Categories. We then investigate the presence of temporal causality between market demand and fora messages that mention HIT groups with a specific message type. Results shown in Table 4.5 indicate that market demand is a significant predictor for the temporal distributions of all message types (with the exception of Judgement). Comment messages are the ones for which stronger prediction power (F-Statistics) and shorter delay (2 hours delay) can be observed. As Comment messages include information about task requirements and work-related issues, this result provides an indication of the minimum (yet averaged, across fora) “reaction time” that crowdworker communities can have to variations in market demand. Social, Rating, and Experience messages show an additional delay of 90-120 minutes. This result suggests that discussions about work execution temporally (but not quantitatively) precede communication for other purposes.

Analysis per Forum. Finally, we address differences in temporal correlation across the considered fora. Results in Table 4.6 show that discussions in all fora (except mTurkGrind) are significantly correlated with market demand. The distribution of values in Table 4.6 highlights a correlation between the

---

6We stress how, in the context of our work, the Granger Causality test proves a temporal synchrony between the two series, but does not fully prove causality. This is obvious, as we could not control, in our collected data, for other temporal and contextual factors possibly influencing the HIT mentions in crowdworker communities.

7The type distribution of messages linked to HIT groups is heavily skewed: Rating: 97.14%; Social: 63.64%; Experience: 57.15%; Judgement: 45.63%; Comment: 3.34%.
amount of forum members and the temporal lag w.r.t. the market demand curve (One tailed Mann-Whitney U Test. \(p\)-value < .01). The task availability time series has stronger prediction power on mTurkForum, while the lower is with TurkerNation. The lack of significant synchronicity for mTurkGrind is of interest, given the age and popularity of the forum. We hypothesize that this result is due to difference in the distribution of preferred task types (CC, IA, and IF) HIT groups have an higher popularity than in other fora. Further investigations are left to future work.

<table>
<thead>
<tr>
<th></th>
<th>Communica.</th>
<th>Generosity</th>
<th>Fairness</th>
<th>Promptness</th>
</tr>
</thead>
<tbody>
<tr>
<td>mTurkForum</td>
<td>M</td>
<td>3.35±1.41,3.50*</td>
<td>3.35±1.00,3.38*</td>
<td>4.42±0.87,4.85</td>
</tr>
<tr>
<td></td>
<td>UM</td>
<td>3.19±1.50,3.20*</td>
<td>3.63±1.34,3.00*</td>
<td>4.24±1.20,5.00</td>
</tr>
<tr>
<td>mTurkGrind</td>
<td>M</td>
<td>3.37±1.37,3.50*</td>
<td>3.45±0.96,3.46*</td>
<td>4.45±0.80,4.85</td>
</tr>
<tr>
<td></td>
<td>UM</td>
<td>3.19±1.51,3.20*</td>
<td>2.99±1.32,3.00*</td>
<td>4.23±1.20,5.00</td>
</tr>
<tr>
<td>TurkerNation</td>
<td>M</td>
<td>3.39±1.39,3.57*</td>
<td>3.44±0.96,3.46*</td>
<td>4.48±0.80,4.89</td>
</tr>
<tr>
<td></td>
<td>UM</td>
<td>3.17±1.50,3.15*</td>
<td>3.01±1.31,3.00*</td>
<td>4.21±1.19,5.00</td>
</tr>
<tr>
<td>mTurkCrowd</td>
<td>M</td>
<td>3.40±1.40,3.62*</td>
<td>3.42±1.05,3.50*</td>
<td>4.47±0.87,5.00</td>
</tr>
<tr>
<td></td>
<td>UM</td>
<td>3.12±1.49,3.00*</td>
<td>2.95±1.28,3.00*</td>
<td>4.18±1.18,4.86</td>
</tr>
<tr>
<td>Reddit HWTF</td>
<td>M</td>
<td>3.58±1.36,3.86*</td>
<td>3.81±0.80,3.86</td>
<td>4.64±0.64,4.91</td>
</tr>
<tr>
<td></td>
<td>UM</td>
<td>3.25±1.45,3.33*</td>
<td>3.16±1.29,3.17</td>
<td>4.32±1.05,4.95</td>
</tr>
<tr>
<td>Turkopticon</td>
<td>M</td>
<td>3.27±1.45,3.40</td>
<td>3.21±1.17,3.22</td>
<td>4.32±1.05,4.93</td>
</tr>
</tbody>
</table>

Table 4.7: Descriptive statistics – mean (\(\mu\)) ± standard deviation (\(\sigma\)), and median (\(m\)) – of reputation scores for mentioned (M) and unmentioned (UM) requesters. Properties that are significantly different within forum (Mann-Whitney test, \(p\)-value < .001) are market with *.

### 4.4.3 Requesters Properties

Finally, we investigate the relationship that exists between requesters in the mTurk market, and discussions in fora. We consider as dependent variables the reputation scores assigned to requesters on Turkopticon. Such scores include: 1) Communicativity; 2) Generosity; 3) Fairness; and 4) Promptness. Table 4.7 reports descriptive statistics for requesters that are mentioned (respectively, unmentioned) by crowdworkers of different fora. As reputation scores are obtained from Turkopticon, we included in the “unmentioned” group those requesters that are part of the Turkopticon database, but not mentioned by the analysed forum. Requesters that are more communicative and generous are consistently preferred in all fora. Notably, the difference in terms of Communicativity and Generosity between mentioned and unmentioned requesters is quantitatively similar across fora (respectively \(\sim 0.3\) and
4.5. The Impact of Community Activities on Tasks Consumption

Crowdworkers in mTurkCrowd are the most selective in terms of Fairness and Promptness. This result could be explained by the practice of inquiring novel requesters discussed in Section 4.3.4. Generosity and Fairness values are significantly higher for requesters mentioned in Reddit HWTF; this could also be explained by the forum’s mission statement. It is also interesting to observe the high Fairness values in Turkopticon, and for both mentioned and unmentioned workers. This result straddles the findings in Section 4.3.4, where we observed workers favouring tasks with lower reward but comparable execution time. Considering that previous results highlight the importance of task complexity \cite{232}, we hypothesize that the value of Fairness may relate to intrinsic properties of tasks, that are not easily observable from HIT groups metadata. The investigation of this hypothesis is left to future work.

4.5 The Impact of Community Activities on Tasks Consumption

In this section we address RQ2, and investigate the presence and effect of a quantifiable relationship between discussions about HIT groups in fora, and the consumption speed (throughput)\footnote{The amount of HITs in a group that get completed between two successive observations (typically, every 1 hour).} of such groups in mTurk. First, we investigate the presence of significant differences between the average throughput of HIT groups that were mentioned in fora, and the average throughput of HIT groups that were not mentioned. Then, we seek stronger evidence of temporal correlation by using the same time series analysis technique introduced in the previous section. We consider the progressions of throughput at individual HIT group level, and compare them with the respective temporal distribution of their mentions in fora.

Analysis of Throughput Differences for Mentioned HIT Groups. To perform the analysis, we need to identify HIT groups featuring enough data points describing both the fora mention and the task consumption speed time series. The dataset developed in \cite{63} contains consumption data for 149K HIT groups; the addition of data from the 46K HIT groups collected between May and March 2016 yields a total of 195,332 HIT candidate groups. From this set, 26,204 groups are linked to mentions in fora. The task type distribution of these 26,204 HIT groups is however different from the set of HIT groups having at least one mention (184K, Section 4.3.3). To improve
the generalizability of results, we applied stratified random sampling (with strata corresponding to task types), to obtain an analysis dataset having comparable distribution. The result is a set of 19, 122 HIT groups.\footnote{Task types distribution: 59% SU, 16% CC, 0.6% CA, 11% IA, 2% VV, 8% IF, 0.3% Other.}

We found a statistically significant difference (Mann-Whitney test, p-value < .001) between the average hourly throughput of mentioned HIT groups ($\mu = 27.35$, $\sigma = 286.14$, $m = 0.09$) and the average hourly throughput of unmentioned groups ($\mu = 19.53$, $\sigma = 137.95$, $m = 1$). The result suggests the presence of an acceleration effect due, at least in part, to mentions in fora. To better characterize this acceleration effect, we compare the HIT group consumption speed one hour before and one hour after their earliest mention in fora. Figure 4.4(a) shows that the consumption of the majority of tasks is boosted after worker discussions: on average, a 59.26% increase.

![Figure 4.4](image)

Figure 4.4: Hourly throughput (TP) HIT groups, 1 hour before and 1 hour after the first mention in fora.
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Figure 4.5: Distribution of #overlapping mention slots across HIT groups.
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Figure 4.6: Distribution of optimal lags in Granger-Causal HIT groups.
4.6. Discussion

Analysis of Temporal Correlation. We apply Granger Causality analysis to investigate the presence of temporal relation between HIT group mentions and throughput variations. We discretize the mention time series into 5 minutes slots, to align it with the sampling rate of HIT groups consumption. Figure 4.5 shows the heavy tailed distribution of the number of time slots that feature an overlap between the consumption and mention time series of a HIT group.

We consider tasks with ≥ 5 overlapping slots. The resulting 4,539 HIT groups feature an average hourly throughput of 22.10 (σ = 269.80, m = 0.06) and a comparable task type distribution (54.2% SU, 19.2% CC, 0.5% CA, 15% IA, 2.1% VV, 8.6% IF).

1,541 HIT groups (33.95% of the considered set) show significant Granger Causality (p-value < .05) between the temporal progression of their mentions in fora, and their consumption. When compared to the overall population of HIT groups mentioned in fora, these 1,5K groups have lower averaged hourly throughput (μ = 12.6, σ = 115.23, m = 0.10), a slightly different distribution in terms of task types (51.2% SU, 20.7% CC, 0.4% CA, 16.1% IA, 2.4% VV, 8.9% IF), lower reward (μ = 44.65, σ = 130.50, m = 15), higher allotted time (μ = 225.07, σ = 4591.08, m = 45), and comparable group size.

The strongest causality is found when the average lag is set to 30.40 minutes (σ = 36.62 minutes). Figure 4.6 shows the log-log distribution of the optimal lag across HIT groups: the majority of groups achieve higher causality for lags lower than 15 minutes. The result shows that crowdworker discussions can have a quick effect on the market. In the attempt of providing a quantification of such effect, we compare the HIT groups consumption one hour before and one hour after their earliest mention in fora. Figure 4.4(b) shows that the consumption of the majority of tasks is boosted, on average, by 3.4 factor (340%) after crowdworker discussions.

4.6 Discussion

This section discusses the insights reported in Sections 4.4 and Section 4.5, in the light of the research questions defined in the introduction. Then, we discuss possible threats to validity.

RQ1. Results from Section 4.4 provide novel insights into the preferences of crowdworkers active in online communities. We found an interesting discrepancy between market demand (in terms of task types) and the mentions of HIT groups by crowdworkers in fora. Survey tasks are the most mentioned,
and we observed forum-specific preferences for other task types. Crowdworkers are more likely to discuss HIT groups if there is opportunity for large amounts of work to be performed, regardless of unfair hourly reward. Using time series analysis techniques, we found significant synchronicity between the temporal evolution of available HIT groups in mTurk, and mentions in fora. Peaks of market demand correspond to peaks in crowdworkers’ discussion activity, with an average delay of 4 hours. There are significant differences in terms of prediction strength and average lag across fora and discussion categories. mTurkForum emerges as the forum where activities can be predicted by market variation with minimum time delay (45 minutes); Comment messages (i.e. messages with comments about HIT groups) feature the smaller time lag. In terms of requesters’ properties, we found Communicativity and Generosity to be the only properties commonly valued across fora. Crowdworkers in mTurkCrowd also favour Fairness and Promptness.

RQ2. Results from Section 4.5 provide a quantification of the effect that activities in fora can have in terms of HIT groups consumption. We measured a statistically significant positive (μ = 42%) difference in the throughout of HIT groups mentioned in fora, and an average 59.26% increase of throughput in the first hour after the first mention in fora. Time series analysis revealed that, for HIT groups featuring temporal synchronicity with mentions in fora, the average lag is of 30 minutes, and a 340% average throughput increase in the first hour after the first mention in fora. It is worth noting that these HITs are characterized by lower reward and higher allotted time: as such, they may not be appealing for workers in the market at a first sight. By being referenced in fora, the popularity of these HITs greatly increases, as our analysis proves. This also suggests that crowd fora, as a whole, can count on more resources to scout and select HITs worth completing. Further work is needed to identify the characteristics that make those HITs worth recommending.

Threats to Validity Results could suffer from several types of crowdworker selection bias. Members of the selected fora might not be representative of the wider population of mTurk crowdworkers. This risk is mitigated by the popularity of fora among crowdworkers. Previous work shows that a relevant amount of workers (up to 60% in sampled population) are active in at least one fora [238]. However, we consider three additional biases due to: 1) the omission from the study of other mTurk fora [10]; 2) the homogeneity of crowdworkers’ country of origin [11]; and 3) the overrepresentation of crowdworkers

---

[10] Authors are aware of less popular fora (e.g., “CloudMeBaby”), but decided to scope the analysis to the most popular ones.
[11] Crowdworkers in fora are mainly from the US [238].
sharing social and economic needs (e.g., the need for a guaranteed income) that are not relevant for other crowdworkers. While we can’t exclude the presence of these biases, we must acknowledge the importance of the investigated communities, as they represent a considerable share of the mTurk workforce.

The validity of our results could be also threatened by the task and requester linkage procedure (Section 4.3.3). To maximize precision, we only rely on explicit links in messages, thus failing to consider indirect references (e.g., members referring to requesters only by name). During the training set annotation activity (Section 4.3.1) more than 13K messages were analysed, but we found only a minority of messages (approximately 5%) referring to HIT groups or requesters but not including a link. We therefore believe this limitation to have negligible impact on the validity of our results.

4.7 Conclusion

Crowdworker fora are a relevant part of the microwork ecosystem. In this work, we hypothesized that the activities in mTurk fora can influence – and can be influenced by – properties of the mTurk market and its actors. Based on a rich dataset linking 3.1M messages in online fora with mTurk 2.6M HITs groups, we found quantitative evidence of relevant relationships in both directions. The insights contained in this chapter are meaningful for a variety of aspect related to microtask crowdwork, e.g., the design of tasks, incentive and task allocation schemes, and novel microwork systems.
Part II

Task Modeling
This part focuses on task modeling. The concept of task is central to knowledge creation: requesters describe their demands for knowledge in the form of tasks, which is then executed by crowds for knowledge creation. Modeling task properties is thus the key for crowd knowledge creation acceleration. In this part, we investigate three task properties, namely, the quality of task formulations, the complexity of tasks, and the clarity of tasks.

Poorly formulated tasks are less likely to solicit high-quality knowledge from contributors, thus hindering the overall knowledge creation process. Given the available signal of the quality of task formulations (i.e., question edits) in online knowledge crowdsourcing systems, chapter 5 begins our study on task formulation in these systems. To obtain a more direct view of important task properties that can significantly affect knowledge creation results, we then study task properties from the perspective of crowd perception. For this purpose, we switch the object of our study to human computation systems, which enable us to recruit crowds for assessing the considered task properties from their perspective. We focus on perceived task complexity in chapter 6 and task clarity in chapter 7, as both are found to be highly influential on the speed and quality of knowledge creation.

For each of the three aforementioned task properties, we aim at 1) understanding its effect on knowledge creation; 2) identifying low-level task features (e.g. words, for task description) that relate with the magnitude of the property; altogether, our work 3) provides novel methods for measuring the property, and guidelines for better task design, which could ultimately lead to knowledge creation acceleration.

**Chapter 5.** Motivated by the large amount of task reformulations (i.e., edits) in online knowledge crowdsourcing systems, we start our study of task modeling by addressing the quality of task formulations. Through a qualitative study on the traces of task edits in StackOverflow, we find that the need for edits is highly indicative of the quality of task formulations. To further our understanding, we categorize task formulations of poor quality according to types of editing actions, such as adding task details, providing examples, clarifying the context, etc. Based on such categorization, we then propose a two-step approach for automatically detecting poorly formulated tasks, and afterwards, suggesting the most likely editing actions to be performed. By extensive validation on the StackOverflow dataset, we demonstrate the effectiveness of our approach in providing accurate reformulation suggestions.

**Chapter 6.** To understand how complexity is perceived and distributed over crowdsourcing tasks, we instrumented an experiment where we asked crowds to evaluate the complexity of 61 real-world re-instantiated human
computation tasks. We show that task complexity, while being subjective, is coherently perceived across workers; on the other hand, it is significantly influenced by task type. Next, we develop a high-dimensional regression model, to 1) assess the influence of three classes of structural features (metadata, content, and visual) on task complexity, and, ultimately, 2) to measure task complexity. Results show that both the appearance and the language used in task description can accurately predict task complexity. Finally, to demonstrate the utility of complexity as a task modeling property, we apply the same feature set to predict task performance, based on a set of 5 years-worth tasks in Amazon mTurk. Results show that features related to task complexity can improve the quality of task performance prediction.

Chapter 7. By surveying workers in the CrowdFlower platform, we unveiled the concerns of crowds in confronting unclear tasks, thus motivating the need for mechanisms that can predict and measure task clarity. We then propose a novel model for investigating task clarity based on two different constructs, namely, the goal and role clarity. Similarly to our study on task complexity, we conduct an experiment to acquire labels for task clarity from crowds, and show that task clarity is coherently perceived by crowds, and is affected by the type of the task. We then propose a set of features to capture task clarity, and show that these features can be used to accurately predict task clarity. Finally, we perform a long-term analysis of the evolution of task clarity on Amazon mTurk, and show that clarity is not a macro-property of the marketplace, but rather a local property of individual tasks.

In summary, this part contributes new understanding on important task properties that can influence the quality and speed of knowledge creation, and novel methods to automatically measure these properties, thus to assist task requesters for better designing tasks, for accelerated knowledge creation.
Chapter 5

Asking the Right Question in Community Q&A Systems

This chapter studies task formulation in on-line knowledge crowdsourcing systems. Specifically, we study question formulation in community question-answering (CQA) systems, by analyzing the traces of question edits to understand the elements of a well-formulated question. We then introduce a two-step approach to automatically detect poorly formulated questions, and to suggest necessary edit actions to improve the quality of question formulation. We further investigate the topical and temporal influence, and the effect of user’s knowledge, familiarity with the platform on the quality of question formulations.

5.1 Introduction

Community question-answering (CQA) systems are highly popular Web portals where everyone can ask questions, and (self-appointed) experts jointly contribute to the creation of evolving, crowdsourced, and peer-assessed knowledge bases [20], often in a reliable, quick and detailed fashion. Examples of such portals are Yahoo! Answers (for all kinds of questions) and StackExchange, which consists of a number of sub portals, each dedicated to a particular topic, such as travelling, mathematics or programming.

In CQA systems users (askers) post questions, and rely on other community members to provide a suitable solution to their information need. Potential answerers (users that answer questions) look through the list of existing questions, typically ordered by recency, and decide whether or not to contribute to ongoing discussions. Such decisions are influenced by a multitude of factors, including time constraints, quality and difficulty of the question, and the knowledge of the answerer. Users can often also comment or vote on existing questions and answers. Commonly, when satisfied, an asker can mark an answer as accepted, thus declaring her need satisfied. Incentives to answer are often based on gamification features of a platform, such as reputation points [10].

Although the median time until a first answer is posted in response to a question can be in the order of a few minutes (as shown for instance for StackOverflow [136]), more and more questions remain ignored or without an accepted answer. Questions are unanswered when their meaning is not clear to the community members, or when it is not possible, given the available information, to understand the nature of the problem (e.g. the source code that produces a compiling error is missing). A good question should have enough details (but not too much), enough depth (without drifting from the core subject), examples (if applicable) as well as avenues already investigated by the asker [163]. Well-formed questions attract more high-quality answers than poorly formed questions, as subject experts are more likely to help users that already put some effort into finding an answer themselves [12, 141, 214].

We focus on StackOverflow, a CQA platform covering a large variety of topics related to the software development domain. Introduced in 2008, StackOverflow features more than 5 million questions, and 10 million an-
answers provided by more than 2 million users. To manage and increase the likelihood of good and useful answers, users are provided with editing functionality, which allows the improvement of questions based on the feedback from other community members. Edits usually happen in response to comments or answers, a process which might require several interactions (asker waits for comments or answers, adapts the question, waits again, etc.) and, ultimately, might cause the question to sink in the list of open issues.

Our work contributes a novel approach to improve the question formulation process. We envision a system that upon question submission, provides askers with feedback about the aspects of the question they need to change (improve) in order to phrase their needs in the right way. This in turn is more likely to attract the right answerers.

Here, we perform a first study to investigate the feasibility of this idea. In particular, we propose and evaluate the following two-step approach:

1. Determine whether the question is of high quality or whether it requires an edit (Question Editing Prediction).
2. When an edit is required, identify which aspect(s) of the question need(s) to be improved to turn it into a high quality question (Edit Type Prediction).

In the process, we address the following research questions:

- **RQ1**: To what extent are traces of question edits (and the lack of edits) indicative of well or poorly formed questions?
- **RQ2**: Given sets of properly/poorly formed questions, is it possible to automatically detect which category the question belongs to?
- **RQ3**: Is it possible to predict the type of action required to make a question “better”, i.e. improve its quality?

Our results show that:

1. The need for edits is indeed indicative of a question’s quality.
2. The need for a question to be edited can be predicted with high accuracy.

These numbers are based on the StackOverflow data released in September 2013.
3. The identification of the type of required edit is much more difficult to predict: we classified edit types in three categories, and found that only one of them can be accurately predicted.

In the remainder of this chapter we first briefly cover related work in Section 5.2. Then, in Section 5.3 we present our methodology and developed hypotheses. The experimental setup and the experiments are presented in Sections 5.4 and 5.5 respectively. Finally, we discuss our findings and present future work in Section 5.6.

5.2 Related Work

Community question-answering systems have been emerging as important collective intelligence platforms. Domain specific CQA platforms such as StackOverflow are transforming the way people share experience, create knowledge and, ultimately, contribute to the evolution of a given field [217, 234].

Several works focused on the issue of question and answers quality in CQA systems, providing a solid scientific support to the premises of our work. Burns and Kotval [35] describe thirteen dimensions that can be used to distinguish questions, including answer factuality, complexity, and depth of answer needed. Dearman and Truong [57] surveyed 135 active members of the Yahoo! Answers platform, identifying the composition of the question as one of the main factors leading to its consideration by the community. Harper et al. [90] investigated predictors of answer quality in several CQA sites, identifying as relevant dimensions the question topic, type (e.g. factual, opinion), and prior effort (i.e. the requester clearly indicated a previous attempt to solve the problem). On a higher abstraction level, an investigation into StackOverflow identified four main types of questions [163]: Need-To-Known, Debug-Corrective, How-To-Do-It, and Seeking-Different-Solution. Recent work has also considered the evolution of user behaviour over time: Ahn et al. [3] studied whether users learn to be better question askers over time, by correlating past actions (e.g. receiving upvotes or comments, accepting answers, etc.) with the quality of the subsequent ones. Past work has also investigated the nature of unanswered questions on StackOverflow [12, 134, 233] - two of the main reasons behind a question remaining unanswered are the lack of clarity and the lack of required information (source code, etc.).

Previous work has also focused on a variety of prediction tasks, including question difficulty prediction [59], question longevity, user expertise estimation and question recommendation. Anderson et al. [9] studied the
5.3 Methodology

This section describes our experimental methodology. We first discuss and present the types of question edits typically encountered on StackOverflow. Publicly available data dumps contain the entire history of all questions posted to StackOverflow. Every revision of a question includes information about the editor (the asker or another user) and the time of the edit. We considered only questions whose question body was edited, thus ignoring changes in the title or in the tags.

Then, we discuss how we approached the edit prediction task as well as the edit type prediction task (Section 5.3.2). Finally, Section 5.3.3 presents a number of hypotheses, derived from our research questions of Section 5.1.

6https://archive.org/details/stackexchange
5.3.1 Common Question Edits

We first need to define when we consider a question to be of high and of low quality respectively.

A question is of high quality and thus well formed if:

1. it has not been edited in the past; and,
2. it has received at least two answers (the median number of answers for questions on StackOverflow).

Previous work \cite{167} relies on the number of positive preferences (upvotes) as question quality indicator. Due to the significant correlation between upvotes and number of answers\footnote{In our dataset with 5M questions, we observed a linear correlation coefficient of 0.25, p-value < 0.001.} we settled on the number of answers as indicator.

In contrast, we hypothesize that a question might be initially of poor quality if it does not receive an answer within 12 minutes after its publication (the median answer time on StackOverflow), or if it is edited one or more times before it receives the first answer.

However, not all edits are equal: a question may be edited by the asker herself or by a different StackOverflow user\footnote{StackOverflow users are allowed to edit other users’ questions after they reach a particular reputation level.}; an edit can lead to a major change in semantics or be simply a correction of a spelling error or a reformatting of the question.

In order to gain qualitative insights, we first conducted a small-scale study aimed at eliciting the most important edit categories on StackOverflow. We define as important the first edit (in the sequence of edits) that is temporally followed by one or more answers.

We randomly selected 600 (question, important edit) pairs, and had three trusted annotators describing the nature of the observed changes. We found that most of our edits fall into one (or more) of the following eight categories:

- **Source code refinement**: the provided source code is modified; additions are more frequent than removal or truncation.
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- **Context**: the asker provides additional context and clarifies what she wants to do/achieve, as well as information about the "bigger picture" of this question.

- **HW/SW details**: inclusion of additional details about the hardware and/or software used (software version, processor specification, etc.).

- **Example**: the asker provides examples of inputs, or describes the expected results.

- **Problem statement**: the asker clarifies the technical nature of the problem by posting an error message, stack traces or log messages.

- **Attempt**: the asker details the attempts she already made in order to solve the problem, either before posing the question or in response to comments or posted answers.

- **Solution**: the asker adds/comments on the solution found for the question. The StackOverflow community explicitly encourages contributions where the user asking the question also provides the final answer. Some askers append their solutions, others create an answer in the discussion.

- **Formatting**: the asker fixes small issues including spelling errors and code formatting.

Table 5.1 provides an example of each edit type found in our data set (described in detail in Section 5.4), apart from the formatting category. This initial study shows that the most important edit types are related to question clarification as well as to the description of attempts made to solve the problem - including the working solution. We therefore decided to not further consider the formatting category.

5.3.2 Predicting Edits and Edit Types

**Extracting Useful Question Edits** The purpose of this step is to create the training and test data sets for our experiments. Our goal is to create a data set characterized by the presence of two distinct classes of questions, which will be used to train a classifier able to properly identify edited questions from non-edited questions.

*Edited questions* were selected as follows. Let there be \( n \) edits of question \( Q_i \) expressed as revisions \( R_{t_1}^{i_1}, ..., R_{t_n}^{i_n} \). Here, \( Q_i \) can also be considered as
<table>
<thead>
<tr>
<th>Edit Category</th>
<th>Post ID</th>
<th>Added Text (Excerpt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attempt (1st edit)</td>
<td>9943644</td>
<td>Update 1: I've tested the application with NHProf without much added value:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NHProf shows that the executed SQL is ...</td>
</tr>
<tr>
<td>HW/SW details (1st edit)</td>
<td>7473762</td>
<td>I'm running OS 10.6.8</td>
</tr>
<tr>
<td>Source code refinement (1st</td>
<td>13318757</td>
<td>Here is the code:</td>
</tr>
<tr>
<td>edit)</td>
<td></td>
<td>```</td>
</tr>
<tr>
<td></td>
<td></td>
<td>import android.content.Context;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>import android.graphics.Matrix;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Problem statement (1st edit)</td>
<td>7500461</td>
<td>The Error:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exception in thread &quot;AWT-EventQueue-0&quot; com.google.gson.JsonParseException:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The JsonDeserializer com.google.gson.DefaultTypeAdapters$CollectionTypeAdapter@4e76fba0 failed to deserialize json object ....</td>
</tr>
<tr>
<td>Example (1st edit)</td>
<td>11875006</td>
<td>I have a list of numbers like this in PHP array, and I just want to make this</td>
</tr>
<tr>
<td></td>
<td></td>
<td>list a little bit smaller.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000: 3 6 7 11 15 17 25 36 42 43 45 ...</td>
</tr>
<tr>
<td>Context (1st edit)</td>
<td>13923053</td>
<td>EDIT: I have 'jquery-1.8.3.min.js' included first, then I have the line $.noConflict();. Then I have includes for external files using the prototype framework, then I include my user defined function and finally call it. But, I figured ...</td>
</tr>
<tr>
<td>Solution (2nd edit)</td>
<td>9215463</td>
<td><strong>EDIT 2:</strong> **Okay that’s done the trick. Using @Dervall’s advice I replaced the</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MessageBox line with a hidden window like this:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MSG msg;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HWND hwnd;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WNDCLASSEX wcx;</td>
</tr>
</tbody>
</table>

**Table 5.1:** Each edit type example shows part of the text added in the first or second edit respectively. The *Post ID* is the StackOverflow ID. Note that revisions of post with ID *postID* can be accessed via [http://stackoverflow.com/posts/postID/revisions](http://stackoverflow.com/posts/postID/revisions).
5.3. Methodology

$R_{t_{a_0}}^{i_0}$, i.e. the original question posted at time $t_{a_0}$. Revision IDs are sorted according to time, each subsequent revision is an edit of the previous revision.

Users (the asker as well as anybody else) can also comment on a question or answer it. Let $C_{t_j}$ be a comment on question $Q_i$ or any of its revisions at time $t_j$. Similarly, let $A_{t_k}$ be an answer to question $Q_i$ (or any of its revisions) at time $t_k$. Which revision the comment or answer are referring to, depends on the timestamp of the comment or answer. We exploit these comments and answers and extract all pairs of original & edited question, with the following sequence characteristics:

$$R_{t_{a_0}}^{i_0} \rightarrow C_{t_j} \rightarrow R_{t_{a_1}}^{i_1} \rightarrow A_{t_k}^{i_k}$$

(5.1)

where $t_{a_0} < t_j < t_{a_1} < t_k$. The idea is to be able to automatically catch edits stimulated by discussions with the community.

Intuitively, we consider edits that:

- have been made potentially in response to a first comment; and
- after the edit, triggered the posting of an answer.

To further ensure that the edits occurred in response to the posted comment, we only consider those pairs of original and edited questions where there is some overlap in terms between the comment and the added text in the edit.

As an example, in response to a comment:

"Please add some source code"

a user might edit a question and add:

"My code: [actual code]."

With this basic filtering step we were able to capture around 170K quality-enhancing edits. The resulting question-edit pairs were then ranked according to the amount of editing, measured by the number of characters changed in the edited and original version of the question.

Our non-edited questions were selected from among all questions that were never edited and have received at least one answer. We ranked the non-edited questions according to their number of received answers – intuitively, the more answers a question receives, the higher is the engagement of community members with the question.
Extracting Edit Types

Based on the categories identified in Section 5.3.1, we conducted a follow-up annotation study on 1000 edited questions randomly selected from the 25K most edited questions (i.e. those with the longest edits), with the purpose to derive labelled data for our edit types classifiers.

We collected annotations\(^9\) for the questions according to four categories derived from our initial findings presented in Section 5.3.1: Code, SEC (merging the categories Problem Statement, Example and Context), Attempt (merging the Solution and Attempt categories) and Detail. The decision to group the categories as presented was taken due to the practical difficulties the annotators encountered deciding between them. In later stages, we discarded the Detail category due to the small number of annotated instances. Edits which do not fall into one of our categories were labelled as a “null edit”.

We note, that for every question to be annotated, all edits of that question were labelled, i.e. \(R^i_j\) for \(j = 1 \ldots n\).

The annotations were then used to train three binary classifiers aimed at providing suggestions about the type of edit to be performed, for those questions that were deemed as in need for edits.

5.3.3 Hypotheses

This section presents the research hypotheses, based on the research questions posed in Section 5.1, we investigate in our work.

- **Hypothesis 1**: Communities attracting beginner’s programmers (e.g. Android programming, Web design) receive a larger number of edited questions than communities which require more in-depth knowledge (e.g. Assembler programming, functional programming).

- **Hypothesis 2**: Users new to StackOverflow post questions in need of refinement. Over time, users learn how to post good quality questions.

- **Hypothesis 3**: Not only the time a user has spent on the portal is important, but also the amount of knowledge the user already has about a particular topic. We posit that users with substantial knowledge on a particular topic are less likely to post questions which require a substantial edit.

- **Hypothesis 4**: As the StackOverflow platform gained popularity, less and less questions requiring a substantial edit have been posted. Users

\(^9\)We describe the annotation process in greater detail in Section 5.4.2.
read the guidelines and “learn” from different forums/portals how to properly ask questions.

- **Hypothesis 5**: New users are most likely to “forget” to add source code and previous attempts to their questions.

<table>
<thead>
<tr>
<th></th>
<th>#Questions</th>
<th>#Edited Questions</th>
<th>#Non-edited Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Test: Extreme</strong></td>
<td>14,920</td>
<td>7,460</td>
<td>7,460</td>
</tr>
<tr>
<td><strong>Test: Confident</strong></td>
<td>85,072</td>
<td>42,536</td>
<td>42,536</td>
</tr>
<tr>
<td><strong>Test: Ambiguous</strong></td>
<td>1,772,649</td>
<td>522,874</td>
<td>1,249,775</td>
</tr>
<tr>
<td><strong>Training: Extreme</strong></td>
<td>35,892</td>
<td>17,946</td>
<td>17,946</td>
</tr>
</tbody>
</table>

Table 5.2: Basic statistics of our training and test data for the edit prediction task. Since more non-edited than edited questions exist, for the *Extreme* and *Confident* partitions, the number of non-edited questions was matched to the number of edited questions by sampling a subset of all questions in the respective dataset.

5.4 **Experimental Setup**

We use the public StackOverflow dump\(^{10}\). Manual annotations, training and test data used in ours experiments are available for download at [https://github.com/WISDelft/WIS_HT_2014](https://github.com/WISDelft/WIS_HT_2014). We consider, for training purposes, all questions posted up to and including December 31, 2012; the test set includes all questions posted between January 1, 2013 and September 6, 2013. We use a logistic regression-based classifier\(^{11}\). The feature set is composed of unigrams (terms) extracted from the dataset, an approach that has been shown to perform well for different prediction tasks in the past. The chosen classifier, though likely to not yield the best possible accuracy, allows us to gain valuable insights into the importance of different features.

5.4.1 **Edit Prediction**

The training and evaluation of the edit prediction classifier has been performed using the ranked list of edited and non-edited questions described in Section 5.3.2.

\(^{10}\)Available online at [https://archive.org/details/stackexchange](https://archive.org/details/stackexchange)

\(^{11}\)Implemented in sklearn [http://scikit-learn.org](http://scikit-learn.org)
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![Figure 5.1: Both the training and test data were partitioned in three ways. The edit prediction classifier was trained on the Extreme set of the training data. The evaluation was performed on all data partitions of the test data.](image)

Given these two rankings of the questions in the positive (edited) and negative (non-edited) class, we create three different data partitions, presented in Figure 5.1.

- The **Extreme** set contains the top 1% of positive and negative samples.
- The **Confident** set contains the 10% highest ranked edited and non-edited questions respectively.
- The **Ambiguous** set contains all edited as well as all non-edited questions.

We derive this partitioning of the data separately for our training and test data. We train our edit prediction classifier on the **Extreme** data partition of the training data (i.e. questions posted until the end of the year 2012) and evaluate the performance of the classifier on the **Extreme**, **Confident** and **Ambiguous** data partitions of our test data (questions posted in 2013).

For training purposes, due to the skewedness of the class distribution (there are more non-edited than edited questions), we randomly sample from the negative class until we have reached the same number of samples as exist in the positive class. A similar sampling process is also used for the test data, with the exception of the **Ambiguous** set, which includes all test questions.

The reason for experimenting with different data partitions is the nature of the task. Our overall goal is to predict for each and every question in our test set whether or not it requires an edit. Due to the nature of the questions, we expect that questions in the **Extreme** test set can be classified with a higher accuracy than questions in the **Ambiguous** test set.

Table 5.1 contains an overview of the total number of questions used for training and test purposes. We train on nearly 36,000 questions and test our pipeline on up to 1.8 million questions.
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5.4.2 Predicting the Edit Type

Given a question which has been flagged as “to edit” in the first step, this processing step determines which aspect(s) of the question require an edit.

The 1000 annotated questions feature an average of $3.05 \pm 1.84$ edits. Three trusted annotators evaluated disjoint sets of 300 questions each. Additionally, a common set of 100 questions were labelled by all three annotators to test the agreement. The inter-annotator agreements for the four edit categories are shown in Table 5.3.

<table>
<thead>
<tr>
<th>Edit Type Code</th>
<th>SEC Detail</th>
<th>Attempt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kappa</td>
<td>0.67</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: Inter-annotator agreement of edit category annotation, measured by Fleiss’ Kappa.

The number of questions belonging to each category are reported in Figure 5.2. We used a majority consensus approach to determine the category of the 100 overlapping questions. Recall, that we annotate every edit of a question, and thus the total number of items shown in Figure 5.2 exceeds 1000. Of all edits, $30.75\%$ could not be assigned to any of the four categories. We did not observe significant differences between the edit type distribution at different edit iterations (i.e. first edits are similarly distributed to second or third order edits).

![Figure 5.2: Annotation study results: number of questions with an edit from a particular category. The SEC category captures the problem Statement, Examples and the Context.](image)

We observe that *Code, SEC* and *Attempt* are often occurring categories, indeed more than half of the questions have at least one *Code* edit (it is also not uncommon to have several). For these three categories the inter-annotator agreement is also moderate to high ($0.59$ or higher). In contrast, the category *Detail* suffers both from very low inter-annotator agreement and few positive annotation results.
We train three binary classifiers, dropping the *Detail* category from further experiments due to the annotator disagreement and the small sample size. All questions with a particular edit type belong to the positive class for that edit type classifier, the remaining questions of our annotation set form the negative class. The classifier training follows a similar setup to step one. We derive features from the original question and include it in the training set for a classifier if at least one of the question’s edit was annotated as belonging to the classifier’s category. Due to the small size of the training data though we cannot rely on word unigrams as features. To avoid overfitting, we employ Latent Semantic Analysis and rely on the 100 most significant dimensions as features. To evaluate the edit type prediction task, we use 5-fold cross validation.

5.5 Experiments

We first present the results of our edit and edit type prediction tasks. Subsequently we present an analysis of a number of user-dependent factors that we hypothesize to influence the likelihood of a posted question requiring an edit (based on the hypotheses presented in Section 5.3.3).

5.5.1 Edit Prediction

The performance of our classifier on our test sets is presented in Table 5.4. As expected, the best results are achieved for the *Extreme* test set with an F1 score of 0.7. The recall of 0.78 implies that most questions which require an edit are classified as such by our approach, thus clearly demonstrating its feasibility. The classifier is trained on a feature set with a total of 7,206 features.

<table>
<thead>
<tr>
<th>Test type</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extreme</td>
<td>0.63</td>
<td>0.78</td>
<td>0.70</td>
</tr>
<tr>
<td>Confident</td>
<td>0.58</td>
<td>0.69</td>
<td>0.63</td>
</tr>
<tr>
<td>Ambiguous</td>
<td>0.51</td>
<td>0.65</td>
<td>0.57</td>
</tr>
</tbody>
</table>

*Table 5.4: Classifier performance on the edit prediction task across our three test sets.*

When comparing the performance of *Extreme* and *Ambiguous*, the impact of the test set generation process becomes evident. For the *Ambiguous* test set the performance of all three measures drops significantly. This is not
surprising, as the middle ground questions (containing small edits or being poorly phrased but remaining unedited) are the most difficult for a classifier to identify correctly. We conclude that our proposed classifier, if employed on the stream of new StackOverflow questions, would be able to spot the most severe cases of questions requiring an edit with high accuracy. We leave the exploitation of more advanced machine learning models and additional features for future work.

**Important Features** One of the benefits of a regression-based classifier is the ability to gain insights about the importance of different features based on the feature coefficients. In Table 5 we list the features (unigrams) with the highest and lowest coefficients respectively (after feature normalization). For instance, the term *microsoft* is an important feature for to-be-edited questions, while *lexer* is negatively associated with question edits, presumably because users discussing lexers have specific problems and a relatively deep understanding of their topic.

<table>
<thead>
<tr>
<th>Unigram</th>
<th>Coef.</th>
<th>Unigram</th>
<th>Coef.</th>
</tr>
</thead>
<tbody>
<tr>
<td>dbcontext</td>
<td>0.88</td>
<td>mental</td>
<td>-0.29</td>
</tr>
<tr>
<td>microsoft</td>
<td>0.57</td>
<td>nicer</td>
<td>-0.31</td>
</tr>
<tr>
<td>xx</td>
<td>0.57</td>
<td>understood</td>
<td>-0.31</td>
</tr>
<tr>
<td>com</td>
<td>0.55</td>
<td>pre-compil</td>
<td>-0.34</td>
</tr>
<tr>
<td>tick</td>
<td>0.47</td>
<td>lexer</td>
<td>-0.41</td>
</tr>
<tr>
<td>neater</td>
<td>0.46</td>
<td>c/c++</td>
<td>-0.42</td>
</tr>
<tr>
<td>byte</td>
<td>0.45</td>
<td>firstnam</td>
<td>-0.47</td>
</tr>
<tr>
<td>inbuilt</td>
<td>0.44</td>
<td>testabl</td>
<td>-0.53</td>
</tr>
<tr>
<td>socket</td>
<td>0.42</td>
<td>string</td>
<td>-18.48</td>
</tr>
<tr>
<td>reproduc</td>
<td>0.39</td>
<td>archiv</td>
<td>-19.94</td>
</tr>
</tbody>
</table>

Table 5.5: Regression coefficients of the most positively and negatively weighted features (unigrams) for the edit prediction task.

### 5.5.2 Edit Type Prediction

We now consider step 2 of our pipeline - the prediction of the type of edit(s) required to create a well-formed question. The results are shown in Table 5.6, rows one to three.

While the edits of *Code* and *SEC* can be predicted with moderate to high accuracy, the prediction of the *Attempt* category is essentially random.
### Automatically Augmenting the Training Data

Having so far relied on our manually annotated data only, we now turn to an automatic approach to augment the training data (the test data is fixed to our manually annotated questions). The goal is to provide sounder evidence on the performance of our predictors. We test two augmentation strategies:

1. **Positive augmentation**: we assume that questions with the term `code` appearing in the edited version while not in the original version have a big chance to be a positive question of edit type `Code`; this is verified in our annotated dataset where this is true for more than 38% of the questions in the edit type `Code` category. We use this strategy to collect additional training data from the `Extreme` training set; for the edit type `Code` we identified nearly 7000 additional questions. We followed the same approach for the `Attempt` category, relying on the term `tried` (this assumption holds true for 21% of our annotated data set). No augmentation was performed for category `SEC`, as no indicative terms could be determined.

2. **Negative augmentation**: We consider non-edited question in the `Extreme` training set as well-formed questions, and include similar number as edited questions to be the instances of the negative class.

To ensure that the classification results are not influenced by our selection criteria, the features `code` and `tried` are removed in the training phase.

### Table 5.6: Classifier performance on the edit type prediction task.

The best F1 scores in all edit type prediction tasks are highlighted in bold. Note that Nr. positive and Nr. negative only indicates the number of questions that affect training of the classifier. Precision, Recall and F1 are calculated based on the 1000 annotated questions.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Edit category</th>
<th>Nr. positive</th>
<th>Nr. negative</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>No augmentation</td>
<td>Code</td>
<td>612</td>
<td>388</td>
<td>0.63</td>
<td>0.83</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>SEC</td>
<td>542</td>
<td>458</td>
<td>0.57</td>
<td>0.62</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>Attempt</td>
<td>336</td>
<td>664</td>
<td>0.39</td>
<td>0.45</td>
<td>0.40</td>
</tr>
<tr>
<td>Positive augmentation</td>
<td>Code</td>
<td>8157</td>
<td>338</td>
<td>0.63</td>
<td>0.92</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>SEC</td>
<td>542</td>
<td>458</td>
<td>0.57</td>
<td>0.62</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>Attempt</td>
<td>2387</td>
<td>664</td>
<td>0.40</td>
<td>0.49</td>
<td>0.44</td>
</tr>
<tr>
<td>Positive+ negative</td>
<td>Code</td>
<td>8157</td>
<td>8157</td>
<td>0.63</td>
<td>0.95</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>SEC</td>
<td>542</td>
<td>542</td>
<td>0.55</td>
<td>0.49</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>Attempt</td>
<td>2387</td>
<td>2369</td>
<td>0.38</td>
<td>0.56</td>
<td>0.45</td>
</tr>
</tbody>
</table>
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The classifier performance with both types of enlarged training data are reported in Table 5.6, rows four to nine. In the case of positive augmentation it can be observed that both the Code and Attempt prediction performances increase. The improvements in F1 stem from an increase in recall. This is natural since the augmented training data contains only positive questions.

After negative questions were added as well, the edit type predictions Code and Attempt are very slightly enhanced. This indicates that the negative questions does not contain much information of each other. For type SEC the classifier performs as poorly as a random baseline.

To summarize, we have found that the edit prediction task can be solved with high accuracy, while the edit type prediction task is more difficult to solve. We have presented strategies to semi-automatically enlarge the training data which have been shown to be beneficial for the Code and Attempt categories.

5.5.3 Hypotheses Testing

We now turn to an analysis of our hypotheses presented in Section 5.3.3.

Up to now we have only considered the question content in edit and edit type prediction. We now explore the impact that different factors can have on the quality of a question. Such factors include the topic of a question, the user’s prior experience on StackOverflow, user knowledge on the question’s topic, and the temporal influence of StackOverflow. We first test our hypotheses H1-H5, then add related features for the prediction tasks to our classifier to investigate whether they can make a difference.

Topical Influence. We investigate hypothesis H1, i.e. if questions about particular frameworks or languages (e.g. JavaScript, Java), in particular those often used by programming beginners, are more prone to requiring an edit than questions related to more advanced topics such as software engineering (e.g. design-patterns or compilers).

For simplicity, we consider the tags assigned to each question as indicator of a question’s topic. To avoid the influence of insignificant edits, we consider all questions of the Confident datasets (both training and test). Since a question may be assigned multiple tags, a question may appear in multiple tag sets. We rank the tags according to:

\[
\frac{\text{#questions with substantial edits}}{\text{#questions without an edit}}
\] (5.2)
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filtering out all those tags that appear too infrequently in the data set. We consider this ranking to provide us with an indication of a community’s amount of beginners.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Tag</th>
<th>Ratio</th>
<th>#Questions in Confident</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>asp.net-mvc-4</td>
<td>6.16</td>
<td>505</td>
</tr>
<tr>
<td>2</td>
<td>jsf</td>
<td>6.02</td>
<td>615</td>
</tr>
<tr>
<td>3</td>
<td>symfony2</td>
<td>5.57</td>
<td>338</td>
</tr>
<tr>
<td>4</td>
<td>r</td>
<td>4.34</td>
<td>2,067</td>
</tr>
<tr>
<td>5</td>
<td>opencv</td>
<td>4.10</td>
<td>402</td>
</tr>
<tr>
<td>6</td>
<td>matlab</td>
<td>4.02</td>
<td>981</td>
</tr>
<tr>
<td>7</td>
<td>core-data</td>
<td>3.91</td>
<td>446</td>
</tr>
<tr>
<td>8</td>
<td>angularjs</td>
<td>3.67</td>
<td>288</td>
</tr>
<tr>
<td>9</td>
<td>mod-rewrite</td>
<td>3.52</td>
<td>297</td>
</tr>
<tr>
<td>10</td>
<td>asp.net-mvc-3</td>
<td>3.50</td>
<td>1,443</td>
</tr>
</tbody>
</table>

Table 5.7: Overview of the topics (tags) which contain the most and least edited questions. All available data was used to generate the rank and ratios. The last column shows the number of questions in the Confident data set.

Table 5.7 provides an overview of the ten most and least edited topics (identified by their tags) in our data set. As hypothesized, the top-ranking topics are those more framework or language related, while low-ranking topics are more generic or advanced. For instance, asp.net questions usually require a lot of edits. In contrast, topics like design or testing require edits with a considerably lower likelihood.

We also report the number of questions a tag is assigned to in the Confident data set. It can be observed that the tags of most edited questions usually occur less than the non-edited ones (except the r tag). This indicates that not the large number of beginners leads to poorly phrased questions. It is more likely that these questions need to be edited because they are more complex and require more clarifications.
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User Influence. Hypothesis H2 is concerned with the user effect - how does a user’s familiarity with the portal StackOverflow affect the probability of an edit? If hypothesis H2 holds, we expect that the probability of a substantial edit decreases with increasing user experience with the platform. Such experience can be implied based on different types of user actions such as posting questions, answering, commenting or voting on postings.

We use the Confident data set (training & test), which contains a total of 151,762 users – (16.4%) of all StackOverflow askers. For each question, we determine the number of questions and answers in the entire data set (not limited to Confident) the asker has posted previously, then bin them into two groups: edited vs. non-edited questions. The comparison of these two groups is shown in Figure 5.3 in the form of a box plot. The number of past activities of a user is - as hypothesized - a significant indicator for the likelihood of a question edit. Users with fewer activities are more likely to edit their questions than more experienced users (to a statistical significant degree, p-value<0.001 by a Mann-Whitney test).

Knowledge Influence. Hypothesis H3 considers not only the activity of a user in the past (regardless of the topic), but also the knowledge of a user on a topic. In particular, we hypothesize that the number of questions requiring an edit decreases as a user gathers more experience on the topic (as she becomes more familiar with the terminology, etc.).

To evaluate this hypothesis, for each asker in the Confident data set (training+test) we plot the number of days since registering on StackOverflow vs. the number of specific topic-related questions that require a substantial edit asked on this topic. As before, we use tags as topic indicator.

Our analysis shows that these two variables are highly negatively correlated, with a Spearman correlation of -0.72 (p-value<0.001). We remove all
users with a registration date older than 1500 days, and denote the activity of a user by a vector \((a_1, \ldots, a_{1500})\) where \(a_i\) denotes the number of questions and answers posted by this user at day \(i\) since his registration. Figure 5.4 shows the cumulative vector for all users involved in the topic C#. It can be observed that as time passes, a user asks less questions that require substantial edits. Though we only present the results for C#, we note that we observe the same trends for the top 20 topics (tags) on StackOverflow, which include Java, iOS and Python.

**Temporal Influence.** Similarly to hypotheses H2 and H3, we can also evaluate H4 by considering all questions posted in a particular year. If H4 holds, we expect to see a decreasing trend in questions requiring an edit. There is an influential factor, though, which will lead to more questions that require edits: new users registering and asking questions. Figure 5.5 plots:

\[
E = \#\text{edited questions} - \#\text{non-edited questions}
\]

in the Confident data partition over time, while Figure 5.6 depicts the evolution of user registrations in the same time period.

![Figure 5.5: Increase in edited questions over time.](image1)

![Figure 5.6: Increase in user registration over time.](image2)

The Spearman correlation between \(E\) and the number of user registrations is 0.79 with a p-value<0.001. This result provides additional support to the motivations of our work, as it shows that, despite the fact that an individual user asks fewer questions when he stays longer on StackOverflow, the increasing popularity of the platform leads to the creation of several more questions that could benefit from a systematic assessment of their quality.

**Influence of User “Age” on Edit Type.** Hypothesis 5 is concerned with the role that user seniority plays in influencing the types of information (Code, Attempt, or SEC) that are (not) initially included in the questions.
5.6. Conclusion

For each of the 1000 annotated questions, we calculate the age of the question as the difference between its posting date and the registration date, in StackOverflow, of its asker.

Figure 5.7 depicts the difference, in terms of age, of edited and non-edited questions in the context of the Code edit type: we observe that this type of edits is significantly (p-value<0.001 by a Mann-Whitney test) more likely to occur in the early days of a user’s activity on the platform; SEC and Attempt edits do not show significant differences.

![Figure 5.7: Influence of user age on posting a question which requires a Code type edit.](image)

Influence on Prediction. In a final experiment, we created additional features for edit and edit type prediction based on the results of the investigated hypotheses. The following features were added to the existing feature set: 1) tags of a question, 2) #activities of the asker, 3) #days between the registration of the asker and the time she posted the question, and, 4) #days between a question was posted and the time StackOverflow was launched.

In our experiments we did not observe substantial differences in F1 when adding those features to our original (unigram-based) feature set. This indicates that the content, i.e., the terms in a question, are more important that contextual factors for predicting the question (type) edit.

5.6 Conclusion

As CQA systems grow in popularity and adoption, the ability to provide automated quality enhancement tools is a key factor to guarantee usability, reliability, and high knowledge creation quality. In this chapter we explored a specific aspect of user contributions: the formulation of well-formulated questions. In order to receive useful answers, a question should feature positive characteristics such as specificity (i.e. provide enough details to understand
the nature of the problem), and clarity (i.e. provide examples, or personal experiences).

We analysed the editing behaviour of StackOverflow users, and identified three main classes of useful editing actions. We then applied machine learning techniques to define an approach for the automatic suggestion of edit types for newly created questions. With respect to the research questions listed in Section 5.1 we can draw the following conclusions:

- **RQ1**: Question edits are a very good indicator of the quality of a given question, as their presence is also a reflection of several distinct traits of the asker (e.g. being new to a given technology, knowledge in the targeted topic, etc.).

- **RQ2**: Using a simple unigram model, we observe classification accuracies (F1) between 63% and 70%. This is a very promising result which indicates the possibility for significant improvements when adopting more sophisticated techniques.

- **RQ3**: Out of three identified classes of edits, only one (namely code refinement) features good prediction performance. The results are encouraging, but suggest that a more in-depth analysis of the different type of editing actions is required, to gain a better understanding of their features.
Chapter 6

Modeling Task Complexity in Crowdsourcing

This chapter studies task complexity from the point of view of crowd perception. By collecting worker assessment on task complexity in human computation systems, we study how task complexity is perceived among workers, to look for related properties that are consistently deemed across workers. We then introduce a set of task design features (metadata, content, and visual) and a high-dimensional regression method for measuring task complexity. Finally, we demonstrate the importance of task complexity, by analyzing its role in improving the prediction of task completion rates.

---

This chapter is published as “Modeling Task Complexity in Crowdsourcing” [452], by J. Yang, J. Redi, G. Demartini, and A. Bozzon in Proceedings of the 4th AAAI Conference on Human Computation and Crowdsourcing, pages 149-158. AAAI, 2016.
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6.1 Introduction

Tasks play a significant role for all the actors involved in crowdsourcing campaigns: their designers – i.e. the requesters; their executors – i.e. the workers; and the platform (e.g., Amazon mTurk), which hosts them and enables their discovery, assignment, and reward.

Studying task properties is key for addressing core crowdsourcing problems such as task assignment and optimization, and worker retention [227]. To this end, previous research extensively covered the study of task meta-properties, e.g., setting appropriate rewards [13], with the goal of improving the effectiveness of human computation algorithms, and the quality of crowdsourcing output in general. Time is the dimension along which the human cost (e.g., fatigue, stress) associated with the execution of crowdsourcing tasks has been typically quantified. Incentives such as monetary rewards strongly depend on the estimation of task completion time. Complexity, instead, reflects not only temporal demands of task execution, but more holistically the real cognitive effort that performers need to put into the completion of tasks. Interestingly, this task property has so far been mostly neglected by crowdsourcing research.

Objective. Complexity has been identified as one of the most important task properties in a variety of fields studying the relationship between humans and computer artifacts. It is a construct that is widely used in behavioural sciences, towards investigating task cognitive load; nevertheless, it is surprisingly difficult to describe. To advance the theory and practice of crowdsourcing, we advocate the need for a systematic examination of how task complexity is perceived by workers, what contributes to task complexity, and of how it affects execution performance and output quality.

Being able to measure and predict task complexity can be highly beneficial for both workers and requesters. Example applications include more accurate reward estimation for a given task, better task routing approaches that take into account worker skills and expertise, and simpler worker reputation management by letting workers decide at which level of complexity to work without risks of compromising their reputation (e.g., a worker may want to start working on tasks with low complexity and increase it as she becomes more confident). Crowd answer aggregation [218, 196] and evaluation of worker performance [110, 111], where the complexity of the completed task can be taken into account when assessing work quality, may also benefit from it. Finally, a better understanding of task complexity dimensions may also inform better governance within enterprise crowdsourcing (i.e., tasks crowd-
sourcing within an enterprise to the crowd consisting of company employees) where different sociological issues exist (e.g., workload balance, different reward schemes, etc.) [219].

Original Contributions. This chapter makes a concrete step towards advancing our understanding of the complexity of crowdsourcing tasks and its quantification. We borrow from one of the most widely-used task complexity taxonomies [36], focusing on task complexity as a property of tasks perceived by workers during the interactions between them, i.e., subjective task complexity. Specifically, we seek answers to the following research questions:

- **RQ1**: How is the complexity of crowdsourcing tasks perceived by workers, and distributed over tasks?
- **RQ2**: Which task features can characterize crowdsourcing task complexity, and based on them how to predict task complexity in an automatic way?
- **RQ3**: How do task complexity features affect task performance?

By re-instantiating 61 tasks published in Amazon mTurk, we collect subjective complexity evaluations from workers by using the NASA Task Load Index. We define a quantifiable measure of subjective complexity (i.e., Mean Complexity Score), which shows that task complexity is coherently perceived by different workers, and which we show to be significantly influenced by task type. To understand the influence of task design on complexity perception and to ultimately develop an automatic way for measuring task complexity, we propose a high-dimensional regression method, named MFLR, to model the key dimensions of complexity from three classes of structural features of a crowdsourcing task, including metadata, semantic content, and visual appearance. We show that both the visual appearance and language used in task description can largely influence the perception of task complexity, and thus can be used to measure it. Then, we demonstrate that the same feature set can be used to improve task throughput prediction. We show that complexity is a relevant task modeling property, thus contributing a better understanding of how task formulation can affect task execution performance in crowdsourcing markets.
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6.2 Related Work

Task Complexity. Complexity is a multifaceted property of human-executed tasks, for which it is difficult to establish a holistic definition. It is generally agreed that task complexity \[36, 225\] depends on both objective task properties and individual characteristics of the task doer. As such, task complexity can be operationalized in terms of: 1) intrinsic complexity, which does not account for subjective perception and individual differences of task doers, but focuses exclusively on the features of the task; 2) subjective complexity, which measures the task as a function of the perception and handling of its performers; and 3) relative complexity, which considers the relative relationship between the difficulty of the task and the capabilities of the task doers. Subjective and intrinsic task complexity are related, as the former can be used to explain how the latter is handled by workers. In a comprehensive review of literature in information systems and organizational behavior, \[36\] concluded that “any objective task characteristic that implies an increase in information load, information diversity, or rate of information change can be considered a contributor to complexity”. In this chapter we focus on subjective complexity of crowdsourcing tasks, aiming at its quantification and the identification of task features that contribute to it.

Measuring Complexity of Crowdsourcing Tasks. Previous work investigated the relationship between task length and the trade-off between execution speed and result quality, showing how decomposition into simpler micro-tasks might lead to slower completion time but increased accuracy \[44\]. This recent result indicates even further the need for understanding the impact of task complexity on the dynamics of a crowdsourcing marketplace and how this affects all actors involved. While task complexity has been used in other work on crowdsourcing – e.g., by means of a post-task questionnaire \[111\] or for the purpose of measuring worker effort and motivation \[186\], our work is the first one looking at the different factors affecting perceived task complexity and to propose and evaluate methods to predict it given task properties.

\[43\] propose a method to quantify the effort involved in task execution, meant to be used to estimate the appropriate monetary rewards for a given task. The approach is based on a pilot launch of the task, within which the time available for task completion is selectively manipulated. The approach is able to estimate the time needed to obtain completion while achieving a given output accuracy level. W.r.t. \[113\], our work aims at measuring task complexity beyond completion time, and in a fully automated way, i.e.,
avoiding the need for a task to be “piloted” in order to estimate its required effort. We use a standard method to measure the ground truth perceived complexity of a task – that is the NASA Task Load Index (NASA-TLX) – and instrument a set of features (i.e., metadata, content, and visual, fully computable from the task data and html code) to predict task complexity.

NASA-TLX finds application in a variety of experimental tasks [42], including the domains of information retrieval [88], Human Computer Interaction [136]. Recently, it has been also used in crowdsourcing, as a tool to assess subjective judgment of task difficulty [157], or to support the development of semi-automatic reward strategies [15]. The focus of our work is on reaching a better understanding of the different dimensions involved in measuring the subjective complexity of a crowdsourcing task. This will allow the creation of tools and quantitative measures to support worker and requester interaction, and it paves the way for novel research focusing on crowdsourcing of complex tasks [122].

**Micro-task Crowdsourcing Markets.** Micro-task crowdsourcing platforms are becoming more and more popular for both academic and commercial use. A variety of tasks is being crowdsourced over these platforms, with workers executing them in exchange of a small monetary reward. A taxonomy of popular micro-task type has been proposed by [70], with audio transcription and survey being identified as two of the most popular task type [63]. In our work we use the same taxonomy to characterize tasks first and verify the impact of task type on complexity later.

### 6.3 Measuring and Modeling Task Complexity

To enable more efficient and fair mechanisms for microtask execution, we need a better understanding of which task features influence the success and effectiveness of online work. To this end, it is crucial to quantify the complexity of the tasks that humans (workers) have to carry out through (or in collaboration with) computer systems.

#### 6.3.1 Measuring Complexity with NASA TLX

In literature, hardly any characterization of crowdsourcing task complexity has been explored. We introduce here methods for characterizing and quantifying subjective complexity towards answering RQ1.
Subjective complexity is defined in terms of workers’ experience with a task \([36]\). It relates to the notion of workload, since it is defined as the perception of the level of complexity associated with the performance of a task. Subjective complexity is related to intrinsic complexity, but they are not necessarily identical. Intuitively, tasks of a given intrinsic complexity might be more demanding for a worker than another. Also, tasks can require high effort (high subjective complexity) without necessarily being structurally more complex (arguably, a text summarization task is more demanding than an image annotation one), but other tasks might be demanding due to their structural complexity (e.g., a long survey with many radio buttons).

In the ergonomics literature, many instruments exist to measure workload, mostly based on self-assessment. Among them, the NASA Task Load Index (NASA-TLX) \([93]\) is the most widely adopted. NASA-TLX is “a multi-dimensional rating procedure that provides an overall workload score based on a weighted average of ratings on six sub-scales: Mental Demands, Physical Demands, Temporal Demands, Own Performance, Effort and Frustration”. The test is straightforward: after completing the task to be evaluated, subjects are asked to rate workload along each of the subscales (typically, through 20-point likert scales ranging from 0 to 100, with endpoints anchored “low” and “high”). Then, subjects perform a pairwise comparison of the subscales, choosing among a pair the subscale which contributes the most to the overall workload. The pairwise comparison provides the relative weighting for each subscale \([93]\) in the final overall NASA-TLX score, which is then determined as the weighted sum of each subscale score multiplied by the corresponding weight. In this work we adopt the resulting TLX score, ranging between 0 and 100, to measure subjective complexity of crowdsourcing tasks.

6.3.2 Modeling Complexity with Task Features

Our second research question (RQ2) concerns determining which quantifiable and immutable properties of a task can be used to estimate subjective complexity. The focus is on properties that relate to the task structure (e.g., instantiation properties, graphical layout, instructions) but not to its matter. The difference is subtle but significant. A task can be instantiated having the same structure (e.g. GUI and instructions), but different content. For example, the same task structure could be instantiated to ask workers to search for a bird in a picture. In this case, the specific picture proposed to the worker for the search would be the matter. Presenting the worker with a realistic picture of a bird rather than Miro’s “The Migratory Bird” may significantly alter the complexity of the task. Investigating the influence of task matter
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On crowdsourcing task complexity poses issues of (1) data retrievability and (2) (multimedia) content interpretation, which is beyond the scope of this chapter. In the following we explore three classes of task structural properties, and specifically: metadata features, content features, and visual features. We provide a brief introduction to each category, and refer the reader to the companion page for a full description of the feature set.

**Metadata Features** include task attributes defined at task creation time. They are used by a requester to provide an overview of the activities to be performed (i.e. **Title** and **Description** length), the required qualifications (e.g. worker **Location** and minimum **Approval Rate**), the estimated **Allotted Time** time and **reward**, and the number of **Initial Hits**. Our hypothesis is that metadata features reflect complexity as seen from the requester’s point of view: intuitively, the task requester would reward higher compensation for more complex tasks, or provide a longer description to attract suitable workers.

**Content Features** aim at capturing the semantic richness of a task. Research in related domains – e.g. community question-answering systems [228], website complexity [106] – suggests that content features could be indicative of the requirements and quality of task specification, which could in turn influence the perceived complexity of a task. Content features include numerical properties like the **Amount of Words**, **Links**, and **Images** in the task body, but also the **Keywords** used to concisely describe the task; the actual words (**unigrams**) contained in its title, description, and body; and the high-level **Topics**, extracted from task title and content using Latent Dirichlet Allocation (LDA) [22]. We hypothesize that the content of a task captures its requirements and hence its complexity. Also, the use of language features like unigrams can help highlight poorly formulated task instructions, which may increase workers’ cognitive load at execution time.

**Visual Features** relate to visual properties of a task, including its layout and color palette. As the visual complexity of a Web page is known to influence the users’ cognitive effort during interaction [91], as well as users’ aesthetics impression [178], we hypothesize that the look and feel of a crowdsourcing task can also have influence on its complexity. We study visual features that insist on (1) the general Web page structure [106] such as **Body Text Percentage**, amount **stylesheet** and **script** files, and (2) the visual **areas** [178] such as number of **Text groups** and **Image areas**. Intuitively,

---


[3]The code used to extract visual areas is available at http://iis.seas.harvard.edu/resources/aesthetics-chi13/
one could expect features like the amount of text groups to be positively correlated with task complexity, while some others such as the amount of Emphasized Body Text Percentage to be negatively correlated with task complexity – a higher emphasized body text percentage may suggest that the task designer has put effort in managing the user experience. We also study color-related features, previously investigated on images [94] and websites [178]. Colorfulness is considered as one of the most notable features that influence emotional reaction [51]. We therefore hypothesize that it could also influence worker’s mood during task execution, and thus influence their perception of task complexity. The color features we will study include the histogram of colors, and HSV values.

6.4 Is Complexity Coherently Perceived by Workers?

Our study started with an experiment where we collected task complexity evaluation from workers. This section introduces our experiment and the analysis of how task complexity is perceived by workers and distributed over task type.

6.4.1 Experiment

Setup. To collect subjective complexity data, we first created a dataset of real mTurk tasks, to be then re-instantiated, executed, and evaluated by workers. As a first step, we extended mTurk-tracker4 to enable the retrieval of the complete set of resources associated with a task posted on mTurk, including meta-data, formatting (e.g. Javascript, CSS) and, when publicly

4http://www.mTurk-tracker.com/
available, content (e.g., images, audios). We performed the crawling during the first week of August 2015, retrieving 5487 tasks. We composed our final dataset of 61 tasks by picking from each requester active in the observation week one HIT per task type. The considered tasks have been labeled by the task type classifier developed in [33] for the task type taxonomy proposed in [30]. This was necessary because HITs from the same requester are often similar to each other, and the majority of HITs are posted by a small number of requesters. Selecting one HIT per task type and requester guaranteed diversity in the task set in terms of both HIT content and visual presentation, as well as in task type; an overview of the composition of the dataset is given in Table 6.1. We then instantiated the 61 tasks based on the crawled task data. To minimize the chance of learning bias, we use another platform, i.e. Crowdflower, to collect the complexity evaluation for these tasks. We turned to the CrowdFlower crowd also to include in the evaluation the judgment of workers from a broader set of countries, thus reducing the risk of country-specific biases. Then, we appended at the end of each task the NASA-TLX questionnaire of task complexity assessment, and we asked workers to fill it in with respect to the task they just executed. Workers were recruited among Crowdflower Level 3 contributors, and tasks and TLX completion were performed in an externally hosted server.

To obtain reliable complexity assessment, we aimed at having 15 workers executing each task and completing the related TLX. In addition, to control for the quality of the complexity evaluations, we implemented a post-hoc task execution filtering mechanism. Due to lack of supervision during task execution in crowdsourcing, misunderstandings of the task instructions, as well as low engagement or commitment to the task, unreliable task outputs are to be expected [24, 65]. As TLX entails subjective assessment of complexity, it was not possible to adopt a quality control based on golden answers [8]. Therefore, we implemented a mechanism of control for self-consistency. When presenting the workers with the 15 pairs of subscales at the end of TLX questionnaire, we repeated three pairs twice (non consecutively, so the workers would be less aware of the repetition). We would expect unreliable workers to skip through these pairs, randomly selecting an answer to finish the task fast, and possibly giving inconsistent answers on the repeated pairs.

Results. The 61 crowdsourcing tasks were executed and evaluated by 13 to 16 workers each ($M = 14.8 \pm 0.572$). In total, we obtained 903 evaluations, including: (1) a set of 6 judgments of complexity, each expressed along a different subscale, representing a different complexity factor (Mental, Physical, Temporal, Performance, Effort and Frustration); (2) a set of six weights, each
representing the relevance of each factor in computing the final task complexity and (3) an overall task complexity score. For each completed task, we also recorded both the time taken by each worker to complete it and the time taken to fill in the follow-up TLX questionnaire.

The filtering of task executions and evaluations was enacted when: 1) more than two mistakes were made in the control questions (i.e., repeated pairs of complexity factors in the questionnaire); and 2) the time taken to complete the TLX questionnaire was outside the range \( MEAN_{_CT}(i) \pm 2 \times std_{_CT}(i) \), where \( MEAN_{_CT}(i) \) is the average across workers of the time taken to fill in the questionnaire for task \( i \) and \( std_{_CT}(i) \) is the related standard deviation.\footnote{MEAN\(_{_CT}\) was computed per each task separately, rather than across tasks. This is due to the presence of a significant effect of the task \( i \) on the TLX completion time (Kruskal-Wallis Test, \( H = 142.89, p < 0.001 \)). This suggests that the characteristics of the task may have influenced the engagement of the worker with the task execution (and thereby questionnaire completion); workers poorly engaged with the task may have completed the TLX skipping through it (too fast) or doing other things while at it (too slow), either ways producing poorly reliable task evaluations.} For 34 of the 903 TLX completions (3.8%), workers made mistakes in all control questions; in 107 cases (11.8%), 2 out of the three control questions were answered in a wrong way. As a result, 15.6% of the evaluations were discarded. Of the remaining 762, 52 took either too short or too long to be completed (5.8%); hence, the following analysis is based on the remaining 710 evaluations (11.64 \pm 1.693 per task).

### 6.4.2 Perception and Distribution of Task Complexity

**Inter-evaluator Agreement.** The purpose of the subjective study was to establish a Mean Complexity Score (MCS) for each task, expressing the complexity of a given task as perceived, on average, by a crowd of workers executing it. This was functional to our follow-up experiment of complexity prediction. To establish MCS as ground truth, we verify the presence of a sufficient agreement among workers (evaluators) in expressing complexity scores: a too large disagreement would give large confidence intervals of the MCS, making them unreliable as ground truth.

Traditional inter-evaluator agreement measures are not applicable in our case, as they often assume repeated measures (e.g., Cronbach’s alpha). Krippendorff’s alpha does not have this limitation, but it has been shown to be of limited reliability for subjective evaluation tasks.\footnote{Krippendorff’s alpha is a measure of agreement for categorical data.} A possible different way to look at the problem is to check the extent to which individual evaluations are spread around the mean of the complexity (or complexity scores).
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<table>
<thead>
<tr>
<th>Factor</th>
<th>Complexity</th>
<th>Mental</th>
<th>Physical</th>
<th>Temporal</th>
<th>Performance</th>
<th>Effort</th>
<th>Frustration</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>0.2785</td>
<td>0.2627</td>
<td>0.2745</td>
<td>0.2897</td>
<td>0.2507</td>
<td>0.2503</td>
<td>0.2937</td>
</tr>
</tbody>
</table>

Table 6.2: SOS Hypothesis α values for Mean Complexity Scores and Mean Factor Scores.

factor) value per task. This type of analysis, often used in visual quality assessment tasks, can be applied to any type of subjective evaluation involving a pool of participants scoring the same item (in our case, a task $i$), for which a mean opinion score along some dimensions (complexity and its factors, in our case) is sought. The SOS hypothesis [98] is a useful tool to perform such type of analysis. It stems from the observation that Mean Opinion Scores (MOS; in our case, mean complexity - or complexity factor - scores for the tasks) and the spread of the individual scores around the MOS (as measured by their Standard Deviation, or SOS) are linked by a squared relationship. Specifically, if the dependent variable (i.e., complexity) is measured on a $K$-point scale, with $v_1$ being the lowest value of the scale and $v_K$ being the highest, for each task $i$ we can define the relationship $SOS(i)^2 = \alpha(-MOS(i)^2 + (v_1 + v_K)MOS(i) - (v_1 * v_K))$, with $MOS(i)$ the Mean Opinion Score for task $i$ and $SOS(i)$ the related standard deviation. The parameter $\alpha$ that regulates this relationship can be found by fitting the MOS to the SOS data. Its value can be compared with that of other subjective evaluation tasks, which are deemed to be more (high $\alpha$) or less (low $\alpha$) prone to high variability in evaluations.

Table 6.2 shows $\alpha$ values computed for complexity evaluations as well as evaluations of the individual complexity factors (mental, physical, temporal, performance, effort and frustration). $\alpha$ values range between 0.25 for the effort factors and performance and 0.29 for the frustration factors. Complexity evaluations have an $\alpha$ value of 0.28. This value is similar to what could be obtained in other subjective evaluations tasks (e.g. smoothness of web surfing, VoIP quality, cloud gaming quality, or image aesthetic appeal [98, 177], and we consider it acceptable. We thus conclude that subjective task complexity is coherently perceived by workers. The scores per task could be therefore aggregated into Mean Complexity Scores (MCS), and Mean Factor Scores (MFS) for each individual complexity factor. Figure 6.1 shows the MCS and MFS per task plotted against their related SOS, along with the curve fitting the data ($p$-value $< 0.001$ for each complexity factor) according to the SOS relationship described before.

**Subjective Task Complexity Scores.** We now analyse the output of the NASA-TLX questionnaire. We are interested in observing whether some complexity factors would get higher scores than others, and how users deemed
each factor relevant in the final complexity score. In this respect, we computed, in addition to MCS and MFS, also Mean Factor Weights (MFW), as the average weight value given by individual evaluators (i.e., workers) to the same task.

Kolmogorov-Smirnoff and Levene tests revealed MCS, MFS and MFW to be normally and homogeneously distributed, thus allowing the application of parametric analysis. The 61 tasks obtained an average complexity value of $63.78 \pm 11.56$. Figure 6.2 shows the factor values scored by the 61 tasks on average. A one-way ANOVA setup with complexity factor as independent value and mean score per task as dependent variable, revealed that tasks were scored significantly different along the six factors ($F = 22.414, df = 6, p < 0.001$). Specifically, tasks scored lower (according to post-hoc tests with Bonferroni correction) in physical complexity, and highest in mental complexity and effort. Considering that online crowdsourcing tasks usually involve very little physical labour, and more mental effort, these results are in line with the expectations. Perceived performance was also scored significantly lower than mental complexity and effort ($p < 0.001$ in both cases); this indicates that workers were, on average, relatively happy with their performance with the task (the lower the score on the performance sub-scale, the better the perceived performance). Finally, frustration scored significantly lower than all other factors (except for physical complexity), which suggests workers to be rather satisfied with the tasks we instantiated.

To understand the relative importance of each factor in the overall complexity perception, we also looked at the distribution of the MFW across tasks. An ANOVA with Bonferroni correction ($F = 170.821, df = 5, p < 0.001$), established that all factors had significantly different weights for our tasks (see Figure 6.3), except for effort and mental ($p = 0.767$). The latter two obtained, across tasks, relatively high weights indicating that mental
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**Figure 6.2:** Mean Scores per complexity factors across the 61 instantiated tasks. "**" indicates mean differences with significance to the .05 level, "***" indicates mean differences with significance to the .01 level.

**Figure 6.3:** Mean values of the weights assigned to the six complexity factors throughout the 61 instantiated tasks. All means are significantly different except those of mental complexity and effort.

Complexity and effort to complete the task are very relevant in judging the complexity of crowdsourcing tasks. Interestingly, the highest weight was assigned to performance. Whereas mental complexity was expected to have high relevance in the overall complexity, the fact that workers seem to care about the degree to which they perform the task properly, suggests that intrinsic motivation (as in willingness to perform the assigned job properly) may play more than a marginal role in workers satisfaction and overall motivation to complete complex crowdsourcing tasks. Frustration, which obtained on average the lowest weight, seems instead not impact majorly the overall perceived complexity of the task.
Finally, we verified whether task type (see Table 6.1) had an influence on perceived complexity, as well as task performance time, and TLX completion time. As complexity scores were normally and homogeneously distributed when clustered according to task, we used again parametric testing. Note that we excluded from the analysis the task of type “other” as we only had one datapoint for that category. Task type was found to have a significant effect on complexity ($F = 3.729$, $df = 5$, $p = 0.06$). This effect could be entirely explained by the significant difference in complexity between Content Creation and Interpretation and Analysis tasks, the latter found to be less complex than the former by an average 11.61 points ($p = 0.017$ after Bonferroni correction). Task performance time and TLX completion time were found to be non-normally distributed. A Kruskal Wallis test revealed that for both dependent variables, task type did not have a significant effect (for task execution time: $H = 9.067$, $p = 0.170$; for TLX completion time: $H = 2.159$, $p = 0.866$).

6.5 Task Complexity Prediction

Having collected subjective complexity scores for our 61-task dataset, we then checked whether our proposed features were useful to predict it.

**Feature sets.** As input for our model, we experiment separately with each of the feature categories described before (metadata, content, and visual features). We also test a fourth prediction configuration, in which a LDA is applied to content features to extract semantic topics, thereby reducing the dimensionality of the feature set for model training and testing. The dimensionality of metadata, visual and semantic features was 9, 14, and 1447, respectively.

**Regression models.** Due to the high dimensionality of content features, we propose a novel regression model, i.e. matrix factorization boosted linear regression (MFLR), that performs at the same time 1) dimension reduction, via non-negative matrix factorization [129], and 2) regression, via Lasso [213]. The key idea of MFLR is to learn latent complexity dimensions (LCD’s) that are predictive for task complexity. To do so, the model jointly optimizes matrix factorization and regression functions as follows

$$
\min_{U,V \geq 0,W} \|X - UV^T\|_F^2 + \lambda\|UW^T - Y\|_F^2 + \lambda_X(\|U\|_F^2 + \|V\|_F^2) + \lambda_Y\|W\|_1
$$

(6.1)
6.5. Task Complexity Prediction

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Linear</th>
<th>Lasso</th>
<th>MFLR</th>
<th>Random Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metadata</td>
<td>13.37</td>
<td>13.16</td>
<td>–</td>
<td>9.94</td>
</tr>
<tr>
<td>Visual</td>
<td>14.86</td>
<td>12.50</td>
<td>9.97</td>
<td>10.21</td>
</tr>
<tr>
<td>Content</td>
<td>12.87</td>
<td>9.97</td>
<td>10.00</td>
<td>9.23</td>
</tr>
<tr>
<td>Content LDA</td>
<td>10.34</td>
<td>9.23</td>
<td>–</td>
<td>11.80</td>
</tr>
</tbody>
</table>

Table 6.3: Subjective complexity estimation, measured by mean absolute error (MAE). The best predicting model for each feature class is highlighted in bold; the best performance across all features with different regression models is underlined.

where $||X - UV^T||_F^2$ factorizes the task-feature matrix $X$ to two smaller matrices, i.e. $U$ as the task-LCD matrix and $V$ as the feature-LCD matrix; $||UV^T - Y||_F^2$ takes task LCD’s ($U$) for predicting the complexity ($Y$). The regularization terms $L_X(U, V)$ and $L_Y(W)$ are implemented with Frobenius and $L_1$ norm, and regulated by $\lambda_X$ and $\lambda_Y$ respectively.

In MFLR, feature importance can be computed as $F_{\text{importance}} = V W^T$, where feature $f_i$ has contribution $V[i]W^T$, with $V[i]$ denoting the distribution of feature $f_i$ over the learned latent complexity dimensions.

To assess the performance of MFLR, we experiment with 3 methods: 1) Linear regression, used as the baseline model; 2) Lasso, which is a linear model with feature selection; and 3) Random forest, which is an ensemble model known for its good generalization capabilities.

**Parameter setting.** For Lasso, we use the default setting in sklearn\(^7\), in which the regularization parameter is set to 1, which implies that the error function and the regularization term have the same weight. To make the results comparable, we also set $\lambda = \lambda_Y$ in MFLR. Using a grid search on the training data, we set the parameters of MFLR as follows: $\lambda_X = 1, \lambda = \lambda_Y = 0.01$. To account for the Content features dimensionality variance, we set the number of topics to be extracted by LDA to 10, so as the number of latent complexity dimensions of MFLR.

**Results.** Table 6.3 summarizes the resulting prediction performance. We ran a 5-fold cross-validation and report the averaged performance measured by mean absolute error (MAE). The ground truth task complexity is 63.78 ± 11.46 based on crowd worker annotations. The MAEs of different configurations fall into the range (9, 14), an acceptable error considering the ground truth figures. Overall, content features yield the best prediction performance.

\(^6\)We refer the reader to our companion page for the detailed optimization algorithm.
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Table 6.4: Features more correlated (positively and negatively) with subjective complexity.

<table>
<thead>
<tr>
<th>Visual Feature</th>
<th>Imp.</th>
<th>Semantic Feature</th>
<th>Imp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>visualAreaCount</td>
<td>3.25</td>
<td>linkCount</td>
<td>2.42</td>
</tr>
<tr>
<td>hueAvg</td>
<td>0.09</td>
<td>wordCount</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>keyword: audio</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>keyword: transcribe</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>keyword: writing</td>
<td>0.06</td>
</tr>
<tr>
<td>imageAreaCount</td>
<td>-0.27</td>
<td>unigram: clear</td>
<td>-0.06</td>
</tr>
<tr>
<td>colorfulness1</td>
<td>-0.63</td>
<td>unigram: identify</td>
<td>-0.07</td>
</tr>
<tr>
<td>scriptCount</td>
<td>-1.52</td>
<td>unigram: date</td>
<td>-0.09</td>
</tr>
<tr>
<td>valAvg</td>
<td>-1.71</td>
<td>keyword: easy</td>
<td>-0.10</td>
</tr>
<tr>
<td>cssCount</td>
<td>-1.82</td>
<td>imageCount</td>
<td>-1.01</td>
</tr>
</tbody>
</table>

Notably, prediction with visual features is also significantly improved with MFLR, a result that shows the good performance achievable by MFLR also with a lower number of dimensions. We account these results to the fact that MFLR re-combines features into latent complexity dimensions, projecting the input data into a (low-dimensional) transformed space better characterizing task complexity. This has obvious benefits with respect to Lasso, which uses the original feature space instead; with respect to LDA, the advantage of MFLR is in the fact that the latent complexity factors derivation is guided by the regression, thereby increasing the predictive power of LC5s.

**Important features.** Table 6.4 summarizes the visual and content features most positively and negatively correlated with complexity. The most positively correlated visual feature is the number of visual areas, indicating that more visual items lead to higher task complexity perceived by workers. The presence of curated layouts and interactions (CSS and Javascript) are negatively correlated features with complexity, suggesting that a better design of the task presentation and more interactive components could decrease the complexity perceived by workers. Notably, the stronger visual factor is valAvg, i.e. the “value” (or “lightness”) of the task design. In content features, complexity is reflected from the point of view of required actions to be performed by workers (e.g., transcribe), task type (e.g., writing), and content matter (e.g. audio). The amount of task elements (text, images, links) also plays a relevant role.
6.6 Can Task Complexity Features Help Improve Task Performance Prediction?

As structural features of tasks have an influence on subjective complexity, we are interested in understanding if they are also helpful in predicting task performance. This section reports our efforts in applying the task complexity feature set on task performance prediction, where we approximate task performance by execution throughput. Our interest is in 1) evaluating the utility of using the complexity feature set for throughput prediction, 2) understanding the features that yield best prediction performance, and compare them with the ones best for complexity prediction.

6.6.1 Experimental Setup

**Data Preparation.** We operate on a five year dataset \cite{dataset}, collected from Amazon mTurk from 2009 to 2014. The dataset contains more than 2.56M distinct batches, and 130M HITs. All batches in the dataset are described by metadata, but only 55% of them are provided with task content. No task in the dataset contains all the information (e.g. CSS stylesheets, external resources) required to evaluate visual features. The throughput prediction problem has been previously studied in \cite{downs}. The goal is to predict the number of tasks executed in a predefined time span. We apply the same experimental methodology as in \cite{downs}. We randomly select 50 time points, uniformly sampled from 5 months (June to October 2014) of mTurk market data. For each time point, we predict the #tasks executed in the following hour, using as training data information about tasks published and executed in the previous four hours. To avoid biases due to the over-representation in the marketplace of a specific requester, we sample the task space by selecting, for each requester, a single batch per task type. This choice allows to keep an accurate distribution of task type, while avoiding compensation for the inevitable skewness introduced by big market players \cite{downs}. The result is an experimental dataset consisting of 8675 tasks. To better characterize prediction performance on batches with different throughput magnitude, we divide the dataset into three subgroups, according to the power-law distribution, with batch size varying in the range of \([1, 10]\), \([10, 100]\) and \([100, 1000]\), respectively. For evaluation, we again use the Mean Absolute Error (MAE) as a metric to measure prediction performance.

**Feature Sets.** As input for throughput prediction, we experiment separately with each metadata and content features. Visual features could not be tested...
due to their absence in the majority of tasks. We also include task and market dynamic features, which are related to the execution context of the task in the marketplace. Inspired by [63], we consider properties of the marketplace in the observation interval, including: the total number of Available HITs in the market (to account for market size); the total number and relative size of Published and Completed HITs (to account for market speed); and the total amount of Available and Obtained Rewards (to account for market value). The resulting feature dimensionality is 9 and 11, respectively; content features dimensionality varies according the number of unigrams in the subgroup, leading to $26.4k \ ([1, 10])$, $15.2k \ ([10, 100])$ and $1.3k \ ([100, 1000])$ content features, respectively.

Models and Parameter Setting. We experimented again with Linear regression, Lasso and Random Forest regression. In this case of task performance predict on, MFLR finds latent performance dimensions (LPD) drawn from the considered feature classes. We also applied LDA on content features for topic modeling. We set both the number of topics for LDA and the number of latent performance dimensions of MFLR to 100.

### 6.6.2 Results

Table 6.5 summarizes the prediction performance obtained by applying different feature classes to the considered regression models. The comparison of prediction performance on different feature classes highlights how dynamic features (i.e., the marketplace context) provide the least prediction support; this is an interesting result, that hints to the greater importance of objective task features for throughput prediction. We observe that metadata feature achieves good performance with Random Forest and content features achieves good performance with Lasso. This is not surprising, given that content features are of high dimensionality and Lasso properly select predictive features for task performance estimation. Interestingly, high-level semantic features, i.e. topics extract via LDA, achieves better performance than plain content feature with Lasso, which shows that dimension reduction improves the predictive power of content features. Most importantly, content features achieves the best performance with MFLR compared to all configurations when applied to (in batch groups [1 – 10] and [10 – 100]), which is consistent with the complexity prediction experiment. It is worth noting that the configurations of [1 – 10] and [10 – 100] are the ones where the other models make the biggest errors, relatively to the range within throughput varies.
<table>
<thead>
<tr>
<th>Feature Set</th>
<th>[1,10) (GT: 3.01±2.35)</th>
<th>[10,100) (GT: 29.92±21.63)</th>
<th>[100,1000) (GT: 265.45±185.97)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metadata</td>
<td>3.88 3.78 – 3.65</td>
<td>18.35 18.11 – 17.45</td>
<td>126.81 126.45 – 107.60</td>
</tr>
<tr>
<td>Content</td>
<td>518.29 3.42 2.72</td>
<td>576.44 16.86 15.65</td>
<td>265.45 110.14 116.33</td>
</tr>
<tr>
<td>Content LDA</td>
<td>4.11 3.42 – 4.55</td>
<td>18.92 17.88 – 19.75</td>
<td>123.11 118.15 – 128.43</td>
</tr>
</tbody>
</table>

Table 6.5: Throughput prediction performance of different feature classes and regression models, measured by MAE. Results are reported for three batch groups: throughput within the range of [1,10), [10,100), and [100,1000). GT is the ground truth throughput. In every group, the best performance among different regression models for each class of features is highlighted in bold; the best performance among all feature classes for every group is underlined.
Content features are more informative than metadata features in low throughput groups ([1, 10] and [10, 100]), with significant performance differences in both cases ($p < 0.01$, Wilcoxon signed-rank test); however, metadata features work better in the group [100, 1000], although with non significant differences in performance ($p = 0.36$, Wilcoxon signed-rank test). These results complement previous work in throughput prediction [63], where high prediction performance is mainly guided by the Initial Hits metadata feature. We show how the importance of such feature significantly decreases in low throughput groups, where content features have a prominent role. These results might indicate that workers execute large batches mainly due to the high volume of HITs available to be executed, while for batches of smaller sizes the content of the task have a bigger influence on workers’ decision for task execution. Therefore requesters are recommended to better design their tasks of small batch sizes.

### Important Features

Table 6.6 (line 2-6) shows the latent performance dimensions of content features that contribute the most in prediction: the most important LPD1 contains terms related to the type of actions required from the worker (arguably, copying and pasting of text are a simple actions to perform); the second and third most important LPD’s reflect performance from the point of view of task type (information finding – find, online, google – is known to be among the most demanding type of crowdsourcing tasks, in terms of worker labour). Finally, the fourth LPD hints to the type of annotation to be performed (subjective, looking for expressions and emotions), and to the type of content (images and videos). Table 6.6 (line 7-8) summarizes the most important unigrams across factors. Terms related to actions, task type, and task matter emerge as most representative.

### Features for Complexity vs. Performance

Content features can be used to predict both task complexity and task performance. Are there content features able to predict both? We tested the presence of correlation
### 6.7 Conclusion

This work studied the subjective complexity (i.e., as perceived by workers) of crowdsourcing tasks. We defined (1) an operational way to quantify subjective complexity; (2) a set of objective features (i.e., quantities computable

---

<table>
<thead>
<tr>
<th>- CPX</th>
<th>+ CPX</th>
</tr>
</thead>
<tbody>
<tr>
<td>know, words, exact guidelines, shown free, ask, based change, load, tell notes, number, need</td>
<td>photo, picture, text thank, best, easy address, job, pay accept, right</td>
</tr>
<tr>
<td>questions, answer file, provide create, options, listed save, issues, result personal, send, unable</td>
<td>transcribe, audio, images review, feedback, search read, article, try code, writing, sentence carefully, follow, instructions</td>
</tr>
</tbody>
</table>

Table 6.7: Top-15 unigrams associated with each positive (+) and negative (-) correlation with complexity (CPX) and throughput (TP) prediction.
from the task metadata and HTML code) from which to predict complexity automatically; and (3) a novel regression model, MFLR, that shows superior performance for complexity prediction. We were able to deliver a model predicting subjective task complexity in an accurate and fully automatic way; features describing the semantic content of the task are most predictive for complexity, followed closely by the features describing the visual appearance of the task. We show how this feature set is also useful to improve the prediction of task throughput when workers’ task selection strategy is not influenced by batch size.

Our automatic complexity predictors have the potential to impact crowdsourcing research widely. We expect them to be useful in deploying new strategies for workers retention by, e.g., adjusting task complexity over a batch of tasks. We also expect that measuring task complexity will create a better communication channel between requesters and workers thanks to the shared understanding of the required effort to complete the task, as well as the implementation of more fair compensation mechanisms.
Chapter 7

On the Role of Task Clarity in Microtask Crowdsourcing

This chapter studies another important task property, namely, task clarity. Through a survey with 100 workers in human computation systems, we show that unclear tasks is indeed a big concern for workers in task execution. We then introduce a method for task clarity modeling based on the goal and role clarity constructs, and a novel method for measuring task clarity. We further show that task clarity is highly uncorrelated with task complexity, thus contributing a new understanding of the relationship between these two important properties of tasks in knowledge creation.
7.1 Introduction

Microtask crowdsourcing has become an appealing approach for data collection and augmentation purposes, as demonstrated by the consistent growth of crowdsourcing marketplaces such as Amazon Mechanical Turk\(^2\) and CrowdFlower\(^3\).

Task consumption in microtask crowdsourcing platforms is mostly driven by a self-selection process, where workers meeting the required eligibility criteria select the tasks that they prefer to work on. Workers strive to maintain high reputation and performance to access more tasks, while maximizing monetary income. When discussing such a trade-off, the dominant narrative suggests that workers are more interested in obtaining their rewards, than in executing good work. We challenge this widespread opinion by focusing on an often neglected component of microtask crowdsourcing: the clarity of task description and instructions in terms of comprehensibility for workers.

Poor formulation of tasks has clear consequences: to compensate for a lack of alternatives in the marketplace, workers often attempt the execution of tasks despite a sub-optimal understanding of the work to be done. On the other hand, requesters are often not aware of issues with their task design, thus considering unsatisfactory work as evidence of malicious behaviour and deny rewards. As a result, crowd workers get demotivated, the overall quality of work produced decreases, and all actors lose confidence in the marketplace. Despite the intuitive importance of task clarity for microtask crowdsourcing, there is no clear understanding of the extent by which the lack of clarity in task description and instructions impacts worker performance, ultimately affecting the quality of work.

Research Questions and Original Contributions. This chapter aims at filling this knowledge gap by contributing novel insights on the nature and importance of task clarity in microtask crowdsourcing. By combining qualitative and quantitative analysis, we seek to answer the following research questions.

- **RQ1**: What makes the specification of a task unclear to crowd workers? How do workers deal with unclear tasks?

First, we investigate if clarity is indeed a concern for workers. We designed and deployed a survey on the CrowdFlower platform, where we asked workers...
to describe what makes a task unclear, and to illustrate their strategies for dealing with unclear tasks. The survey involved 100 workers, and clearly highlights that workers confront unclear tasks on a regular basis.

Some workers attempt to overcome the difficulties they face with inadequate instructions and unclear language by using external help, dictionaries or translators. Several workers tend to complete unclear tasks despite not understanding the objectives entirely.

These results demonstrate the need for methods for task clarity measurement and prediction, and shaped the formulation of the following questions.

- **RQ2**: How is the clarity of crowdsourcing tasks perceived by workers, and distributed over tasks?

Inspired by work performed in the field of organizational psychology, we consider clarity both in the context of what needs to be produced by the worker (goal clarity) and how such work should be performed (role clarity). We sampled 7.1K tasks from a 5 years worth dataset of the Amazon mTurk marketplace. Tasks were published on CrowdFlower to collect clarity assessments from workers. Results show that task clarity is coherently perceived by crowd workers, and is affected by the type of the task. We unveil a significant lack of correlation between the clarity and the complexity of tasks, thus showing that these two properties orthogonally characterize microwork tasks.

- **RQ3**: Which features can characterize the goal and role clarity of a task? Using such features, to what extent can task clarity be predicted?

We propose a set of features based on the metadata of tasks, task type, task content, and task readability to capture task clarity. We use the acquired labels to train and validate a supervised machine learning model for task clarity prediction. Our proposed model to predict task clarity on a 5-point scale achieves a mean absolute error (MAE) of 0.4 (SD=.003), indicating that task clarity can be accurately predicted.

- **RQ4**: To what extent is task clarity a macro-property of the Amazon mTurk ecosystem?

We analyzed 7.1K tasks to understand how task clarity evolves over time. We found that the overall task clarity in the marketplace fluctuates over time,
albeit without a discernible pattern. We found a weak positive correlation between the average task clarity and the number of tasks deployed by requesters over time, but no significant effect of the number of tasks deployed by requesters on the magnitude of change in task clarity.

7.2 Related Literature

**Text readability.** Readability has been defined as the sum of all elements in text that affect a reader’s understanding, reading speed and level of interest in the material \[55\]. There has been a lot of work in the past on analyzing the readability of text, as summarized in \[49\]. Early works range from simple approaches that focus on the semantic and syntactic complexity of text \[120\], or vocabulary based approaches where semantic difficulty is operationalized by means of gathering information on the average vocabulary of a certain age or social status group \[39\]. More recently, authors proposed statistical language models to compute readability \[50\]. Other works studied the lexical richness of text by capturing the range and diversity of vocabulary in given text \[145\]. Several machine learning models have also been proposed to predict the readability of text \[173, 117\]. De Clerq et al. recently investigated the use of crowdsourcing for assessing readability \[56\]. The vast body of literature corresponding to text readability has also resulted in several software packages and tools to compute readability \[80, 53\].

In this chapter, we draw inspiration from related literature on text readability in order to construct features that aid in the prediction of task clarity on crowdsourcing platforms.

**Task Clarity in Microtask Crowdsourcing.** Research works in the field of microtask crowdsourcing have referred to the importance of task clarity tangentially; several authors have stressed about the positive impact of task design, clear instructions and descriptions on the quality of crowdsourced work \[147, 195, 121, 18\]. Grady and Lease pointed out the importance of wording and terminology in designing crowdsourcing tasks effectively \[79\]. Alonso and Baeza-Yates recommended providing ‘clear and colloquial’ instructions as an important part of task design \[7\]. Kittur et al. identified ‘improving task design through better communication’ as one of the pivotal next steps in designing efficient crowdsourcing solutions in the future \[122\]. The authors elaborated that task instructions are often ambiguous and incomplete, do not address boundary cases, and do not provide adequate examples. Khanna et al. studied usability barriers that were prevalent on
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Amazon mTurk (AMT), which prevented workers with little digital literacy skills from participating and completing work on AMT [118]. The authors showed that the task instructions, user interface, and the workers’ cultural context corresponded to key usability barriers. To overcome such usability obstacles on AMT and better enable access and participation of low-income workers in India, the authors proposed the use of simplified user interfaces, simplified task instructions, and language localization. More recently, Yang et al. investigated the role of task complexity in worker performance, with an aim to better the understanding of task-related elements that aid or deter crowd work [232].

While the importance of task clarity has been acknowledged in the micro-task crowdsourcing community, there is neither a model that describes task clarity nor a measure to quantify it. In this chapter, we not only propose a model for task clarity, but we also present a means to measure it. To the best of our knowledge, this is the first work that thoroughly investigates the features that determine task clarity in microtask crowdsourcing, and provides an analysis of the evolution of task clarity.

**Task Clarity in Other Domains.** In the field of organizational psychology, researchers have studied how the sexual composition of groups affects the authority behavior of group leaders in cases where the task clarity is either high or low [189]. In this case, the authors defined task clarity as the degree to which the goal (i.e., the desired outcome of an activity) and the role (i.e., the activities performed by an actor during the course of a task) are clear to a group leader. In self-regulated learning, researchers have widely studied task interpretation as summarized in [184]. Hadwin proposed a model that suggests the role of the following three aspects in task interpretation and understanding; (i) implicit aspects, (ii) explicit aspects, and socio-contextual aspects [87, 86]. Recent literature regarding task interpretation in the learning field has revolved around text decoding, instructional practices or perceptions of tasks on the one hand [33, 107, 141], and socio-contextual aspects of task interpretation such as beliefs about expertise, ability, and knowledge on the other hand [37, 54].

Inspired by the modeling of task clarity in the context of authority behavior in Psychology, we model task clarity as a combination of goal clarity and role clarity (as explained in Section 7.4).
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7.3 Are Crowdsourced Microtasks always clear?

We aim to investigate whether or not workers believe task clarity to impact their work performance (RQ1). We thereby deployed a survey consisting of various questions ranging from general demographics of the crowd to questions regarding their experiences while completing microtasks on crowdsourcing platforms.

7.3.1 Methodology

We deployed the survey on CrowdFlower\(^4\) and gathered responses from 100 distinct crowd workers. To detect untrustworthy workers and ensure reliability of the responses received, we follow recommended guidelines for ensuring high quality results in surveys [71]. To this end, we intersperse two attention check questions within the survey. In addition, we use the filter provided by CrowdFlower to ensure the participation of only high quality workers (i.e., level 3 crowd workers as prescribed on the CrowdFlower platform). We flagged workers who failed to pass at least one of the two attention check questions and do not consider them in our analysis.

7.3.2 Analysis and Findings

Worker's Experience. We found that around 36% of the workers who completed the survey earn their primary source of income through crowd work. 32.6% of the workers claim to have been contributing piecework through crowdsourcing platforms over the last 3 to 6 months. 63.2% of the workers have been doing so for the last 1 to 3 years. A small fraction of workers (3.2%) claim to have been working on microtasks for the last 3 to 5 years, while 1% of the worker population has been contributing to crowdsourced microtasks for over 5 years. During the course of this time, almost 74% of workers claim to have completed over 500 different tasks.

What factors make tasks unclear? We asked the workers to provide details regarding the factors that they believe make tasks unclear, in an open text field. The word-cloud in Figure 7.1(a) represents the responses collected from the crowd workers. Workers complained about the task instructions and descriptions being 'vague', 'blank', 'unclear', 'inconsistent', 'imprecise', 'ambiguous', or 'poor'. Workers also complained about the language used; 'too many words', 'high standard of English', 'broken English', 'spelling', and so on.

\(^4\)http://crowdflower.com
7.3. Are Crowdsourced Microtasks always clear?

forth. Workers also pointed out that adequate examples are seldom provided by requesters. Excerpts of these responses are presented on the companion webpage5.

Figure 7.1: (a) Word-cloud representing factors cited by workers that make tasks unclear. Size of words indicate frequency. (b) Degree of influence of task clarity on performance.

**Task Clarity and Influence on Performance.** Around 49% of workers claimed that up to a maximum of 30% of the tasks that they worked on were unclear. 37% of workers claimed that between 31-60% of the tasks they completed lacked clarity, while 14% of the workers claimed that more than 60% of their completed tasks were unclear. We also asked the workers about the perceived influence of task clarity on their performance. Our findings are presented in the Figure 7.1(b). A large majority of workers believe that task clarity has a quantifiable influence on their performance. We also asked workers about the frequency of encounter for tasks containing difficult words, which might have hindered their performance. Figure 7.2(a) depicts our findings, indicating that workers observed tasks which contained difficult words reasonably frequently.

**How do workers deal with unclear tasks?** We investigated the frequency with which workers complete tasks despite the lack of clarity. As shown in Figure 7.2(b), we found that nearly 27% of workers complete less than 10% of the unclear tasks that they encounter.

On the other hand, another 27% of workers completed more than 50% of all the unclear tasks they come across. In addition, around 18% of workers used dictionaries or other helpful means/tools to better understand over 50%

5https://sites.google.com/site/ht2017clarity/
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![Graphs showing frequency of tasks with difficult words and frequency of workers completing unclear tasks.](a) Frequency of tasks with difficult words, and (b) frequency of workers completing unclear tasks.

of tasks they completed. 20% of workers used translators in more than 50% of the tasks that they completed.

7.4 Modeling Task Clarity

We address RQ2 by modeling task clarity of crowdsourced microtasks as a combination of goal clarity and role clarity. Inspired by previous work in organizational psychology [189], we define task clarity as a combination of the extent to which the desired outcome of a task is clear (goal clarity), and the extent to which the workflow or activities to be carried out are clear (role clarity).

7.4.1 Assessing Task Clarity

Task clarity of microtasks in a marketplace is a notion that can be quantified by human assessors by examining task metadata such as the title, keywords, instructions and description. Since these are the main attributes that requesters use to communicate the desired outcomes of the tasks, and prescribe how crowd workers should proceed in order to realize the objectives, we argue that they play an important role in shaping crowd work.
7.4.2 Acquiring Task Clarity Labels

With an aim to understand the distribution of task clarity across the diverse landscape of tasks on AMT [63], we sampled 7,100 tasks that were deployed on AMT over a period of 1 year between October 2013 to September 2014. For every month spanning the year, we randomly sampled 100 tasks of each of the 6 task types proposed in previous work [70]: content creation (CC), information finding (IF), interpretation and analysis (IA), verification and validation (VV), content access (CA) and surveys (SU). Next, we deployed a job on CrowdFlower to acquire task clarity labels from crowd workers. We first provided detailed instructions describing task clarity, goal clarity and role clarity. An excerpt from the task overview is presented below:

“Task clarity defines the quality of a task in terms of its comprehensibility. It is a combination of two aspects; (i) goal clarity, i.e., the extent to which the objective of the task is clear, and (ii) role clarity, i.e., the extent to which the steps or activities to be carried out in the task are clear.”

In each task workers were required to answer 10 questions on a 5-point Likert scale. The questions involved assessing the goal and role clarity of the corresponding task, the overall task clarity, the influence of goal and role clarity in assessing overall task clarity, clarity of title, instructions and description, the extent to which the title conveyed the task description, the extent to which the keywords conveyed the task description and goal of the task, and the quality of language in the task description. Apart from these 10 questions, workers were provided with an optional text field where they could enter comments or remarks about the AMT task they evaluated. We gathered responses to these questions for each of the 7,100 tasks from 5 distinct crowd workers. We controlled for quality by using the highest quality restriction on CrowdFlower, that allows only workers with a near perfect accuracy over hundreds of different tasks and varying task types. In addition, we interspersed attention check questions where workers were asked to enter alphanumeric codes that were displayed to them. In return, workers were compensated according to the hourly rate of 7.5 USD.

---

6Note that there were fewer than 100 tasks of the CA type in a few months during the time period considered. In those cases, we considered all available tasks.

7Preview available in the companion page: [https://sites.google.com/site/ht2017clarity/](https://sites.google.com/site/ht2017clarity/).
7.4.3 Perception of Task Clarity

We found that the mean task, goal and role clarity across the different tasks were nearly the same. On average, workers perceived tasks to be moderately clear ($M=3.77$, $SD=.53$). The same is the case with goal clarity ($M=3.76$, $SD=.53$) and role clarity ($M=3.76$, $SD=0.54$). On investigating the influence of goal and role clarity on the crowd workers in adjudicating the overall task clarity, we found that role clarity and goal clarity were both important in determining task clarity. On average, workers responded that goal clarity influenced their judgment of overall task clarity to an extent of $3.98/5$ ($SD=.51$), and that in case of role clarity was $3.93/5$ ($SD=.52$). We found that goal clarity was slightly more influential than role clarity in determining the task clarity, and this difference was statistically significant; $t(14199) = 25.28, p < .001$.

We also analyzed the relationship of task clarity with goal and role clarity respectively. We found strong positive linear relationships in both cases, as shown in Figure 7.3.

![Figure 7.3: Relationship of Task Clarity with (a) Goal Clarity, and (b) Role Clarity. The trendline is represented in green, and the regression line is represented by the thick red line.](image)

We computed Pearson’s $r$ between task clarity with each of goal and role clarity: $r(14998) = .85, R^2 = .72, p < .001$ and $r(14998) = .86, R^2 = .74, p < .001$. These findings indicate that it is equally important for task requesters to ensure that the objective of the task, as well as the means to achieve the desired outcome are adequately communicated to crowd workers via the task title, instructions and description, and keywords associated with the task.
7.4. Modeling Task Clarity

Inter-worker Agreement. To find out whether or not task clarity is coherently perceived by workers, we verify the presence of agreement of task clarity evaluations among workers. Given the subjective nature of task clarity evaluations, we apply the SOS Hypothesis \[8\], which examines the extent to which individual evaluations of clarity spread around the mean clarity value per task. The SOS Hypothesis has proven to be more reliable than other inter-evaluator agreement measures such as Krippendorff’s alpha, in subjective assessment tasks that involve a set of participants evaluating the same item – in our case, the same task \[8\]. In SOS Hypothesis, we test the magnitude of the squared relationship between the standard deviation (i.e. SOS) of the evaluations and the mean opinion score (MOS; in our case, mean clarity score), denoted by $\alpha$. The value of $\alpha$ can then be compared with those of other subjective assessment tasks that are deemed to be more (high $\alpha$) or less prone to disagreement (low $\alpha$) among evaluators. Specifically, for 5-point scale evaluations, SOS Hypothesis tests a square relationship between SOS and MOS by fitting the following equation:

\[
SOS(i) = -\alpha MOS(i)^2 + 6\alpha MOS(i) - 5\alpha
\]

considering each task $i$ in the evaluation pool.

\begin{table}[h]
\centering
\begin{tabular}{lcccc}
\hline
Clarity & Task Clarity & Goal Clarity & Role Clarity \\
\hline
$\alpha$ & 0.3166 & 0.3229 & 0.3184 \\
\hline
\end{tabular}
\caption{SOS Hypothesis $\alpha$ values for Task Clarity, Goal Clarity and Role Clarity.}
\end{table}

Table 7.1 shows the $\alpha$ values computed for task clarity, goal clarity and role clarity. All these evaluations have a value of 0.32, which is similar to what could be obtained in other subjective assessment tasks such as smoothness of web surfing, VoIP quality, and cloud gaming quality \[8\]. We therefore consider it acceptable. Figure \[7.4\] shows the fitted quadratic curve against worker evaluations for individual tasks. A significant correlation could be obtained between the fitted SOS value and the actual SOS value (Pearson’s $r = 0.506, p < .001$). In conclusion, we find that task clarity is coherently perceived by workers. The substantial evidence of workers’ agreement in perceiving task clarity helps establish the mean clarity score as ground truth for modeling task clarity using objective task features, as we report in Section 7.5.

Task Types and Perception of Task Clarity.
We investigated the impact of task types on the perception of task clarity and the constructs of goal and role clarity. We note that Levene’s test for homogeneity of variances was not violated across the different task types with respect to each of task, goal and role clarity. We conducted a one-way between workers ANOVAs to compare the effect of task types on the perception of task, goal and role clarity respectively. We found a significant effect of task type on the perception of task clarity at the $p < .01$ level, across the 6 task type conditions; $F(5, 7002) = 6.176, p < .001$. Post-hoc comparisons using the Tukey HSD test indicated that the perception of task clarity in some task types was significantly poorer than others; as presented in Table 7.2.

We also found a significant effect of task type on (i) the perception of goal clarity at the $p < .01$ level, across the 6 task type conditions; $F(5, 7002) = 5.918, p < .001$, and (ii) the perception of role clarity at the $p < .01$ level, across the 6 task type conditions; $F(5, 7002) = 8.074, p < .001$. Post-hoc comparisons using the Tukey HSD test (Tables 7.3 and 7.4) indicated that the perception of goal and role clarity in some task types was significantly poorer than others.

**Table 7.2:** Post-hoc comparisons using the Tukey HSD test to investigate the effect of task types on task clarity. Comparisons resulting in significant outcomes are presented here. (* indicates $p < .05$ and ** indicates $p < .01$)
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Table 7.3: Post-hoc comparisons using the Tukey HSD test to investigate the effect of task types on goal clarity. Comparisons resulting in significant outcomes are presented here.

(* indicates $p < .05$ and ** indicates $p < .01$)

<table>
<thead>
<tr>
<th>Task Type</th>
<th>M</th>
<th>SD</th>
<th>Comparison</th>
<th>Tukey HSD p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA</td>
<td>3.76</td>
<td>0.52</td>
<td>CA vs VV</td>
<td>0.006**</td>
</tr>
<tr>
<td>CC</td>
<td>3.76</td>
<td>0.50</td>
<td>CC vs VV</td>
<td>0.004**</td>
</tr>
<tr>
<td>IA</td>
<td>3.74</td>
<td>0.51</td>
<td>IA vs SU</td>
<td>0.005**</td>
</tr>
<tr>
<td>IF</td>
<td>3.78</td>
<td>0.52</td>
<td>IA vs VV</td>
<td>0.001**</td>
</tr>
<tr>
<td>SU</td>
<td>3.82</td>
<td>0.51</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VV</td>
<td>3.83</td>
<td>0.50</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.4: Post-hoc comparisons using the Tukey HSD test to investigate the effect of task types on role clarity. Comparisons resulting in significant outcomes are presented here.

(* indicates $p < .05$ and ** indicates $p < .01$)

<table>
<thead>
<tr>
<th>Task Type</th>
<th>M</th>
<th>SD</th>
<th>Comparison</th>
<th>Tukey HSD p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA</td>
<td>3.75</td>
<td>0.51</td>
<td>CA vs SU</td>
<td>0.030*</td>
</tr>
<tr>
<td>CC</td>
<td>3.76</td>
<td>0.50</td>
<td>CC vs VV</td>
<td>0.001**</td>
</tr>
<tr>
<td>IA</td>
<td>3.73</td>
<td>0.52</td>
<td>CC vs SU</td>
<td>0.048*</td>
</tr>
<tr>
<td>IF</td>
<td>3.78</td>
<td>0.51</td>
<td>IA vs SU</td>
<td>0.001**</td>
</tr>
<tr>
<td>SU</td>
<td>3.82</td>
<td>0.50</td>
<td>IA vs VV</td>
<td>0.001**</td>
</tr>
<tr>
<td>VV</td>
<td>3.84</td>
<td>0.48</td>
<td>IF vs VV</td>
<td>0.043*</td>
</tr>
</tbody>
</table>

7.4.4 Task Clarity and Task Complexity

Recent work by Yang et al. modeled task complexity in crowdsourcing micro-tasks [232]. By using the task complexity predictor proposed by the authors, we explored the relationship between task clarity and task complexity. We found no significant correlation between the two variables across the different types of 7,100 tasks in our dataset (see Figure 7.5(a)). This absence of a linear relationship between task complexity and task clarity suggests that tasks with high clarity can still be highly complex or tasks with low clarity can have low task complexity at the same time.

We analyzed the relationship between task clarity and complexity across different types of tasks, and found that there is no observable correlation between the two variables across the different types of tasks. As can be observed from Figure 7.3, a majority of tasks are perceived to lie within the range of moderate to high clarity. We therefore further investigated tasks with low clarity or complexity.
Relationship in Tasks with Low Clarity.

As shown earlier, task clarity was coherently perceived by workers. We reason that tasks corresponding to a clarity rating < 3 have relatively low clarity. We investigated the effect of task types on the relationship between task clarity and complexity in tasks with low clarity. Using Pearson’s $r$, we found a weak positive linear relationship between the two variables in information finding (IF) tasks with low clarity (see Figure 7.5(b): $N=80$, $r=.34$). This can be explained as a consequence of complex workflows required to complete some IF tasks, where high task complexity is concomitant with relatively high task clarity. Accordingly, in IF tasks with low clarity, task complexity accounted for 11.56% of the variance in task clarity (the coefficient of determination, $R^2=.1156$, $p<.01$). We did not find a significant relationship between the two variables in the low clarity subsets of other task types.

Relationship in Tasks with Low Complexity.

Similarly, we consider tasks having a complexity score < 50 have relatively low complexity. We investigated the effect of task types on the relationship between task clarity and complexity in tasks with low complexity. Using Pearson’s $r$, we found a weak negative linear relationship between the two variables in content access (CA) tasks with low complexity (see Figure 7.5(c): $N=41$, $r=.311$). Thus, in CA tasks with low complexity, task clarity accounted for 9.67% of the variance in task complexity (the coefficient of determination, $R^2=.0967$, $p<.05$).

Discussion. The lack of linear correlation between clarity and complexity yields interesting observations. While surprising (intuitively, one might assume that a better task formulation – high clarity – would yield a lower complexity), this result is aligned with the classical theory on cognitive load,
by Sweller and Chandler [209]. The theory postulates the presence of two sources of cognitive load: intrinsic and extraneous. Intrinsic cognitive load refers to the inherent difficulty in the content of presented material, which approximates task complexity in our context; extraneous cognitive load, on the other hand, refers to the organization and presentation of material, i.e. task clarity in our context. Sweller and Chandler suggest in their theory that, while the intrinsic cognitive load is unalterable, the extraneous cognitive load can either be increased because of inappropriate instructional design, or be reduced by well-structured presentation. We show that the theory can find application in microtask crowdsourcing, as tasks of similar complexity can either be of high clarity or low clarity.

When considering tasks of specific types, however, we find correlation could be established. Specifically, we find a negative correlation with content access (CA) tasks, thus suggesting that (poorly formulated) tasks asking workers to interact with on line content (e.g. watch a video, click a link) can be perceived more complex to execute. With information finding (IF) tasks, high task complexity maps with high clarity, thus suggesting that requests for complex finding and retrieval operations can be associated with clearer instructions. These results provide further insights into the relationship between task clarity and complexity, and call for further investigation.

7.5 Prediction of Task Clarity

In this section we tackle RQ3 and propose to model task clarity based on objective features that are extractable from tasks. We envision a system that could automatically predict task clarity and thus provides feedback to requesters on task design and to workers on task selection and execution. To test the feasibility of this idea, our study starts by designing task features that are potentially predictive for task clarity; we then build a predictive model to automatically learn task clarity based on these features.

7.5.1 Features Sets

We explore four classes of task features, namely: metadata features, task type features, content features, and readability features. In the following we provide a brief introduction to each feature class, and refer the readers to the companion page for a full description of the feature set.
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Metadata Features are the task attributes associated with the definition of tasks when they are created. Typical metadata features include the number of initial HITs, attributes of the descriptions about desired activities to be performed by workers (e.g., title length and description length), the required qualification of workers (e.g., worker location and minimum approval rate), the estimated execution time (i.e., allotted time) and reward. These features characterize a task from different aspects that might be correlated with task clarity. For example, we assume that a longer description could entail more efforts from the requester in explaining the task.

Task Type Features categorize a task into one of the six task types defined by [70]. They are therefore high level features that comprehensively describe what knowledge is in demand. Through previous analysis, we have observed that task type has a significant effect on the perception of task clarity. We therefore assume that task type could be indicative of task clarity in prediction.

Content Features capture the semantics of a task. These features use the high-dimensional bag of words (BOW) representation. To maximize the informativeness of the content features while minimizing the amount of noise, one-hot (i.e., binary) coding was applied to the BOW feature of task title and keywords, while TF-IDF weighting was applied to the BOW feature of task description. It has been shown by research in related domains (e.g., community Q&A systems [228]) that the use of words is indicative of the quality of task formulation, therefore we are interested in understanding the effect of language use on workers’ perception of task clarity.

Readability Features are by nature correlated with task clarity: tasks with higher readability are better formulated, and are thereby expected to have a higher clarity. We experiment with several widely used readability metrics in our clarity prediction task to understand their predictive power of task clarity. These include the use of long words (long_words), long sentence (words_per_sentence), the use of preposition, nominalization, and more comprehensive readability metrics such as ARI, LIX, and in particular, Coleman_Liau, which approximates the U.S. grade level necessary to comprehend a piece of text.

7.5.2 Prediction Results

Due to the high dimension of the content features (size of vocabulary = 10,879), we apply the Lasso method, which does feature selection and re-
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gression simultaneously. We adopt 5-fold cross-validation and mean absolute error (MAE) for evaluation. Table 7.5 shows the prediction results. The prediction on task clarity achieves a MAE of 0.4032 ($SD = 0.0031$). The relatively small error compared to the scale of ground truth (i.e. 1-5) indicates that task clarity can be predicted accurately. In addition, the small standard deviation shows that the prediction is robust across different tasks. Similar results also hold for the prediction of goal clarity and role clarity, which confirms our previous observation that both are highly correlated with the overall task clarity.

<table>
<thead>
<tr>
<th>Clarity</th>
<th>Task Clarity</th>
<th>Goal Clarity</th>
<th>Role Clarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>0.4032±0.0031</td>
<td>0.4076±0.0067</td>
<td>0.4008±0.0070</td>
</tr>
</tbody>
</table>

Table 7.5: Prediction results for Task Clarity, Goal Clarity and Role Clarity, shown by $\mu \pm \sigma$.

**Predictive Features.** In the following we analyze the predictive features selected by Lasso. Table 7.6 shows the features with positive and negative coefficients in the Lasso model after training for task clarity prediction, i.e. features that are positively and negatively correlated with task clarity. Similar observations can be obtained for predicting goal and role clarity.

With regard to metadata features, it can be observed that longer descriptions and more keywords are positively correlated with task clarity. This suggests that more description and keywords could potentially improve the clarity of task formulation. We also observe that the increased use of images, or less use of external links could enhance task clarity. These are reasonable, since intuitively, images can help illustrate task requirements, while external links would bring in extra ambiguity to task specification in the absence of detailed explanations.

With regard to task type features, we find that tasks of type SU and VV are in general of higher clarity, while tasks of type IA are of lower clarity. This result confirms our previous findings.

With regard to content features, we observe that keyword features are more predictive than other types of content features (e.g. words in title or description). Predictive keywords include audio, transcription, survey, etc., which can actually characterize the majority of tasks in AMT. We therefore reason that workers’ familiarity with similar tasks could enhance their perception of task clarity.
Finally, several interesting findings with regard to task readability are observed as follows. First, many types of readability scores are indicative of task clarity, indicating a strong correlation between task readability and task clarity. Second, compared with description or keyword readability, title readability is most predictive of task clarity. As an implication for requesters, putting efforts in designing better titles can improve task clarity. Third, we observe a positive correlation between task clarity and Coleman_Liau, which approximates the U.S. grade level necessary to comprehend the text. The increase of Coleman_Liau (i.e., more requirements on workers’ capability to comprehend the title) therefore does not lead to lower task clarity perceived by workers. The result is not surprising, given the demographic statistics of crowdworkers \[63\]. However, it raises questions on the suitability of this class of microtask crowdsourcing tasks for other types of working population.

On decomposing Coleman_Liau and exploring the effect of length of words (in terms of #letters) and length of sentences (in terms of #words), it can be observed that longer words (i.e., long_words) would decrease task clarity, while longer sentence (i.e., words_per_sentence) can enhance task clarity. This suggests that workers can generally comprehend long sentences, while the use of long words would decrease task clarity. This is consistent with

<table>
<thead>
<tr>
<th>Feat. Class</th>
<th>Feature</th>
<th>Coef.</th>
<th>Feature</th>
<th>Coef.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metadata</td>
<td>number_keywords</td>
<td>0.719</td>
<td>external_links</td>
<td>-0.598</td>
</tr>
<tr>
<td></td>
<td>description_length</td>
<td>0.295</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>number_images</td>
<td>0.071</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>total_approved</td>
<td>0.011</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task Type</td>
<td>VV</td>
<td>0.434</td>
<td>IA</td>
<td>-0.922</td>
</tr>
<tr>
<td></td>
<td>SU</td>
<td>0.413</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content</td>
<td>keyword: audio</td>
<td>2.673</td>
<td>keyword: id</td>
<td>-2.658</td>
</tr>
<tr>
<td></td>
<td>keyword: transcription</td>
<td>1.548</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>keyword: survey</td>
<td>1.178</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Readability</td>
<td>preposition</td>
<td>1.748</td>
<td>ARI</td>
<td>-1.982</td>
</tr>
<tr>
<td></td>
<td>GunningFogIndex</td>
<td>1.467</td>
<td>long_words</td>
<td>-0.671</td>
</tr>
<tr>
<td></td>
<td>Coleman_Liau</td>
<td>0.855</td>
<td>syllables</td>
<td>-0.478</td>
</tr>
<tr>
<td></td>
<td>words_per_sentence</td>
<td>0.620</td>
<td>nominalization</td>
<td>-0.136</td>
</tr>
<tr>
<td></td>
<td>characters</td>
<td>0.237</td>
<td>pronoun</td>
<td>-0.104</td>
</tr>
<tr>
<td></td>
<td>LIX</td>
<td>0.150</td>
<td>FleschReadingEase</td>
<td>-0.075</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>RIX</td>
<td>-0.038</td>
</tr>
</tbody>
</table>

* For the sake of comparison, each value is shown with original coefficient $\times 10^2$.

Table 7.6: Predictive features for task clarity prediction.
7.6 Evolution of Task Clarity

7.6.1 Role of Task Types

To address RQ4, we investigated the evolution of task clarity over time (see Figure 7.6). We found that there was no monotonous trend in the overall average task clarity over time, as shown in Figure 7.6(a). We also investigated our findings from RQ1, where workers identified difficult words as a factor that decreased task clarity and also suggested that tasks with difficult words are commonplace in the microtask crowdsourcing market. We also found a positive correlation between preposition and task clarity, in contrast to the negative correlation between syllables or nominalization and task clarity. These results suggest that partitioning sentences with prepositions could increase task clarity, while complicating individual words decreases task clarity.

7.6 Evolution of Task Clarity

Figure 7.6: (a) Evolution of overall task clarity and (b) with respect to different types of tasks from Oct’13-Sep’14, (c) distribution of tasks corresponding to requesters who deployed them, (d) distribution of the average task clarity of tasks corresponding to distinct requesters across the 12 months, (e) relationship between the average task clarity and the number of tasks deployed by experienced requesters, (f) ΔTaskClarity of requesters who deployed tasks during more than 6/12 months in our dataset.
the effect of task type on the evolution of task clarity. We found no discernible
trend in the evolution of task clarity of different types of tasks over the 12
month period considered in the dataset (Figure 7.6(b)). We conducted a
one-way ANOVA to compare the effect of task type on the evolution of task
clarity over time. We did not find a significant effect of task type on the
everal of task clarity at the p < .05 level, across the 6 task type conditions;
\[ F(5, 66) = 0.081, p = .994. \]

These findings suggest that the overall task clarity in the marketplace
varies over time but does not follow a clear pattern. This can be attributed
to the organic influx of new task requesters every month [63]. To identify
whether the experience of task requesters plays a role in the evolution of task
clarity, i.e., whether individual requesters deploy tasks with increasing task
clarity over time we investigated the role of requesters in the evolution of
task clarity.

### 7.6.2 Role of Requesters

Recent analysis of the AMT marketplace, revealed that there is an organic
growth in the number of active requesters and a constant growth in the
number of new requesters (at the rate of 1,000 new requesters per month) on
the platform [63]. Poor task design leading to a lack of task clarity can be
attributed to inexperienced requesters. To assess the role of requesters in the
evolution of task clarity, we analyzed the evolution of task clarity of different
types of tasks with respect to individual requesters.

We analyzed the distribution of unique requesters corresponding to the
7.1K tasks in our dataset. We found that a few requesters deployed a large
portion of tasks, as depicted by the power law relationship in Figure 7.6(c).
We also found that over 40% of the requesters exhibited an overall average
task clarity of ≥ 4/5, and in case of nearly 75% of the requesters it was found
to be over 3.5/5 (as presented in Figure 7.6(d)). We considered requesters
who deployed ≥ 15 tasks within the 12-month period as being experienced
requesters, and analyzed the relationship between the number of tasks they
deployed with the corresponding overall task clarity. Using Pearson’s \( r \), we
found a weak positive correlation between the average task clarity and the
number of tasks deployed by experienced requesters (see Figure 7.6(c)); \( r = .28 \). Thus, the experience of requesters (i.e., the number of tasks deployed)
explains over 8% of the variance in the average task clarity of tasks deployed
by the corresponding requesters; the coefficient of determination, \( R^2 = 0.081 \).
7.6. Evolution of Task Clarity

Considering the requesters who deployed tasks during more than 6 months in the 12-month period, we investigated the overall change in terms of average task clarity of the tasks deployed from one month to the next. We measure the overall change in task clarity for each requester using the following equation.

$$\Delta\text{TaskClarity}_r = \frac{1}{n} \sum_{i=1}^{n} (TC_{i+1} - TC_i)$$

where, $TC_i$ represents the average task clarity of tasks deployed by a requester in the month $i$, $n$ is the total number of months during which requester $r$ deployed tasks.

Figure 7.6(f) presents our findings with respect to the overall change in task clarity corresponding to such requesters. The size of the points representing each requester depict the number of tasks deployed by that requester. We did not find a significant effect of the number of tasks deployed by requesters on the magnitude of change in task clarity.

Based on our findings, we understand that the overall task clarity in the marketplace fluctuates over time. We found a weak positive linear relationship between the number of tasks deployed by individual task requesters and the associated task clarity over time. However, we did not find evidence that the magnitude of change in task clarity is always positive in case of experienced requesters.

7.6.3 Top Requesters

We note that the top-3 task requesters accounted for around 67% of the tasks that were deployed between Oct’13 to Sep’14. The requesters were found to be SpeechInk–1,061 tasks, AdTagger–944 tasks, and CastingWords–824 tasks. The evolution of task clarity of the tasks corresponding to these requesters over time is presented in the Figure 7.7 below.

To understand the effect of the task requesters on the evolution of task clarity over time, we conducted a one-way between requesters ANOVA. We found a significant effect of task requesters on the evolution of task clarity across the three different requester conditions (SpeechInk, AdTagger, CastingWords) over the 12-month period; $F(2, 33) = 11.837, p < .001$. Post-hoc comparisons using the Tukey HSD test revealed that the evolution of task clarity corresponding to tasks from SpeechInk and AdTagger were significantly different in comparison to CastingWords.
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We observe a gradual increase in the task clarity of CastingWords tasks over time in contrast to the other two top requesters. In the context of these requesters and the time period of Oct’13-Sep’14, we explored the Turkopticon ratings corresponding to the requesters. Turkopticon collects ratings from workers on the following qualities: fairness of a requester in approving/rejecting work, communicativity— the responsiveness of a requester when contacted, generosity— quality of pay with respect to the amount of time required for task completion, promptness of the requester in approving work and paying the workers. Figure 7.8 presents a comparison of the Turkopticon ratings of the 3 requesters for each of the four qualities. We note that SpeechInk received consistently better ratings across all qualities within the given period. This coincides with the relatively higher task clarity of SpeechInk ($M=3.83$, $SD=0.47$) tasks when compared to CastingWords ($M=3.73$, $SD=0.48$) tasks over the 12 months (see Figure 7.7). A two-tailed T-test revealed a significant difference in the task clarity between SpeechInk and CastingWords; $t(1883)=18.43$, $p < .001$. We did not find ratings of tasks deployed by AdTagger on Turkopticon during the time period considered. However, we present a comparison based on the ratings received by AdTagger prior to Oct’13. Once again, in comparison to CastingWords we note that the higher overall quality ratings of AdTagger on Turkopticon coincide with the higher task clarity over the 12 months ($M=3.85$, $SD=0.48$); $t(1766)=25.23$, $p < .001$.

Through our findings it is clear that task clarity is not a global, but a local property of the AMT marketplace. It is influenced by the actors in
the marketplace (i.e., tasks, requesters and workers) and fluctuates with the changing market dynamics.

7.7 Conclusion

In this chapter we examined task clarity, an important, yet largely neglected aspect of crowdsourced microtasks. By surveying 100 workers, we found that workers confront unclear tasks on a regular basis. They deal with such tasks by either exerting extra effort to overcome the suboptimal clarity, or by executing them without a clear understanding. Poor task formulation thereby greatly hinders the progress of workers’ in obtaining rewards, and in building up a good reputation.

To better understand how clarity is perceived by workers, we collected workers’ assessments for 7.1K tasks sampled from a 5 years worth dataset of the AMT marketplace. With an extensive study we revealed that clarity is coherently perceived by workers, and that it varies by the task type. In addition, we found compelling evidence about the lack of direct correlation between clarity and complexity, showing the presence of a complex relationship that requires further investigation. We proposed a supervised machine learning model to predict task clarity and showed that clarity can be accurately predicted. We found that workers’ perception of task clarity is most influenced by the number of keywords and title readability. Finally, through temporal analysis, we show that clarity is not a macro-property of the AMT ecosystem, but rather a local property influenced by tasks and requesters.

In conclusion, we demonstrated the importance of clarity as an explicit property of microwork crowdsourcing tasks, we proposed an automatic way to measure it, and we unveiled interesting relationships (or lack thereof) with syntactical and cognitive properties of tasks. Our findings enrich the current understanding of crowd work and bear important implications on structuring workflow. Predicting task clarity can assist workers in task selection and guide requesters in task design.
Part III

Task Assignment
This part addresses the problem of task assignment, i.e. associating tasks to crowds. Task assignment plays a centre role in knowledge creation systems, as it provides a mean to accelerate knowledge creation by optimizing the association of tasks to crowds, based on properties of both crowds and tasks. In this part, we formulate task assignment as a recommendation problem, i.e., we implement task assignment as recommending tasks to crowds. We will therefore use the term \textit{task assignment} exchangeably with \textit{task recommendation}, and use \textit{users} and \textit{items} in the context of recommendation to refer to \textit{crowds} and (resources of) \textit{tasks}, respectively. Building upon the previous chapters on crowd and task modeling, this part aims at showing how, by exploiting crowd and task properties, it is possible to design a new class of task assignment methods to improve the knowledge creation process.

In the following chapters, we will first demonstrate the benefit of incorporating crowd and task properties for task assignment. Then, we will introduce two novel methods that can exploit the structured nature of properties of crowds and tasks, which are often organized in a hierarchy (e.g. a taxonomy). Finally, we explore the state-of-the-art neural network technique to better learn the representations of crowds and tasks, thus to improve task assignment performance.

\textbf{Chapter 8.} By performing a study over 6 years of data from the StackOverflow platform, we first extend our previous study on crowd modeling to the intrinsic and extrinsic motivations, and their relationships across users and question topics. By defining metrics of expertise and (intrinsic and extrinsic) motivations, we show how they distribute and correlate across platform’s users and topics. We then show how topic-specific combinations of motivations and expertise can help improve the accuracy of task assignment, thus accelerating the knowledge creation process.

\textbf{Chapter 9.} To fully exploit the properties of crowds and tasks for task recommendation, we investigate the relationship among the properties encoded in a hierarchical structure (e.g. a taxonomy). For this purpose, we study a specific class of recommendation methods, namely, feature-based recommendation. Feature-based methods mainly consider features (i.e. properties, in our context) that are organized in a flat structure where features are independent and in a same level. Through an empirical study, we show that \textit{vertically}-affiliated features in a hierarchy can be used to describe the similarity between users or items. We thus propose a novel regularization method to model such similarity, namely, recursive regularization. Furthermore, we design a novel recommendation methods, namely ReMF, which integrates
recursive regularization into the widely used latent factor model to improve recommendation performance.

**Chapter 10.** We then extend our study to the relationships of *horizontally* organized features (i.e. siblings and cousins) in a hierarchy. We define metrics for two types of feature relationships that can be induced from the horizontal organization of features: complementary and alternative relationships. We show in real-world datasets that feature relationships in horizontal dimension can help explain and further model user-item interactions. To fully exploit feature hierarchies, we propose a unified recommendation framework, i.e. HieVH, to seamlessly fuse both vertical and horizontal dimensions for recommendation. Extensive validation on real-world datasets shows the superiority of HieVH against the state of the art.

**Chapter 11.** Finally we look into neural network based methods, which have shown to be highly effective in learning representations for a variety of objects, such as words in natural language, visual objects in images, and recently, users and items in recommender systems. Given the specific requirement of recommendation, i.e., recommending a ranked list of items to users, we first adapt the general neural network based representation learning method to enable personalized ranking for recommendation. Following the previous chapters, we design a unified Bayesian framework, namely MRLR, to integrate personalized ranking with the structured properties of users and items for recommendation. By extensive validation on real-world datasets, we show the benefit of MRLR in providing more accurate recommendations as well as more interpretable recommendation results.

To summarize, this part first demonstrates the efficacy of the properties of crowds and tasks for task assignment. By formulating task assignment as a recommendation problem, we further push forward the field of recommendation by contributing novel recommendation methods that can fully exploit the structure of properties of crowds and tasks.
Chapter 8

Harnessing Engagement for Knowledge Creation Acceleration in Community Q&A Systems

This chapter investigates the effect of incorporating properties of crowds and tasks for task assignment. Specifically, we focus on community question answering (CQA) systems, and study the effect of user engagement properties, including intrinsic and extrinsic motivations, and expertise, on question recommendation. We perform a cross-topic analysis, to show the positive effect of user properties and question topics on improving question recommendation performance.

---
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8.1 Introduction

In community question-answering (CQA) systems users (askers) create questions, counting on topically-defined communities to provide an answer to their needs. Community members can browse existing questions, and decide whether or not to contribute to ongoing discussions. Such decisions are influenced by a multitude of factors, including time constraints, quality and difficulty of the question, and the knowledge of the answerer. Previous work \[10, 229, 204\] shows how engagement elements such as gamifications mechanisms, and expertise valorization can provide users with the right incentive for participation and collaborative knowledge creation.

While successful, such factors cannot prevent CQAs from facing several sustainability challenges. The volume of submitted questions overgrows the amount of new users willing, and capable, of answering them; a large portion of questions do not receive good (up-voted) answers, and even well-posed questions might wait for a long time before receiving a good answer \[176, 228\]. Recent studies have proposed to solve these problems with acceleration mechanisms such as: automatic detection of poorly formulated questions, question editing suggestion \[176, 228\], or question routing \[84, 170, 110, 432\].

To maximize the effectiveness of such mechanisms, a better comprehension of the mechanisms of knowledge creation in CQAs is needed. Recent research \[85, 229\] shows that engagement and topical expertise are complementary user properties. In this chapter we advocate for a more in-depth understanding of the interplay that exists between them, and we aim at demonstrating how they can be used to accelerate knowledge creation in CQA systems.

Our working hypothesis is that the process of knowledge creation is topically dependent, and that is driven by a mix of intrinsic motivations, extrinsic motivations, and topical expertise of CQAs users. We suggests that different topic-specific knowledge needs demand for different types of contributor: intuitively, to generate the best answer, some questions may require active answerers engaged in discussion; others may only need one expert user to directly provide the right answer. To test our hypothesis we focus on StackOverflow, a question-answering system specialized in programming-related issues. The chapter provides the following original contributions:

1. A study, focusing on the relation that exist between intrinsic motivations (e.g. interest), extrinsic motivations (e.g. reward), and expertise in topically-centred communities;
2. An off-line question routing experiment, aimed at verifying the impact of (intrinsic and extrinsic) motivations and expertise in user modelling for question recommendation.

Our work provides novel insights on the mechanisms that regulate knowledge creation in CQA systems. Although the study and the experiment focus on StackOverflow data, we believe that our results are of general interest. The study shows the relevant impact that different topics exercise on (intrinsic and extrinsic) motivation and expertise: the results can be used to devise novel engagement and retention mechanisms, aimed at accelerating knowledge creation by maximising the effectiveness of contributors. The experiment presented in the chapter provides empirical evidences of how existing CQAs can profit from the adoption of question routing mechanisms that include topical interest, motivations, and expertise as user modelling properties.

The remainder of the chapter is organized as follows: Section 8.2 briefly introduces engagement dimension in CQAs. Section 8.3 analyses (intrinsic and extrinsic) motivations and expertise in StackOverflow, while Section 8.4 shows how they can improve question routing performance. Section 8.5 describes related work, before Section 8.6 presents our conclusions.

8.2 Engagement Dimensions In CQA Systems

User engagement is defined as “the emotional, cognitive and behavioural connection that exists, at any point in time and possibly over time, between a user and a resource” [13]. Among the attributes that characterize engagement (e.g. aesthetics, endurability, novelty, reputation), user context embeds a combination of user- and context-dependent factors that profoundly influence and affect the relation between CQAs and their users. In this work we focus on two factors, namely: the motivations driving users’ activities; and users’ expertise, as assessed by their peers, in a given topic of interest.

**Motivation**, is a precondition for action. To foster user engagement, system designers must understand the reasons why users take a particular action. The Self-Determination Theory [58] differentiates between intrinsic and extrinsic motivation.

**Intrinsic motivations** lead individuals to perform an activity because of their personal interest in it; or because its execution gives some form of satisfaction. Users of CQAs are often intrinsically motivated [161]; they decide to
interact with systems and their communities: a) To look for existing solutions to their issues; this involves browsing the CQA content, in search for the right formulation of knowledge need and, the answer(s) to it. b) To post a new question to the community, when no existing solution can be found. Or, c) to get satisfaction from the sense of efficacy perceived when, convinced to possess the skills and competence required to contribute to an ongoing discussion, they provide a new answer, or they comment/vote existing questions and answers.

When extrinsically motivated, individuals perform an activity for an outcome different from the activity itself, e.g. to obtain external rewards. A typical example of an engagement mechanism that exploits extrinsic motivation is gamification [10]. CQA systems often adopt two forms of external rewards: 1) a public reputation score, calculated by summing the number of votes obtained by all the posted questions and answers; and 2) a set of badges, assigned after achieving pre-defined goals (e.g. complete at least one review task, achieve a score of 100 or more for an answer).

Expertise. An expert can be defined as someone who is recognized to be skilful and/or knowledgable in some specific field [66], according to the judgment of the public, or of peers. In CQAs, social judgement is critical for expert identification. A question is usually answered by a set of users, whose answers are voted up or down by other members of the platform, thus reflecting the a user’s capability of applying knowledge to solve problems. Hence, voting from other users can be seen as an unbiased, cyber simulation of social judgement for the answerers’ expertise level [229]. Expertise can be seen as an example of intrinsic motivation related to competence. However, we stress the fundamental difference that exists between one’s perception of competence (which is self-established, and often biased), and social judgement: by being externally attributed, the latter might not set off the same type of intrinsic triggers. Simply put: being perceived as an expert does not necessarily imply behaving like one. Next section elaborates on this behavioural difference, and provides quantitative support to our classification choice.

8.3 Analysing Extrinsic Motivations, Intrinsic Motivations, and Expertise in StackOverflow

The first part of our work studies how intrinsic motivations, extrinsic motivations, and expertise manifest themselves in topically-centred CQAs communities. We analyse StackOverflow, a popular CQA system launched in
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2008 with the goal of becoming a very broad knowledge base for software developers. StackOverflow now features more than 2.7M users, 6.5M active questions, 11.5M answers, 26.1M comments, and 35.2K tags used by users to briefly characterize the subjects of the submitted questions. StackOverflow periodically releases a public version of the platform database, which can be accessed at https://archive.org/details/stackexchange. Our study is based on data created up until January 2014.

To investigate topical diversity, we categorize tags into 14 topics, shown in Table 8.1. Topics are identified by analyzing the tag co-occurrence graph, using the approach described in [25].

8.3.1 Topical Influence on Extrinsic and Intrinsic Motivated Actions

Table 8.1 reports topical knowledge demand statistics. For each topic, we include: the number of submitted questions $\#Q$, as a measure of knowledge demand popularity; the number of answers $\#A$ and the number of comments $C$, as a measure of community participation. Comments or answers to self-created questions are not considered as extra contributors to the topic. Results highlight great topical diversity for both popularity and participation. It also emerges a topic-dependent distribution of answers and comments, which underlines differences in the type of activities performed by contributors.

The difference is more evident when observing the right-hand side of Table 8.1, which analyses communities’ composition. $\#AU$ and $\#CU$ respectively indicate the number answerers and the number of commenters; $\#AU \cap \#CU$ shows the percentage of contributors who are both commenters and answerers; $\#CU - \#AU$ reports the percentage of contributors that are only commenters, and $\#AU - \#AU$ the percentage of contributors that are only answerers.

The distribution of contributors across topics greatly varies. We observe a general trend towards communities where the number of users acting exclusively as answerers is higher; together with an absolute higher number of answers, these figures suggest a preference for rewarded actions. In the LAMP topic the trend is more evident. iOS and Adobe are exceptions, as the percentage of users that exclusively comment is higher, and the absolute numbers of comments and answers is comparable. We observe no trend related to topics’ popularity or participation. For instance, Web, Java, and Databases have a very similar number of commenters and answerers, which are mostly overlap-
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<table>
<thead>
<tr>
<th>Topic</th>
<th>Tags</th>
<th>Knowledge Demand</th>
<th>Contributor Composition</th>
<th>#Q</th>
<th>#A</th>
<th>% (AU-CU)</th>
<th>% (CU-AU)</th>
<th>% (AU)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>.Net</strong></td>
<td>c#, asp.net, vb.net, wcf</td>
<td>122K</td>
<td>102K</td>
<td>571K</td>
<td>569K</td>
<td>6.40%</td>
<td>6.40%</td>
<td>19.76%</td>
</tr>
<tr>
<td><strong>Web</strong></td>
<td>javascript, query, html, css</td>
<td>118K</td>
<td>146K</td>
<td>119K</td>
<td>146K</td>
<td>73.84%</td>
<td>6.84%</td>
<td>8.17%</td>
</tr>
<tr>
<td><strong>Java</strong></td>
<td>android, java, eclipse</td>
<td>109K</td>
<td>136K</td>
<td>102K</td>
<td>136K</td>
<td>87.43%</td>
<td>10.19%</td>
<td>12.40%</td>
</tr>
<tr>
<td><strong>LAMP</strong></td>
<td>php, mysql, arrays, apache</td>
<td>927K</td>
<td>80K</td>
<td>432K</td>
<td>78K</td>
<td>95.84%</td>
<td>10.19%</td>
<td>5.84%</td>
</tr>
<tr>
<td><strong>C/C++</strong></td>
<td>c++, c++, windows, objective</td>
<td>670K</td>
<td>50K</td>
<td>566K</td>
<td>57K</td>
<td>95.84%</td>
<td>10.19%</td>
<td>1.84%</td>
</tr>
<tr>
<td><strong>iOS</strong></td>
<td>iphone, ios, objective</td>
<td>641K</td>
<td>90K</td>
<td>269K</td>
<td>80K</td>
<td>85.43%</td>
<td>10.19%</td>
<td>13.76%</td>
</tr>
<tr>
<td><strong>Databases</strong></td>
<td>sql, sql-server, database</td>
<td>78K</td>
<td>50K</td>
<td>566K</td>
<td>57K</td>
<td>87.43%</td>
<td>10.19%</td>
<td>5.84%</td>
</tr>
<tr>
<td><strong>Python</strong></td>
<td>python, django, list</td>
<td>418K</td>
<td>73K</td>
<td>448K</td>
<td>73K</td>
<td>95.84%</td>
<td>10.19%</td>
<td>1.84%</td>
</tr>
<tr>
<td><strong>Ruby</strong></td>
<td>ruby, ruby-lang, rails</td>
<td>606K</td>
<td>81K</td>
<td>269K</td>
<td>73K</td>
<td>95.84%</td>
<td>10.19%</td>
<td>4.31%</td>
</tr>
<tr>
<td><strong>String</strong></td>
<td>regex, string, perl</td>
<td>698K</td>
<td>97K</td>
<td>269K</td>
<td>73K</td>
<td>95.84%</td>
<td>10.19%</td>
<td>3.61%</td>
</tr>
<tr>
<td><strong>MVC</strong></td>
<td>asp.net-mvc, mvc</td>
<td>226K</td>
<td>39K</td>
<td>269K</td>
<td>73K</td>
<td>95.84%</td>
<td>10.19%</td>
<td>4.31%</td>
</tr>
<tr>
<td><strong>Adobe</strong></td>
<td>flex, flash, actionscript</td>
<td>65K</td>
<td>17K</td>
<td>269K</td>
<td>73K</td>
<td>95.84%</td>
<td>10.19%</td>
<td>4.31%</td>
</tr>
</tbody>
</table>

Table 8.1: Topical categorization of tags with basic knowledge demand and contributors composition statistics.
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Other topics like .Net, Python, and Ruby show a slight predominance of answerers of comments, which is reflected in the uneven composition of contributors.

8.3.2 Measures of Motivations and Expertise in StackOverflow

Given its multi-faceted nature, user engagement has been measured in different ways: from subjective (e.g. user questionnaires) to objective (e.g. subjective perception of time) metrics, each measure is characterized by its own cost of acquisition, generalization capabilities, and bias.

In this work we consider several objective measures. As common in related literature, we define such measures over the set of StackOverflow users’ activities available in the public dataset. Namely: posting new questions, answers, or comments; and voting existing ques

\[\text{Figure 8.1: Distribution of number of comments and votes in the .Net without } \text{(a) and (c)} \text{ and with } \text{(b) and (d)} \text{ activeness correction.}\]

**Intrinsic motivations** metric. The StackOverflow dataset does not provide page-access (view) data about individual users, thus making the task of measuring intrinsic motivations more challenging. To account for the missing data, we focus on comments, i.e. the only type of activity not rewarded by the scoring mechanism of StackOverflow. By being unrewarded, we assume commenting actions to be performed only for personal interest in a question,
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Figure 8.1 (a) plots the distribution of comments and answers for each user participating in the .Net topic. As typical in StackOverflow [229], user activeness brings a strong bias (0.9 correlation, $p < .01$), as most active users are also more likely to engage in discussions, or provide minor help and criticisms. To compensate for the activeness bias, we use an intrinsic motivation measure $IM_u = \frac{C_u}{A_u}$, defined as the ratio between the number of comments and the number of answers provided by a user for a given set of topics. Intuitively, $IN_u$ provides a measure of intrinsic motivation by quantifying the self-driven likelihood of a user to contribute to an ongoing discussion. Figure 8.1 (b) plots the distribution of $IN_u$, showing its independence from user activeness (0.0 correlation, $p < .01$).

**Extrinsic motivations.** External rewards such as reputation score and badges are strictly correlated with user activeness [229] which, in turn, is linearly correlated with the number of provided answers. We therefore use as a measure of extrinsic motivation $EM_u = A_u$, i.e. the number of answers provided by a user for questions about a given set of topics, in a given time frame.

**Expertise.** In StackOverflow, social judgment is expressed in terms of votes assigned to questions or answers provided by users. The number of votes received by other users can be used as a measure of expertise. As for intrinsic motivations, most active users are also more likely to receive more votes for their contributions, as can be seen from Figure 8.1 (c) ($p < 0.01$). To normalize for user activeness, we use as expertise metric $EX_u = \frac{V_u}{A_u}$, i.e. the average number of votes received for each answer. Figure 8.1 (d) plots the distribution of $EX_u$ ($p < 0.01$) for each user in the dataset.

**8.3.3 Topical Relation Of Extrinsic Motivation, Extrinsic Motivation, and Expertise**

Table 8.2 reports, for each topic and engagement metric defined in Section 8.3.2, the mean value ($\mu$), standard deviation ($\sigma$) and skewness ($\gamma$) of their distributions.

The distributions of users’ expertise ($EX_u$), intrinsic ($IM_u$) and extrinsic ($EM_u$) motivations is topically diverse. With metrics of motivation, a general trend can be observed: the averaged $EM_u$ value for very popular topics (e.g., .Net) is higher than less popular ones (e.g., SCM), while the averaged value of $IM_u$ is lower, meaning that users of these topics are, on average, active in providing answers to gain reputation while less self-interested participating in unrewarded activities. All metrics feature very skewed distributions,
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Table 8.2: Distribution and correlation of $IM_u$, $EM_u$, and $EX_u$ values across topics.

<table>
<thead>
<tr>
<th>Topic</th>
<th>$EX_u$</th>
<th>$IM_u$</th>
<th>$EM_u$</th>
<th>$EX_u$-$IM_u$</th>
<th>$EX_u$-$EM_u$</th>
<th>$IM_u$-$EM_u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>.Net</td>
<td>1.65±4.73</td>
<td>27.25</td>
<td>0.36±0.99</td>
<td>18.57</td>
<td>10.23±84.17</td>
<td>86.58</td>
</tr>
<tr>
<td>Web</td>
<td>2.06±9.55</td>
<td>47.37</td>
<td>0.37±9.02</td>
<td>7.01</td>
<td>7.90±52.35</td>
<td>40.82</td>
</tr>
<tr>
<td>Java</td>
<td>2.30±9.69</td>
<td>39.92</td>
<td>0.37±1.08</td>
<td>21.85</td>
<td>8.10±64.61</td>
<td>64.95</td>
</tr>
<tr>
<td>LAMP</td>
<td>1.59±6.09</td>
<td>53.08</td>
<td>0.41±1.00</td>
<td>10.42</td>
<td>7.25±44.05</td>
<td>41.56</td>
</tr>
<tr>
<td>C/C++</td>
<td>2.01±6.76</td>
<td>40.35</td>
<td>0.47±1.17</td>
<td>9.30</td>
<td>8.41±58.29</td>
<td>28.47</td>
</tr>
<tr>
<td>iOS</td>
<td>2.44±7.81</td>
<td>18.98</td>
<td>0.38±1.08</td>
<td>12.65</td>
<td>7.70±39.38</td>
<td>19.11</td>
</tr>
<tr>
<td>Databases</td>
<td>1.69±7.11</td>
<td>52.15</td>
<td>0.43±0.99</td>
<td>6.57</td>
<td>5.53±40.94</td>
<td>41.82</td>
</tr>
<tr>
<td>Python</td>
<td>2.43±6.68</td>
<td>21.68</td>
<td>0.45±1.02</td>
<td>6.52</td>
<td>6.44±75.77</td>
<td>48.15</td>
</tr>
<tr>
<td>Ruby</td>
<td>2.68±8.44</td>
<td>24.67</td>
<td>0.37±0.95</td>
<td>8.27</td>
<td>5.88±27.23</td>
<td>21.73</td>
</tr>
<tr>
<td>String</td>
<td>2.32±10.69</td>
<td>51.44</td>
<td>0.57±1.21</td>
<td>6.52</td>
<td>4.65±25.14</td>
<td>31.61</td>
</tr>
<tr>
<td>OOP</td>
<td>2.18±7.54</td>
<td>30.51</td>
<td>0.54±1.23</td>
<td>8.18</td>
<td>3.47±16.43</td>
<td>50.01</td>
</tr>
<tr>
<td>MVC</td>
<td>2.08±6.13</td>
<td>22.34</td>
<td>0.40±0.95</td>
<td>5.60</td>
<td>3.79±34.27</td>
<td>132.39</td>
</tr>
<tr>
<td>Adobe</td>
<td>1.28±6.88</td>
<td>77.62</td>
<td>0.24±0.71</td>
<td>6.41</td>
<td>3.68±19.45</td>
<td>36.33</td>
</tr>
<tr>
<td>SCM</td>
<td>5.51±28.48</td>
<td>22.99</td>
<td>0.41±0.98</td>
<td>6.01</td>
<td>2.99±23.64</td>
<td>87.91</td>
</tr>
</tbody>
</table>
especially $EM_u$: this indicates a general trend towards the identification of a small group of users possessing high motivation and/or expertise.

To investigate the relation between engagement factors, for each topic we consider the list of contributing users; we calculate their topical $IM_u$, $EM_u$, and $EX_u$ values, and evaluate the pairwise Pearson correlation. Results are reported at the right-hand side of Table 8.2. Correlation is generally very low, mostly at high level of significance ($p < .01$). Overall, this result validates our choice of measures: in the reference dataset, the three engagement factors are independently observable. $IM_u - EM_u$ correlation is more evident, although still very diverse across topics (e.g. 0.09 in C/C++, 0.01 in Java). Interestingly, the (low) correlation between extrinsic motivation and expertise is highly not significant in 5 topics. We interpret such lack of statistical support as the result of more homogeneous expertise distributions among very active community members. The phenomenon affects topics at varying levels of popularity and participation, so community size doesn’t appear to be a relevant factor. Further investigations are left to future work.

8.4 Exploiting Extrinsic Motivations, Intrinsic Motivations, and Expertise for Question Routing Optimization

In this section we provide empirical evidence of how (intrinsic and extrinsic) motivations and expertise can be exploited to improve the knowledge creation process. We employ question routing (i.e. recommendation of questions to the most suitable answerers) as knowledge acceleration mechanism, and compare the performance of different routing model configurations.

8.4.1 Data Preprocessing and Analysis

We split the dataset into two partitions. We build user profiles by considering actions executed up to Dec 31, 2012; we refer to this data partitions as the Training partition. Routing performance on question-answering are assessed of the Testing partition, which includes 1 year worth of user actions (from Jan 19th 2014). To avoid cold-start problems, we consider only users that performed at least one action in both partitions. As our assessment includes a comparison of answerers rankings, we include in our experiment only questions with at least two answerers. Table 8.3 reports the resulting dataset figures.
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Our working hypothesis is that, by properly weighting different answerers according to their likelihood of being relevant to a given question, the accuracy of question routing can be optimized. We test how the application of engagement factors in such weighting can lead to better question recommendation performance. To support our hypothesis, we first conduct the following experiment. For each question in the Testing set, we order answerers according to the number of votes they received from the community, and evaluate their intrinsic motivations, extrinsic motivations, and expertise measures over the Training set. We then calculate the Pearson rank correlations between the answering quality $AQ = \#votes$ and each of the three engagement factors ($IM, EM, EX$): results are depicted in Figure 8.2. Each dot is a topic, and its coordinate indicate the respective correlations.

A higher correlation implies that the corresponding measure is more predictive for answering quality. The plot shows how, in general, intrinsic motivation is a poor predictor of answer quality, while $EX$ and $EM$ are more correlated, although often in a complementary fashion (e.g. iOS, Adobe). We observe great topical variety in the predictive power of the three engagement features. For instance, expertise in Java are more predictive than in iOS, while intrinsic motivation for these two topics are similar. Such a diversity calls for a routing model that weights the contributions of engagement properties differently across topics.

<table>
<thead>
<tr>
<th>Topic</th>
<th>#U</th>
<th>#Q</th>
<th>#U</th>
<th>#Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>.Net</td>
<td>10,118</td>
<td>37,641</td>
<td>29,357</td>
<td>156,512</td>
</tr>
<tr>
<td>Web</td>
<td>13,877</td>
<td>51,267</td>
<td>34,034</td>
<td>180,230</td>
</tr>
<tr>
<td>Java</td>
<td>11,679</td>
<td>46,568</td>
<td>40,287</td>
<td>197,688</td>
</tr>
<tr>
<td>LAMP</td>
<td>11,305</td>
<td>35,079</td>
<td>35,070</td>
<td>149,487</td>
</tr>
<tr>
<td>C/C++</td>
<td>6,114</td>
<td>31,255</td>
<td>156,512</td>
<td>94,409</td>
</tr>
<tr>
<td>iOS</td>
<td>4,218</td>
<td>14,508</td>
<td>17,488</td>
<td>53,489</td>
</tr>
<tr>
<td>Databases</td>
<td>4,794</td>
<td>16,011</td>
<td>17,488</td>
<td>53,489</td>
</tr>
<tr>
<td>Python</td>
<td>4,988</td>
<td>18,380</td>
<td>15,227</td>
<td>55,546</td>
</tr>
<tr>
<td>Ruby</td>
<td>2,477</td>
<td>6,640</td>
<td>8,802</td>
<td>30,390</td>
</tr>
<tr>
<td>String</td>
<td>4,898</td>
<td>12,805</td>
<td>16,526</td>
<td>39,074</td>
</tr>
<tr>
<td>OOP</td>
<td>3,256</td>
<td>4,500</td>
<td>14,059</td>
<td>21,127</td>
</tr>
<tr>
<td>MVC</td>
<td>1,435</td>
<td>2,077</td>
<td>5,622</td>
<td>10,613</td>
</tr>
<tr>
<td>Adobe</td>
<td>182</td>
<td>267</td>
<td>1,649</td>
<td>4,703</td>
</tr>
<tr>
<td>SCM</td>
<td>814</td>
<td>1,546</td>
<td>3,871</td>
<td>7,275</td>
</tr>
</tbody>
</table>

**Figure 8.2:** Pearson correlation of (intrinsic and extrinsic) motivations and expertise w.r.t. answer quality across topics.

**Table 8.3:** Users and questions distributions in the Training, Validation, Testing dataset partitions.
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8.4.2 Routing Model

We propose a linear model, defined as follows:

\[ S(u, q) = \alpha_{IM}^t IM_u + \alpha_{EM}^t EM_u + \alpha_{EX}^t EX_u, \]

For each question \( q \) of topic \( t \) in the Testing partition, \( S(u, q) \) scores the answerer \( u \)'s answer quality. \( \alpha_{IM}^t \), \( \alpha_{EM}^t \), \( \alpha_{EX}^t \) respectively model the topic-specific needs for intrinsic motivated, extrinsic motivated, and expert answerers.

The optimal, topic-specific values for the \( \alpha_{IM}^t \), \( \alpha_{EM}^t \), \( \alpha_{EX}^t \) parameters are calculated as follows. We identify a third dataset partition, called Validation, defined over the original, unfiltered dataset, and containing two years worth (from Jan 01, 2011 to Dec 31, 2013). Table 8.3 provides a basic description of the Validation partition, where the number of questions higher due to the lack of filtering conditions. We use the Linear Ordinal Regression SVM with \( L_2 \) regularization to learn the parameters, such that the profiled users are optimally ranked in the Validation partition. To learn more accurate parameters, we exclude the answer pairs in the training phase if the difference of #votes to the answers is less than 2. Such parameters are then used in the routing model to recommend questions to users in the Testing partition.

8.4.3 Experimental Setup

Evaluation Metrics The routing performance are assessed with three metrics, commonly used in the evaluation of recommender systems: NDCG (normalized discounted cumulative gain) [108], Kendall Tau, and Pearson rank correlation coefficients. The goal is to measure the quality/correlation of the recommended list of potential answerers by comparing it to the ground truth.

The evaluation of NDCG is performed against the #votes received by an answerer in a question. We use NDCG@1 to assess the quality of the best recommended answerer, while NDCG assess the overall quality of the answerer set ranking. Due to the presence of negative voted answers, we exclude from the evaluation questions where the sum of DCGs is negative. Pearson correlation is calculated against #votes to answers, while Kendall Tau only measures similarity in the relative order of answers. Correlation is calculated only for questions where at least one answerer has a unique number of votes in the answer set.
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Experimental Configuration. We compare the performance of 5 routing configurations. In the Rdm configurations, we randomly order the original answerers in the tested question. This configuration provides a performance baseline, as it measure a purely casual recommendation strategy. In the Exp, Int, and Ext configurations we respectively configure the routing system to return answerers according to their EX, IM and EM scores. These configurations simulate a recommendation strategy based on a single feature of engagement. Finally, Cmb applies the routing model described in Section 8.4.2, using the topic-specific learned parameters. As a remark, we exclude content-based model (e.g., bag-of-words of user answers) since our preliminary experiment show that it is less effective than configurations (e.g., Ext) that measure user answering activities.

8.4.4 Results

Table 8.4 summaries the results of our experiment. As expected, the topic of interest is an important performance diversification element for all the considered engagement factors and evaluation metrics. W.r.t. the numbers reported in Table 8.4, it is important to highlight how the range of values for NDCG metrics is necessarily narrower than for Pearson and Kendall Tau correlations. This is due to the definition of the metric which, by considering the number of votes received by an answerer, compress results in a more compact spectrum of values. This is also demonstrated by the considerably high performance obtained by the Rdm configuration. Therefore, minor variations in NDCG values entails relevant differences in the quality of the returned answerers list.

As expected, among the configurations of Int, Exp and Ext, Int is the one providing worse results, whereas Exp configuration usually performs better than the others. On the other hand, we observe that Cmb configuration has in general performance better than or comparable with Exp. Small improvements, however, can provide tangible impacts. For instance, in topics such as Web and iOS, Cmb achieves better rankings – for 833 and 167 questions respectively. For some topics Exp could give even slightly better result than Cmb configuration, e.g., Ruby, OOP. Results suggests that the Cmb configuration could leverage different user engagement factors for question routing; however, in many topics, expertise is the most important factor for recommendation quality.

\(^2\text{NDCG} = 1\) entails a perfect recommendation.
As a final remark, we highlight how the routing performance of $\text{Cam, Exp}$ is generally higher than the ones reported in related literature [235]. This is despite the different targeted dataset, which is more extensive in our setting.

### 8.5 Related Work

This section positions this chapter in the context of previous work related to user engagement and knowledge creation acceleration in CQA systems.

Although both are factors of user engagement, user motivations and expertise in CQAs have been typically discussed in isolation. In a qualitative study based on interviews with CQA users, [161] finds that altruism, learning and competency are frequent motivations for participation. In addition, previous research shows gamification mechanisms can largely influence users' behaviours [23, 10]. Expertise, on the other hand, is mostly studied in the problem expertise identification. Related work typically adopts indicator-based methods such as $Z_{\text{score}}$ [240], or graph-based methods such as the adapted PageRank method [137]. A recent study [229] shows how existing metrics of expertise can be heavily biased toward most active users. The normalization of user activeness in our $EX_u$ metric is inspired by such consideration. Combining expertise and motivation, [107] explores their effect in the specific task of expert finding. W.r.t. literature our work further the understanding of user engagement factors in CQAs, providing new insights about the interplay of user expertise, intrinsic motivation, and extrinsic motivation. We contribute an original and extensive analysis that shows the independent manifestation of these three engagement factors across topical communities.

Knowledge creation acceleration is a topic recently emerged in research related to CQA systems. Typical methods include automatically detection of question quality [176], editing suggestions for poorly formulated questions [228], and active routing of questions to potentially relevant answerers [31, 171, 10, 235]. The latter is the most popular technique, and is the inspiration for our experiment. Previous work typically considers only users' topical activeness[24] as user modelling feature. These works were extended by considering the problem of routing question to a user community, for collaborative problem solving [171, 10]. More recently, [235] proposes a question routing user model that includes expertise, providing empirical evidences of its contribution to performance improvement. To the best of our knowledge, our work is the first considering a broader spectrum of engagement factors, and we extensively demonstrate their applicability.
## 8.5. Related Work

<table>
<thead>
<tr>
<th>Topic</th>
<th>NDCG@1</th>
<th>NDCG</th>
<th>Pearson</th>
<th>Kendall</th>
</tr>
</thead>
<tbody>
<tr>
<td>.Net</td>
<td>.572</td>
<td>.687</td>
<td>.589</td>
<td>.676</td>
</tr>
<tr>
<td>Web</td>
<td>.578</td>
<td>.679</td>
<td>.624</td>
<td>.679</td>
</tr>
<tr>
<td>LAMP</td>
<td>.579</td>
<td>.675</td>
<td>.602</td>
<td>.664</td>
</tr>
<tr>
<td>C/C++</td>
<td>.568</td>
<td>.673</td>
<td>.589</td>
<td>.644</td>
</tr>
<tr>
<td>iOS</td>
<td>.569</td>
<td>.644</td>
<td>.605</td>
<td>.650</td>
</tr>
<tr>
<td>Python</td>
<td>.582</td>
<td>.682</td>
<td>.605</td>
<td>.684</td>
</tr>
<tr>
<td>Ruby</td>
<td>.607</td>
<td>.656</td>
<td>.628</td>
<td>.651</td>
</tr>
<tr>
<td>String</td>
<td>.572</td>
<td>.660</td>
<td>.601</td>
<td>.656</td>
</tr>
<tr>
<td>OOP</td>
<td>.578</td>
<td>.682</td>
<td>.614</td>
<td>.672</td>
</tr>
<tr>
<td>SCM</td>
<td>.598</td>
<td>.663</td>
<td>.621</td>
<td>.650</td>
</tr>
</tbody>
</table>

Table 8.4: Experiment results of question routing with different configurations. Numbers in bold are the highest among all configurations.
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8.6 Conclusion

The main mechanisms that drive knowledge creation process in CQAs are still to be fully uncovered. In this chapter we address the problem of characterising and measuring three engagement factors in CQAs. The rationale behind our work is simple: to drive participation, thus improving the quality and speed of knowledge creations, we need to better understand the driving forces behind user engagement. Inspired by engagement theory from literature, we focus on intrinsic motivations, extrinsic motivations, and expertise. We propose three metrics, defined over the set of actions available to users, and we show how topic plays a major role in influencing them. We investigate the relations that exist among these three engagement factors, and demonstrate their independent and decomposable nature. A question routing optimization experiment confirms the relevant role that engagement can play in knowledge creation acceleration.
Chapter 9

Learning Hierarchical Feature Influence for Recommendation by Recursive Regularization

This chapter investigates structured properties of crowds and tasks for recommendation. We address the problem in the context of feature-based recommendation, and specifically focus on features organized in a hierarchy. We develop a novel regularization method, namely recursive regularization, to model the similarity of users or items induced from their vertically-affiliated features in a hierarchy. Moreover, we design a novel recommendation method, i.e. ReMF, that integrates recursive regularization to improve recommendation performance.

Chapter 9. Learning Hierarchical Feature Influence for Recommendation

by Recursive Regularization

9.1 Introduction

Recommender systems aim to model user preferences towards items, and actively recommend relevant items to users. To address the data sparsity and cold start problems [132], feature-based recommendation methods, such as collective matrix factorization (CMF) [202], SVDFeature [12], and factorization machine (FM) [179], quickly gain prominence in recommender systems. They enable the integration of auxiliary features about users (e.g. gender, age) and items (e.g. category, content) with historical user-item interactions (e.g. ratings) to generate more accurate recommendations [199].

While commonly arranged in a flat structure (e.g. user gender, age), auxiliary features can be organized in a “feature scheme”, i.e. a set of features that includes relationships between those features. Hierarchies are a natural yet powerful structure to human knowledge, and they provide a machine- and human-readable description of a set of features and their relationships. Typical examples of feature hierarchies include category hierarchy of on-line products (e.g. Amazon web store [151]), topic hierarchy of articles (e.g. Wikipedia [102]), genre hierarchy of music (e.g. Yahoo! Music), etc. The benefits brought by the explicit modeling of feature relationships through hierarchies have been investigated in a broad spectrum of disciplines, from machine learning [119, 109] to natural language processing [102]. How to effectively exploit feature hierarchies in recommender systems is still an open research question. We here provide a running example to illustrate how hierarchical feature structure can provide better recommendations.

Running Example. Consider a point of interest (POI) recommender system [236], where the goal is to recommend a real-world POI (e.g. a restaurant) to a user. User preferences can be influenced by geo-cultural factors: for instance, the country of residence might have an influence on user preferences for restaurants’ cuisine (intuitively, an Italian and an American might have different culinary tastes). Likewise, fellow countrymen might show different preferences according to their city of residence (arguably, citizens from Boston and San Diego can show incredible different culinary preferences). This scenario is represented in Figure 9.1: users are described by auxiliary features that characterize their countries and cities of residence. These features are organized in a hierarchy, where cities are related to countries by a locatedIn relationship.

We consider the historical POI interactions in a given city of four users in Figure 9.1: Alice and Bob, from Rome and Florence (Italy); Charlie and Dave from Boston and San Diego (US). Italian users (Alice and Bob) both
show preferences towards Pizza, thus suggesting a “national imprint” on their preferences. However, the two users are differently influenced by their country of residence, as Alice’s preference for pizza is weaker than that of Bob: Alice checks in more at Lamp chop restaurants, while Bob checks in more at Pizza restaurants. A similar observation holds also for Charlie and Dave: the influence of US is weaker than that of Boston on Charlie, while stronger than that of San Diego on Dave.

The example highlights how related features (a country and its cities, linked by the locatedIn relationship) can co-influence user preferences, although the strength of the co-influence varies across relationship instances (e.g. Italy-Rome, Italy-Florence). This observation suggests the need for feature relationships (e.g. the locatedIn relationship) to be properly considered in recommendation methods. This co-influence could be known as a priori, but it is often best learnt from historical user-item interaction data.

Existing feature-based methods, e.g. SVDFeature \cite{11}, CMF \cite{202} and FM \cite{179}, ignore the useful information provided by feature relationships, imposing a conversion step that transforms a hierarchical structure into a flat one. To fully exploit feature hierarchies, the main challenge is to model the co-influence of features on user-item interactions, determined by both the feature relationships in the hierarchical structure and the historical user-item interaction data.

**Original Contribution.** We propose a novel approach that *models* the co-influence of hierarchically-organized features on user-item interactions, and *learns* the strength of such co-influence from historical user-item interaction data, to improve recommendation performance. We first define the influence of an individual feature as regularization on latent factors, then combine the regularization of individual features by weighting them recursively over the hierarchy, from root to leaves, according to their organization. The regular-
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of the feature hierarchy, named recursive regularization, is expressed as a regularization function parameterized by the weights associated to each feature. We then propose a novel recommendation framework ReMF, that integrates recursive regularization into the matrix factorization model to better learn latent factors. By learning the values of weights of each feature from the historical user-item interaction data, ReMF characterizes the influence of different features in a hierarchy on user-item interactions. We demonstrate the effectiveness of ReMF with an extensive validation performed on two recommendation scenarios, namely POI and product recommendation, and on multiple real-world data sets. Empirical results show that ReMF outperforms state-of-the-art approaches, scoring average improvements of 7.20% (MAE), 15.07% (RMSE) and 9.86% (AUC).

9.2 Related Work

Incorporating auxiliary features into recommendation, i.e. feature-based recommendation, has become a popular and effective approach to address the data sparsity and cold start problems. A wide range of features has been explored, including user gender and age, item category and content.

Many feature-based recommendation methods consider only features with a flat structure. For example, Singh et al. [202, 134] propose the collective matrix factorization (CMF) method, which factorizes the user-item rating and user-feature matrices simultaneously, to improve the recommendation performance. Chen et al. [42] devise a machine learning toolkit, named SVD-Feature. The basic idea is that a user’s (an item’s) latent factor is influenced by those of her (its) features. Rendle et al. [174, 181] design factorization machines (FM) that combines the advantages of Support Vector Machines with factorization model. However, all of these methods mentioned above cannot cope with hierarchical feature structure. Blending a feature hierarchy into these models requires converting the hierarchy into a flat structure, thus losing the information about feature relationships. To fully exploit a feature hierarchy, ReMF combines the distinct influence of different features on user-item interactions according to their structured relationships.

Some studies on taxonomy-aware recommendation incorporate hierarchy in recommendation. For example, Ziegler et al. [246] and Weng et al. [224] propose to model a user’s taxonomy preferences as a flat vector, where each element corresponds to the user’s preference over a taxonomy feature. The user’s preference is modeled as the frequency the user rates items character-
ized by the feature. Albadvi et al. [6] propose a similar method, however it models each feature as a preference vector, where the elements are feature attributes (e.g. price, brand). All of these methods ignore feature relationships. Koenigstein et al. [123] design a new matrix factorization model for Yahoo! Music competition that incorporates the feature hierarchy of track album and artist. They predict user preferences by fusing item (e.g. track) latent factors with feature (e.g. album, artist) vectors. This idea is similar to SVDFeature [42]. Though feature relationships are considered, they cannot fully exploit a feature hierarchy as they simply add feature latent factors to item latent factors, without taking into account the dependent influence of hierarchically-organized features on user-item interactions.

Another related line of research focuses on integrating the structure within users/items in recommendation, e.g. social network [211, 143, 210], webpage network [132], tag network [243]. These methods usually regularize latent factors of users/items that are linked in the network, based on heuristic definitions of similarity between users/items. For instance, Ma et al. [143] propose SoReg that regularizes user latent factors based on cosine similarity of ratings between socially connected users. These methods consider the network within users/items, though can be applied in the case of feature hierarchy, e.g. by constructing implicit connections between users/items according to their feature relationships in the hierarchy. However, an essential difference between these methods and ours is that the influence of features on user-item interactions considered in these methods is usually hard-coded with manually defined similarity between users/items; on the contrary our proposed framework can automatically learn the co-influence of different features from the historical user-item interaction data. Recently Wang et al. [222] propose to model the implicit hierarchical structure within users and items based on user-item interactions. Our work differs from this one, in that we consider leveraging explicit auxiliary features to guide the learning of latent factors.

In summary, existing methods are incapable to model the co-influence of hierarchically-organized features on user-item interactions, thus restricting their applications in recommendation. In contrast, our framework can fully exploit an auxiliary feature hierarchy through the learning of hierarchical feature influence.
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Figure 9.2: Distribution of the ratio between similarity (a, b) among countries and across countries, or (c, d) among cities and across cities, through the lens of (a, c) Instagram and (b, d) Twitter, including user visits to 4 European capital cities Amsterdam, Paris, Rome, and London (4 colors).

9.3 Data Analysis

This section demonstrates the need for recommendation methods able to account for the co-influence on user-item interactions of hierarchically-organized features.

Inspired by the running example, we show on 8 different data sets how: 1) users from the same country (named Country Visitors) are more similar in terms of POI preferences compared with users from different countries (named Foreign Visitors); and 2) users from the same city (named City Visitors) are more similar in terms of POI preferences compared to users from different cities but the same country (named Domestic Visitors).

Data Sets We collect data of Foursquare check-in’s performed over 3 weeks in 4 European capital cities (Amsterdam, London, Paris, Rome) and published on 2 social media platforms (Twitter, Instagram). Table 9.1 shows the statistics about the 8 data sets. We consider users’ residence city, country and continent as auxiliary information about users, as well as a root feature residence location. We use the method described in [23] to locate users’ residence locations. For conciseness, we only analyze the co-influence of country and city. Overall we consider 121 countries and 2,873 cities.

Analysis Metrics. We denote all countries as Con_{1}, \ldots, Con_{s}; each country Con_{s} is the parent of all cities in it, i.e. Con_{s} = parent(Cit_{1}, \ldots, Cit_{t}).
### 9.3. Data Analysis

<table>
<thead>
<tr>
<th></th>
<th>Amsterdam</th>
<th>Rome</th>
<th>Paris</th>
<th>London</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users</td>
<td>4,318</td>
<td>4,081</td>
<td>11,345</td>
<td>12,719</td>
</tr>
<tr>
<td>POIs</td>
<td>5,768</td>
<td>7,878</td>
<td>14,849</td>
<td>12,892</td>
</tr>
<tr>
<td>Check-in's</td>
<td>28,142</td>
<td>26,714</td>
<td>80,553</td>
<td>66,092</td>
</tr>
<tr>
<td>Sparsity</td>
<td>99.89%</td>
<td>99.92%</td>
<td>99.95%</td>
<td>99.96%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Twit.</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Users</td>
<td>1,599</td>
<td>1,369</td>
<td>6,521</td>
<td>9,305</td>
</tr>
<tr>
<td>POIs</td>
<td>3,816</td>
<td>4,876</td>
<td>16,046</td>
<td>14,117</td>
</tr>
<tr>
<td>Check-in's</td>
<td>8,670</td>
<td>8,727</td>
<td>43,541</td>
<td>48,852</td>
</tr>
<tr>
<td>Sparsity</td>
<td>99.86%</td>
<td>99.87%</td>
<td>99.96%</td>
<td>99.96%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Inst.</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Users</td>
<td>4,318</td>
<td>4,081</td>
<td>11,345</td>
<td>12,719</td>
</tr>
<tr>
<td>POIs</td>
<td>5,768</td>
<td>7,878</td>
<td>14,849</td>
<td>12,892</td>
</tr>
<tr>
<td>Check-in's</td>
<td>28,142</td>
<td>26,714</td>
<td>80,553</td>
<td>66,092</td>
</tr>
<tr>
<td>Sparsity</td>
<td>99.89%</td>
<td>99.92%</td>
<td>99.95%</td>
<td>99.96%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Twit.</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Users</td>
<td>1,599</td>
<td>1,369</td>
<td>6,521</td>
<td>9,305</td>
</tr>
<tr>
<td>POIs</td>
<td>3,816</td>
<td>4,876</td>
<td>16,046</td>
<td>14,117</td>
</tr>
<tr>
<td>Check-in's</td>
<td>8,670</td>
<td>8,727</td>
<td>43,541</td>
<td>48,852</td>
</tr>
<tr>
<td>Sparsity</td>
<td>99.86%</td>
<td>99.87%</td>
<td>99.96%</td>
<td>99.96%</td>
</tr>
</tbody>
</table>

Table 9.1: Descriptive statistics of the data sets.

Each user $u_i$ from a city $Cit_i$ and a country $Con_s$ ($Con_s = parent(Cit_i)$), has a set of visited POIs, i.e. $POI(u_i) = \{poi_{i1}, poi_{i2}, \ldots\}$. Then we measure the similarity between the users $u_i$ and $u_k$ using Jaccard similarity, i.e. $Jar(u_i, u_k) = |POI(u_i) \cap POI(u_k)|/|POI(u_i) \cup POI(u_k)|$.

We define $u_i$'s similarity with the other Country Visitors (City Visitors), and with all Foreign Visitors (Domestic Visitors) as

$$Sim(F, u_i^w) = \frac{1}{|F| - 1} \sum_{u_k \in F, u_i \neq u_k} Jar(u_i, u_k),$$

$$Sim(F, u_i^a) = \frac{1}{|parent(F)| - |F|} \sum_{u_k \in parent(F), u_k \notin F} Jar(u_i, u_k),$$

respectively, where $F$ is the country (or city) $u_i$ resides in, and $|F|$ is the number of users characterized by the feature $F$. For instance, in the case of $F = Con_s$, the similarity between $u_i$ and the other Country Visitors, denoted by $Sim(Con_s, u_i^w)$, is the averaged similarity between $u_i$ and each of the other Country Visitors; the similarity between $u_i$ and Foreign Visitors, denoted by $Sim(Con_s, u_i^a)$, is the averaged similarity between $u_i$ and each of the Foreign Visitors. The similarity between $u_i$ and the other City Visitors and Domestic Visitors can be similarly calculated. Now we define the overall similarity within a country (city) $F$, and across the country (city) and other countries (cities) as $Sim(F^w) = [Sim(F, u_i^w), Sim(F, u_2^w), \ldots]$ and $Sim(F^a) = [Sim(F, u_i^a), Sim(F, u_2^a), \ldots]$, respectively. Then we compare the overall similarity within a country (city), and that across the country (city) and other countries (cities) by:

$$LogRatio(F) = Log_2\left(\frac{1}{|F|} \sum_{u_i \in F} \frac{Sim(F, u_i^w)}{Sim(F, u_i^a)}\right).$$
where $\text{LogRatio}(F) > 0$ indicates that the elements in $\text{Sim}(F^w)$ is larger than that in $\text{Sim}(F^a)$ on average, and $\text{LogRatio}(F) < 0$ otherwise. We test the significance of the difference between $\text{Sim}(F^w)$ and $\text{Sim}(F^a)$ with a Paired t-test.

**Observation 1:** Country Visitors are more similar with each other in terms of POI preferences than with Foreign Visitors.

The distribution of $\text{LogRatio}(\text{Con})$ for all countries is shown in Figures 9.2(a-b) for Instagram and Twitter, respectively. More than 95% of the countries observed in both Instagram and Twitter have $\text{LogRatio}(\text{Con}) > 0$. Paired t-test shows that 95.88% countries in Instagram and 99.36% in Twitter have $\text{Sim}(\text{Con}^w)$ significantly larger than $\text{Sim}(\text{Con}^a)$ ($p$-value < 0.01). We thus conclude that Country Visitors are more similar with each other in terms of POI preferences than with Foreign Visitors.

Figures 9.3(a-b) show the $\text{LogRatio}(\text{Con})$ for countries with more than 100 cities observed in the two platforms. We can see that users from different countries have different similarities when visiting the same city; and that the similarity of users from the same country varies across visited cities. These observations highlight the need for recommendation methods that can account for the variability caused by user residence country as well as visiting cities. Interestingly, all countries with $\text{LogRatio}(\text{Con}) < 0$ in both Figures 9.3(a,b) are the ones whose capital cities are visited, indicating that in visiting the capital city of their own countries, Country Visitors are less similar than Foreign Visitors. We find that this is due to that Country Visitors are mostly commuters in visiting their capital cities, i.e. they go to work places in the capital cities.
Observation 2. City Visitors are more similar with each other in terms of POI preferences than with Domestic Visitors.

The distribution of LogRatio(Cit) for all cities in all countries is shown in Figures (c-d) for Instagram and Twitter. We can observe that all cities have LogRatio(Cit) greater than 0; 88.44% of them in Instagram and 88.15% in Twitter have Sim(Citw) significantly larger than Sim(Cita) (p-value < 0.01). We therefore conclude that the similarity within City Visitors is higher than that with Domestic Visitors. Comparing the distribution of cities with that of countries, all cities have LogRatio(Con) > 0 while there are some countries with LogRatio(Con) < 0 (those whose capital cities are visited), indicating that users from the same city are more similar than users from the same country. Moreover, we find that generally cities have larger values of LogRatio than countries. For instance the mean values of the distribution of Amsterdam in Figures (a,c) are 4.09 and 5.07, respectively. This observation hints that cities generally have larger influence than countries on their residents’ preferences.

9.4 Recursive Regularization For Modeling Feature Co-Influence

We adopt the regularization technique to model the influence of auxiliary features. To do so, we have to consider feature relationships, and further allow for the learning of feature influence from historical user-item interaction data. For this we introduce a novel regularization method, named recursive regularization, that models the co-influence of features by recursively weighting each feature influence, traversing from root to leaves in the feature hierarchy.

9.4.1 Preliminaries

We first introduce the notations. Let \( \mathcal{U} = \{u_1, u_2, \ldots, u_m\} \) be the set of \( m \) users, and \( \mathcal{V} = \{v_1, v_2, \ldots, v_n\} \) be the set of \( n \) items. Given a user-item interaction matrix \( \mathbf{R} \in \mathbb{R}^{m \times n} \), \( R_{ij} \) is a positive number denoting the rating given by \( u_i \) to \( v_j \). \( \mathbf{O} \in \mathbb{R}^{m \times n} \) denotes the indicator matrix, where \( O_{ij} = 1 \) indicates that \( u_i \) rates \( v_j \), and \( O_{ij} = 0 \) otherwise. \( \mathcal{F} = \{F_1, F_2, \ldots, F_t\} \) is the set of features, each of which describes at least one user in \( \mathcal{U} \).

The features are organized hierarchically in a tree structure, where each node represents a feature in \( \mathcal{F} \). The edge between a parent node \( F_p \in \mathcal{F} \) and a child node \( F_c \in \mathcal{F} \) represents a directed affiliation relationship, i.e. \( F_c \).
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<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{U}, \mathcal{V} )</td>
<td>user, item set</td>
</tr>
<tr>
<td>( u_i / u_k, v_j )</td>
<td>the ( i )th/( k )th user in ( \mathcal{U} ), and ( j )th item in ( \mathcal{V} )</td>
</tr>
<tr>
<td>( R_{ij} )</td>
<td>rating given by user ( u_i ) to item ( v_j )</td>
</tr>
<tr>
<td>( \hat{R}_{ij} )</td>
<td>estimated rating for user ( u_i ) to item ( v_j )</td>
</tr>
<tr>
<td>( \mathbf{O} )</td>
<td>indicator matrix indicating missing entries in ( \mathbf{R} )</td>
</tr>
<tr>
<td>( U_i, V_j )</td>
<td>latent factors of user ( u_i ) and item ( v_j )</td>
</tr>
<tr>
<td>( \mathcal{F} )</td>
<td>hierarchically-organized feature set</td>
</tr>
<tr>
<td>( F )</td>
<td>feature in the hierarchy</td>
</tr>
<tr>
<td>( \text{Dis}(F) )</td>
<td>regularization induced by isolated feature ( F )</td>
</tr>
<tr>
<td>( Fu(F) )</td>
<td>feature unit with parent node ( F )</td>
</tr>
<tr>
<td>( \mathbf{I'}(F) )</td>
<td>regularization by isolated feature unit ( Fu(F) )</td>
</tr>
<tr>
<td>( g, s )</td>
<td>weighting parameters in propagating feature influence</td>
</tr>
<tr>
<td>( \mathbf{I}(F) )</td>
<td>regularization by feature unit ( Fu(F) ) in hierarchy</td>
</tr>
<tr>
<td>( \mathbf{I}(\mathcal{F}) )</td>
<td>regularization by feature hierarchy ( \mathcal{F} )</td>
</tr>
<tr>
<td>( C_{ik} )</td>
<td>regularization coefficient between ( U_i ) and ( U_k )</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>impact of recursive regularization</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>regularization coefficient to avoid over-fitting</td>
</tr>
<tr>
<td>( \mathcal{J} )</td>
<td>objective function of ReMF framework</td>
</tr>
</tbody>
</table>

Table 9.2: Notations.

belongs to \( F_p \). Figure 9.4(a) shows an example containing three leaf features \( F_1, F_2, F_3 \), i.e. features with no children. \( F_1, F_2 \) are children of the internal feature \( F_4 \). \( F_3 \) and \( F_4 \) are children of the root feature \( F_5 \). For simplicity, we assume that each user is explicitly associated with at most one leaf feature in \( \mathcal{F} \). Table 9.2 summarizes all the notations throughout this chapter.

Our method is built on matrix factorization (MF) [125], which assumes the existence of latent structures in the user-item interaction matrix. By uncovering latent factors of users and items, it approximates the observed ratings and estimates the unobserved ratings. MF solves the following optimization problem:

\[
\min_{\mathbf{U}, \mathbf{V}} \frac{1}{2} \sum_{i,j} \mathbf{O}_{ij} (R_{ij} - \mathbf{U}_i \mathbf{V}_j^T)^2 + \frac{\lambda}{2} (\|\mathbf{U}\|^2_F + \|\mathbf{V}\|^2_F), \tag{9.1}
\]

where \( \mathbf{U} \in \mathbb{R}^{n \times d} \) and \( \mathbf{V} \in \mathbb{R}^{n \times d} \) are the latent factors of users and items, respectively. \( d \) is the dimension of latent factors. \( \lambda \) is the regularization coefficient to avoid over-fitting. The unobserved rating for user \( u_i \) to item \( v_j \) can be estimated by the inner product of the corresponding user and item latent factors, i.e. \( \hat{R}_{ij} = \mathbf{U}_i^T \mathbf{V}_j \).
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9.4.2 Modeling Influence of Feature Hierarchy on User-item Interactions

Step by step, we model the influence from a single feature to the combinations of features and finally the entire feature hierarchy.

**Influence of an Isolated Feature.** To start, we first define the regularization by an isolated feature $F_p$ in the hierarchy as:

$$Dis(F_p) = \sum_{u_i, u_k \in F_{p:i<k}} \|U_i - U_k\|_F^2,$$  \hspace{1cm} (9.2)

where $\|U_i - U_k\|_F^2$ is the squared Frobenius norm distance between the latent factors of $u_i$ and $u_k$ characterized by feature $F_p$: $F_p$ poses regularization on the cumulation of the pairwise distance between users associated with it. Thus, $Dis(F_p)$ can be considered as the influence of the isolated feature $F_p$ on user-item interactions by regularizing user latent factors. The definition here only considers the influence of an isolated feature, while the co-influence of the feature hierarchy contributed by the feature, i.e. influence of the feature in the hierarchy, is different from – but based on – the influence of the isolated feature, which will be illustrated later.

Our method models feature influence by regularizing user latent factors, and can be straightforward transferred to modeling the influence by regularizing item latent factors, or both of them.

**Influence of an Isolated Feature Unit.** Given the above definition, we now model the influence of an isolated combination of features, on learning user latent factors, by introducing the most important relationship among features in a hierarchy, i.e. parent-child relationship, based on which other relationships among features in the hierarchy such as siblings, ancestors can be derived. We first define the feature unit, i.e. $Fu(F_p)$, as the combination of a single parent node $F_p$ and its children nodes, namely:

$$Fu(F_p) = \{F_p\} \cup \{F_c | \forall F_c \in children(F_p)\}.$$  

Two examples of feature units $Fu(F_5)$ and $Fu(F_4)$ are shown in the red dash boxes in Figure 9.4(a).

Then we consider the influence of an isolated feature unit on learning user latent factors by regularization. For each isolated feature unit $Fu(F_p)$, we denote its influence as $I'(F_p)$, and assign it two parameters $g_p, s_p$, with
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the constraint $g_p + s_p = 1$. Parameters $g_p$ and $s_p$ are used to distribute the influence of the feature unit to two parts. One is given by the parent node, weighted by $g_p$, and the other is given by the children nodes, weighted by $s_p$. The influence of the isolated feature unit, i.e. $I'(F_p)$, is then defined as:

$$I'(F_p) = g_p \text{Dis}(F_p) + s_p \sum_{F_c \in \text{children}(F_p)} I(F_c).$$

For example, the influence of the isolated feature unit $F_u(F_5)$ in Figure 9.4(a), i.e. $I'(F_5)$, is determined by both the influence of the parent node $F_5$, i.e. $\text{Dis}(F_5)$, weighted by $g_5$, and the influence of its children nodes, i.e. $\text{Dis}(F_3)$ and $\text{Dis}(F_4)$, weighted by $s_5$. The overall influence of this isolated feature unit is: $I'(F_5) = g_5 \text{Dis}(F_5) + s_5 (\text{Dis}(F_3) + \text{Dis}(F_4))$. Compared with the influence of the isolated feature unit $F_5$, the influence of feature $F_5$ in $F_u(F_5)$ is different, in that $\text{Dis}(F_5)$ is weighted by $g_5$.

**Influence of an Entire Feature Hierarchy.** Based on the definition of the influence of an isolated feature unit, we now proceed to model the influence of feature unit in the hierarchy, thus to formally derive the overall influence of an entire feature hierarchy on user latent factors. Note that the influence of a feature unit in the hierarchy is different from – but based on – the influence of the isolated feature unit, and can be achieved by recursively defining the regularization of the feature unit in the hierarchy, given by:

**Definition 1 (Recursive Regularization)**

$$I(F_p) = \begin{cases} 
  g_p \text{Dis}(F_p) + s_p \sum_{F_c \in \text{children}(F_p)} I(F_c), & \text{if } F_p \text{ is an internal feature}; \\
  \text{Dis}(F_p), & \text{if } F_p \text{ is a leaf feature and } |F_p| > 1; \\
  0, & \text{otherwise}, 
\end{cases}$$

where $|F_p|$ is the number of users characterized by feature $F_p$.

From the above definition, we can see the difference between the influence of a feature unit in the hierarchy $I(F_p)$ and the influence of an isolated feature unit $I'(F_p)$, that is, $I(F_p)$ is recursively defined on $I(F_c)$. Put another way, the influence of a child feature is included in the influence of its parent feature. Hence, the influence of an entire feature hierarchy, denoted by $I(F)$, is equivalent to that of the root feature, as it recursively includes the influence of all features in the hierarchy. As an example, Equation 3 shows the influence of the feature hierarchy in Figure 9.4(a).
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\[ F_1 = \{u_1, u_2\} \]
\[ F_3 = \{u_4, u_5\} \]
\[ F_2 = \{u_3\} \]
\[ F_5 = \{u_1, u_2, u_3, u_4, u_5\} \]

**Figure 9.4:** (a) illustrates a feature hierarchy, where features with children (i.e. \( F_5, F_4 \)) are called internal features. Particularly, \( F_5 \) is also named root feature, whereas features without children are called leaf features. Dash and solid lines respectively represent the user-feature (i.e. a user is characterized by a feature) and feature-feature (i.e. parent-child) relationships. Features in a red dash box comprises a feature unit. (b) shows the corresponding regularization coefficients of the corresponding example.

\[
I(F) = I(F_5) \\
= g_5 \text{Dis}(F_5) + s_5 (I(F_4) + I(F_3)) \\
= g_5 \text{Dis}(F_5) + s_5 (g_4 \text{Dis}(F_4) + s_4 (I(F_1) + I(F_2)) + \text{Dis}(F_3)) \\
= g_5 \text{Dis}(F_5) + s_5 (g_4 \text{Dis}(F_4) + s_4 \text{Dis}(F_1) + \text{Dis}(F_3)). \quad (3)
\]

The deduction of recursive regularization of a feature hierarchy is shown in Algorithm 1, where the co-influence of features is modeled as a regularization function parameterized by the weights of each feature in the hierarchy. These weights characterize the influence of distinct features, and can be further learnt from historical user-item interaction data, as we introduce in the next section.

**Remark.** By recursively weighting and combining feature influence over a hierarchy from the root feature to the leaves, recursive regularization can model the influence of an arbitrarily deep feature hierarchy that can be either balanced or imbalanced.
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Algorithm 1: Recursive Regularization Deduction

```
Input: feature hierarchy $F$, $g_p, s_p \forall F_p \in F$
1 foreach $F_p \in F$ do
2 \hspace{1em} $I(F_p) \leftarrow 0$;
3 \hspace{1em} layer $\leftarrow \#$ layers of $F$;
4 for $l = 0; l \leq \text{layer}; l += 1$ do
5 \hspace{2em} foreach feature $F_p$ at layer $l$ of $F$ do
6 \hspace{3em} if $F_p$ is a leaf feature ($l = 0$) and $|F_p| > 1$ then
7 \hspace{4em} $I(F_p) \leftarrow \text{Dis}(F_p)$;
8 \hspace{3em} else if $F_p$ is an internal feature ($l \neq 0$) then
9 \hspace{4em} $I(F_p) \leftarrow g_p \text{Dis}(F_p) + s_p (\sum_{F_c \in \text{children}(F_p)} I(F_c))$;
10 $I(F) \leftarrow I(F_{\text{root}})$;
```

9.5 ReMF: a Recommendation Framework Integrated with Recursive Regularization

We first introduce a novel recommendation framework ReMF, that integrates the recursive regularization into the MF model to exploit auxiliary feature hierarchy. Then an optimization method and the complexity analysis for ReMF are presented.

9.5.1 The ReMF Framework

By incorporating recursive regularization into the MF, the ReMF framework is defined by:

**Definition 2 (The ReMF Framework)**

$$\min_{U,V,g_p,s_p \forall F_p \in F} \mathcal{J} = \frac{1}{2} \sum_{i,j} O_{ij}(R_{ij} - U_i V_j^T)^2 + \frac{\alpha}{2} I(F) + \frac{\lambda}{2} (\|U\|_F^2 + \|V\|_F^2)$$

where $\alpha$ is a regularization parameter that controls the impact of recursive regularization, i.e. $I(F)$.

Thanks to recursive regularization, ReMF can model the co-influence of features in the hierarchy to learn user latent factors.

It also characterizes the distinct influence of each feature, thus helping with the interpretation of the effect of each feature in the hierarchy on recommendation, illustrated as follows.
9.5. ReMF: a Recommendation Framework Integrated with Recursive Regularization

Considering the example of Figure 9.4, based on Equations 9.2 and 3, the feature hierarchy influence $I(F)$ can be rewritten as:

$$(g_5 + s_5g_4 + s_5s_4)\|U_1 - U_2\|_F^2 + (g_5 + s_5g_4)\|U_1 - U_3\|_F^2 + \ldots,$$

where the strength of the regularization between $u_1$, $u_2$’s latent factors is $(g_5 + s_5g_4 + s_5s_4)$, and that of $u_1$, $u_3$’s latent factors is $(g_5 + s_5g_4)$. In fact, the strength of regularization is the combination of influence of different features. For simplicity, we assume $g = s = 0$ for each internal feature. Therefore, the strength of regularization between $u_1$, $u_2$’s latent factors is $(g_5 + s_5g_4 + s_5s_4) = 1$, from which we could see that the feature $F_5$ has an influence of $g_5 = 0.5$, while its children features $F_4$ and $F_1$ have influence of $s_5g_4 = 0.25$ and $s_5s_4 = 0.25$, respectively. Then, for $u_1$, $u_3$, the strength of regularization between their latent factors is $(g_5 + s_5g_4) = 0.75$, where the features $F_5$, $F_4$ have influence of $g_5 = 0.5$, $s_5g_4 = 0.25$, respectively. The distinct influence of features on learning user latent factors can therefore be characterized by certain functions of the weights $(g, s)$.

To formally derive feature influence on an arbitrary pair of users, we define the regularization coefficient $C_{ik}$ to represent the strength of regularization between $u_i$ and $u_k$, where a greater value of $C_{ik}$ indicates a higher correlation between the two users. Hence, $I(F)$ can be reformulated as:

$$I(F) = \sum_{u_i, u_k \in \mathcal{U}, i < k} C_{ik} \|U_i - U_k\|_F^2,$$

where $\mathcal{U}$ is the set of users.

We next introduce two theorems for deriving $C_{ik}$, which is the combination of the influence by different features on $u_i$ and $u_k$.

**Theorem 1** The regularization coefficient for any pair of users $u_i$, $u_k$ (i.e. $C_{ik}$) characterized by the same leaf feature is 1:

$$g_{\text{root}} + s_{\text{root}}(g_{c_1} + s_{c_1}(g_{c_2} + s_{c_2}(\ldots(g_{c_l} + s_{c_l})))) = 1,$$

where the list $\{F_{\text{root}}, F_{c_1}, F_{c_2}, \ldots, F_{c_l}\}$ is the set of the common features of $u_i$ and $u_k$, ordered in a sequence from the root feature $F_{\text{root}}$ to the leaf feature $F_{c_l}$.

**Proof.** This is straightforward to prove, due to the constraint $g + s = 1$. Considering the example $\{u_1, u_2\}$ in Figure 9.4, the sum of the relevant regu-
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Theorem 2 For any pair of users \( u_i, u_k \) not characterized by a common leaf feature, the regularization coefficient (i.e. \( C_{ik} \)) is:

\[
g_{\text{root}} + s_{\text{root}}(g_{c_1} + s_{c_1}(g_{c_2} + s_{c_2}(\ldots (g_{c_l}))))
\]

where the list \( \{F_{\text{root}}, F_{c_1}, F_{c_2}, \ldots, F_{c_l}\} \) is the set of the common features of \( u_i \) and \( u_k \), ordered from the root feature \( F_{\text{root}} \) to the deepest common feature \( F_{c_l} \).

Proof. All possible features that can influence the regularization coefficient of \( u_i, u_k \) are their deepest common feature, and the parents and ancestors of the deepest common feature.

According to the above theorems, the value of regularization coefficient always falls into the range of \([0, 1]\), with 1 indicating the full regularization and 0 indicating no regularization. As an example, Figure 9.4(b) shows the regularization coefficients of the feature hierarchy in Figure 9.4(a).

These regularization coefficients naturally connect ReMF to network based recommendation methods, which also consider pairwise regularization on users. There are however two essential differences: 1) network-based regularization coefficients are usually hard-coded, while our regularization coefficients are modeled from the feature hierarchy structure, and expressed by the function of weights \((g, s)\). And, 2) \((g, s)\), which parametrizes the distinct feature influence while being automatically learnt from the historical user-item interaction data, as we will address in the next subsection.

9.5.2 The Optimization Method for ReMF

We adopt the stochastic gradient descent scheme [124, 125] to optimize our objective function.

Updating \( U, V \). The gradients of \( U_i, V_j \) are given by:
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Algorithm 2: ReMF Model Learning

Input: rating matrix $\mathbf{R}$, feature hierarchy $\mathcal{F}$, $d, \gamma, \lambda, \alpha, \text{iter}$

1. Initialize $\mathbf{U}, \mathbf{V}, g_p, s_p, \text{and } \forall F_p \in \mathcal{F}$;
2. for $t = 1; t \leq \text{iter}; t + +$ do
3. foreach $\mathbf{U}_i \in \mathbf{U}, \mathbf{V}_j \in \mathbf{V}$ do
4. $\mathbf{U}_i^{(t)} \leftarrow \mathbf{U}_i^{(t-1)} - \gamma \frac{\partial J}{\partial \mathbf{U}_i}$;
5. $\mathbf{V}_j^{(t)} \leftarrow \mathbf{V}_j^{(t-1)} - \gamma \frac{\partial J}{\partial \mathbf{V}_j}$;
6. foreach Internal feature in the hierarchy do
7. $g_p^{(t)} \leftarrow g_p^{(t-1)} - \gamma \frac{\partial J}{\partial g_p}$;
8. $s_p^{(t)} \leftarrow s_p^{(t-1)} - \gamma \frac{\partial J}{\partial s_p}$;
9. Calculate $\mathcal{J}$ by Algorithm 1 and Definition 2;
10. if $\mathcal{J}$ has converged then
11. break;

\[
\frac{\partial J}{\partial \mathbf{U}_i} = - \sum_j O_{ij} (\mathbf{R}_{ij} - \mathbf{U}_i \mathbf{V}_j^T) \mathbf{V}_j + \lambda \mathbf{U}_i + \alpha \sum_{u_i, u_k \in U, i < k} C_{ik} (\mathbf{U}_i - \mathbf{U}_k),
\]

\[
\frac{\partial J}{\partial \mathbf{V}_j} = - \sum_i O_{ij} (\mathbf{R}_{ij} - \mathbf{U}_i \mathbf{V}_j^T) \mathbf{U}_i + \lambda \mathbf{V}_j.
\]

Updating $(g, s)$. $(g, s)$ can be predefined heuristically, or handcrafted by domain experts who can fairly quantify the influence of different features. Instead, we provide an effective data-driven solution that automatically learns $(g, s)$ based on the historical user-item interaction data.

We only need to estimate $(g, s)$ for internal features in the hierarchy, since the leaf features do not have children. For an internal feature $F_p$, the gradients of $g_p, s_p$ are equivalent to the multipliers of $g_p, s_p$ in $I(\mathcal{F})$. Thus, we have:

\[
\frac{\partial J}{\partial g_p} = \begin{cases} 
\text{Dis}(F_p), & \text{if } F_p \text{ is root;} \\
\prod_{\forall a:F_a \in \text{ancestors}(F_p)} s_a \text{Dis}(F_p), & \text{otherwise;}
\end{cases}
\]

\[
\frac{\partial J}{\partial s_p} = \begin{cases} 
\sum_{F_c \in \text{children}(F_p)} I(F_c), & \text{if } F_p \text{ is root;} \\
\prod_{\forall a:F_a \in \text{ancestors}(F_p)} s_a (\sum_{F_c \in \text{children}(F_p)} I(F_c)), & \text{otherwise.}
\end{cases}
\]
According to the constraint $g_p + s_p = 1$, we can update $g_p$ (or $s_p$) using the gradient and the other by $s_p = 1 - g_p$ (or $g_p = 1 - s_p$). The detailed learning process is shown in Algorithm 2.

**Complexity Analysis** The computational time is mainly taken by evaluating the objective function $J$ and updating the related variables. The time to compute the $J$ is $O(d|R| + dm^2)$, where $|R|$ is the number of non-zero observations in the rating matrix $R$. For all gradients $\frac{\partial J}{\partial U_i}$, $\frac{\partial J}{\partial V_j}$, $\frac{\partial J}{\partial g_p}$, $\frac{\partial J}{\partial s_p}$, the computational time are $O(d|R| + dm^2)$, $O(d|R|)$, $O\left(\sum_{l=0}^{layer-1} \frac{m_l(m_l-1)n_l}{2}\right)$ and $O(|s_p|)$, respectively. Wherein $m_l$ denotes the average number of users in each node at layer $l$, $n_l$ denotes the number of nodes at layer $l$, and $|s_p|$ ($\ll |R|$) denotes the number of internal nodes. Particularly, we leverage $s_p = (1 - g_p)$ to update $s_p$. The overall computational complexity of Algorithm 2 is $(\#\text{iteration} \times O(d|R| + dq))$, where $q = \max(\sum_{l=0}^{layer-1} \frac{m_l(m_l-1)n_l}{2}, m^2)$. In real-world applications $m_l$ is typically small (e.g. power-law distributed), thus making $\text{ReMF}$ scalable to large data set.

### 9.6 Experiments and Results

We assess the performance of $\text{ReMF}$ with a comparison with the state-of-the-art, feature-based, hierarchy-based recommendation methods. The comparison is performed over 1) the data sets introduced in Section 3, for POI recommendation with user feature hierarchy; and 2) a data set from the Amazon Web store [151], for product recommendation with item feature hierarchy.

#### 9.6.1 Experimental Setup

**Evaluation.** We adopt the standard 5-fold cross-validation, and the following 3 metrics for evaluation: Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) [123, 181] to measure the error of predicted ratings; and Area Under the ROC Curve (AUC) [97, 242] to measure the quality of predicted ranking of items (ranked according to the predicted ratings). The smaller MAE and RMSE, and the larger AUC, the better the recommendation performance.

**Comparison Methods.** The following methods are compared: (1) MF [125]: matrix factorization method; (2) CMF [202]: collective MF; (3) TaxMF [123]: taxonomy-based MF; (4) SoReg [143]: network-based recommendation method.
incorporating social relations; (5) FM [181]: factorization machine; (6) HieFM: factorization machine with hierarchy information.

HieFM is a variation of FM that considers each features path in the hierarchy (from root to leaf nodes) as an additional feature in the design vectors of FM. Similar to FM, CMF and TaxMF can also incorporate path-based features. As FM outperforms CMF and TaxMF (see Section 9.6.3), we limit our comparison with previous methods exploiting path-based features to HieFM.

Parameter Settings. We empirically set optimal parameters for each method using a grid search in \{0.0001, 0.001, 0.01, 0.05\} for both \(\lambda\) (including 1-way and 2-way regularization of FM) and the learning rate \(\gamma\); \(\alpha = 0.5\) for CMF; \(\beta = 0.01\) for SoReg. For fair comparison, we set \(d = 10\) (the dimension of latent factors) for all the methods, and adopt all features (i.e. continent, country, and city) as input in TaxMF, CMF, FM and HieFM. HieFM has path-based features as additional hierarchy information. In SoReg, we model the social relations among users by counting the number of common features, under the assumption that the commonality establishes implicit social relationships based on the geo-social correlation phenomenon [75]. Without loss of generality, we adopt \(f(x) = 1/(1 + x^{-1})\) to map each \#check-in \(R_{ij} \in \mathbb{R}\) in POI data sets into the interval \((0, 1)\) [77].

![Figure 9.5: The effects of α on the performance of ReMF on Instagram and Twitter measured by MAE and RMSE.](image)
9.6.2 Results of ReMF

We analyze the influence of recursive regularization on ReMF performance, and discuss how the weighting parameters \(g, s\) can help the interpretation of recommendation results.

The Impact of \(\alpha\). In ReMF, \(\alpha\) controls the strength of recursive regularization of feature hierarchy. We apply a grid search in \(\{10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 10^{0}\}\) to investigate the impact of \(\alpha\) on recommendation performance. Results are shown in Figure 9.5. As \(\alpha\) varies from small to large, the performance first increases then decreases, with the maximum reached at the range \([10^{-2}, 10^{-1}]\). The performance variations across data sets suggest the need for data set-specific settings; the similarity in performance variation across \(\alpha\) values shows the robustness of ReMF.

Interpretation from \((g, s)\). We examine \((g, s)\) for the internal features, i.e. continents and countries, learnt from data. Table 9.3 shows the list of continents and countries ranked according to their \(g\) values. Recall that for a continent (country), \(g > s\) means that the continent (country) has a stronger effect on user preferences than and its children features, i.e. countries (cities).

In general the continents have relatively smaller effects on user preferences (with \(g\) values all below 0.2), suggesting that continents have weaker effects than their countries. In addition, we observe a big variance in the \(g\) values of countries, indicating that different countries have different influence on user preferences. The high variance of countries’ \(g\) values proves the necessity of parameterizing \(g, s\) in recommendation. We then compare the influence of countries and cities on their residents’ preferences. As cities of a country and the country comprise a feature unit, the influence of a city can be measured by \(s = 1 - g\), where \(g\) is the influence of the country. We can see from Table 9.3 that most countries have \(g < 0.5\) (only 3 countries have \(g > 0.5\)), i.e. \(s > 0.5\), indicating that the influence of cities in most countries have more influence on their residents’ preferences than the countries themselves.

<table>
<thead>
<tr>
<th>Continents</th>
<th>Top countries</th>
<th>Bottom countries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>(g)</td>
<td>Name</td>
</tr>
<tr>
<td>Europe</td>
<td>0.1837</td>
<td>Portugal</td>
</tr>
<tr>
<td>America</td>
<td>0.1656</td>
<td>Monaco</td>
</tr>
<tr>
<td>Asia</td>
<td>0.1534</td>
<td>Serbia</td>
</tr>
<tr>
<td>Africa</td>
<td>0.0375</td>
<td>Poland</td>
</tr>
<tr>
<td>Oceania</td>
<td>0.0139</td>
<td>Hungary</td>
</tr>
</tbody>
</table>

Table 9.3: Values of \(g\) for continents and top/bottom countries in the dataset.
### Table 9.4: Performance of the considered recommendation methods on the testing views “All” and “Cold start” of POI data sets. The best performance for each city is boldfaced; the runner up is labelled with “*”. The improvements by the best method on all data sets are statistically significant ($p$-value < 0.01).
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9.6.3 Comparative Results

Rating Performance. Two views are created for each data set: 1) the “All” view includes all users; while 2) the “Cold start” view indicates that only users with ≤ 5 ratings are involved in the test set. Table 9.4 compares the performance of the considered recommendation methods for all data sets. Unsurprisingly, the basic matrix factorization model is consistently outperformed by feature-based recommendation methods; this shows that, in the context of the targeted evaluation scenario, the usage of auxiliary information about users positively affects recommendation accuracy. In addition, FM outperforms CMF, TaxMF and SoReg. This could be explained by FM considering item-feature interactions, in addition to user-item and user-feature interactions.

HieMF in general outperforms FM, suggesting that information about feature relationships (paths) can help predicting user preferences. ReMF consistently outperforms the methods in the comparison pool, with an average performance gain (w.r.t. the second best method) of 7.20% (MAE) and 15.07% (RMSE). Paired t-test shows that the improvements of ReMF on all data sets are significant (p-value < 0.01). Such big improvements clearly show the effectiveness of recursive regularization, and the advantage derived from the full inclusion of information about feature relationships.

Table 9.4 (data view “Cold start”) reports the results with cold start users. As in the previous case, ReMF achieves the best performance compared with other methods, and significantly outperforms the second best methods in all data sets (p-value < 0.01) by 12.02% and 17.53% w.r.t. MAE and RMSE respectively. The relatively larger improvements on the testing view “Cold start” than on “All” indicates that ReMF has higher capability in coping with the cold start problem compared to the state-of-the-art methods.

Ranking Performance. We further evaluate the ranking quality of items recommended by ReMF and other methods in the comparison pool. Results are shown in Figures 9.6(a-b) for data sets from Instagram and Twitter, respectively. ReMF significantly outperforms the second best method (p-value < 0.01) on all data sets by 9.86% on average, reaching an averaged AUC of 0.8175 in Instagram and 0.7568 in Twitter. These observations show that the influence of feature hierarchy modeled by recursive regularization can effectively complement user-item interaction data in ranking prediction.

Generalizability. We test the performance of ReMF on another task, i.e. product recommendation, using the data from Amazon web store [151]. Dif-
9.7 Conclusion

Hierarchies are a common way to capture relationships between features. Yet, the value of this additional information is not fully exploited by state-of-the-art feature-based recommendation methods. This chapter proposes a novel regularization method named recursive regularization for modeling the
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co-influence of features in the hierarchy on user-item interactions. Based on this, a new recommendation framework ReMF is proposed to learn hierarchical feature influence from historical user-item interaction data. Experimental validation on real-word data sets shows that ReMF can largely outperform state-of-the-art methods, proving the value residing in the exploitation of feature hierarchies for better learning user and item latent factors.

We stress how recursive regularization does not only apply to tree-like data structures (hierarchy), but also to a forest of trees: adding a root feature transforms a set of trees to one tree. Generalization to graphs is less trivial, and therefore left to future work.
Chapter 10

Exploiting both Vertical and Horizontal Dimensions of Feature Hierarchy for Effective Recommendation

This chapter focuses on the relationships of features that can be induced from the horizontal dimension of a feature hierarchy. We define two types of horizontal relationships, namely complementary and alternative relationships, and show their presence in real-world datasets. We then propose a unified recommendation framework, i.e. HieVH, to seamlessly fuse both vertical and horizontal dimensions of a feature hierarchy for effective recommendation.

This chapter is published as “Exploiting both Vertical and Horizontal Dimensions of Feature Hierarchy for Effective Recommendation” [207], by Z. Sun, J. Yang, J. Zhang, and A. Bozson in Proceedings of the 31st AAAI Conference on Artificial Intelligence, pages 189-195. AAAI, 2017.
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.layer 3
Women’s Clothing

.layer 2
Athletic Clothing ...
Fashion Clothing

.layer 1
Shirts ... Pants ... Shoes ...
Blouse ... Skirts ... Heels

Figure 10.1: Running example of feature hierarchy.

10.1 Introduction

Feature-based recommendation has been widely studied to resolve data sparsity and cold start problems in recommender systems. Generally, features of users and items can be organized in different structures, e.g. flat or hierarchical. Feature hierarchy (FH) \[95\] – as a natural yet powerful structure to describe human knowledge – has proven to be effective to boost recommendation accuracy.

Early work incorporates FH for better recommendation by converting it to a flat structure \[246, 123, 115, 158\]. The reduction to a simpler knowledge structure, while simplifying the formalization of the recommendation problem, brings severe information loss. Recently a few studies consider the structured nature of FH, assuming that items are characterized by the affiliated features in the hierarchy. Such characterization can be modeled as the influence of features on user-item interactions, which is either manually defined \[95\], or automatically learnt from data \[233\].

All the methods above consider the influence of features in vertical dimension of the hierarchy, i.e. only features with child-parent affiliation have influence on user-item interactions. They ignore, however, another important dimension of FH, i.e. the horizontal dimension. Sibling and cousin features, i.e. positioned in the same layer of the hierarchy, might capture latent relationships that could be used to better characterize user-item interactions, and, consequently, to enhance recommendation accuracy. In the following we use a running example to illustrate how the horizontal dimension of FH can help characterize user-item interactions.

Running Example. Consider a Web product recommender system, where the goal is to recommend products to users. Figure 10.1 depicts a 3-layer category hierarchy of Women’s Clothing. Categories in this hierarchy are organized in vertical dimension (e.g. Shirts and Athletic Clothing) or horizontal dimension (e.g. Shirts and Pants). Suppose a customer who prefers
athletic style to fashion style. She may buy more items of Athletic Clothing, such as athletic shoes and pants to match each other, instead of items of Fashion Clothing, e.g. heels or skirts. In this case, the two sibling categories Athletic Clothing and Fashion Clothing at layer 2 are characterized by an alternative relationship, as they are purchased by the user in a mutually exclusive fashion. The sibling categories at layer 1, Athletic Shoes and Pants, are characterized by a complementary relationship, as they are jointly purchased by the user. Whereas the cousin categories at this layer, e.g. Athletic Shoes and Heels are alternative as determined by the relationship of their parent categories.

The example highlights that feature relationships in horizontal dimension can provide additional characterization of user-item interactions. It is, however, nontrivial to exploit such kind of relationships, as the vertical affiliation of features in different layers should also be preserved. As illustrated in the above example, users’ preferences on items (e.g. athletic shoes and heels) could also be affected by the relationships of their vertically affiliated features across different layers (e.g. Shoes - Athletic Clothing, Heels - Fashion Clothing). In other words, it is often impossible to disentangle the horizontal dimension from the vertical one.

Hence, this chapter contributes a unified recommendation framework HieVH that seamlessly exploits both dimensions of FH, to boost recommendation accuracy. To model the vertical dimension HieVH adapts latent factors of items by adding weighted aggregation of their affiliated features’ latent factors, to better model item latent factors. The weights are automatically learnt from data. Horizontally, feature relationships are incorporated as regularizers at each layer of the hierarchy, to better model feature latent factors. In doing so, through the adaption of item latent factors with feature latent vectors in vertical dimension, feature relationships in horizontal dimension can be inherited by items. The result is a method that can seamlessly fuse vertical and horizontal dimensions of FH. While existing methods (e.g. ReMF) consider vertical dimension, we stress it is nontrivial to extend them to integrate horizontal dimension, due to the lack of a matching mechanism in vertical dimension such as the use of feature latent factors.

Extensive experiments on four real-world datasets show that our approach achieves superior performance over state-of-the-art counterparts, with an average improvements of 5.23% on AUC. Besides, by uncovering the semantically rich feature relationships (alternative and complementary) between the recommended and rated items, HieVH provides better interpretations of the generated recommendations.
10.2 Related Work

Mapping Feature Hierarchy into Flat. Generic feature-based recommendation methods, including collective matrix factorization (CMF) \cite{CMF}, factorization machine (FM) \cite{FM}, and SVDFeature \cite{SVDFeature}, are originally designed for incorporating features organized in a flat structure. Early methods incorporating FH \cite{FH0, FH1} model a user’s taxonomy preferences as a flat feature vector. Later, some latent factor model (LFM) based methods \cite{FM2} have been designed. For example, \cite{LFM1, LFM2, LFM3, LFM4} propose adding feature latent vectors into user or item latent factors. Despite this, blending FH into all the above models requires converting the hierarchy into a flat structure, thus losing the structural information encoded in the hierarchy.

Modeling Vertical Dimension of Feature Hierarchy. \cite{Menon} \cite{He} \cite{Yang} propose an ad-click prediction method that considers FH of ads. However, it assumes that an ad is conditionally independent from all higher layer features. \cite{He} devise a visually-aware recommendation model by manually defining the feature influence in vertical dimension of the hierarchy. Recently, \cite{Yang} design a recommendation method that automatically learns such influence on user/item latent factors by a parameterized regularization traversing from root to leaf features.

These studies, however, are limited to feature influence of vertical dimension, ignoring feature relationships of horizontal dimension. Besides, they are nontrivial to be extended to seamlessly integrate horizontal feature relationships, due to the lack of a matching mechanism in vertical dimension (e.g. feature latent factors). In our unified approach, we seamlessly model both dimensions of FH, and further consider semantically rich feature relationships, i.e. alternative and complementary \cite{Alternative, Complementary}.

Modeling Implicit User/Item Hierarchy. Recently, \cite{Zhang} and \cite{Wang} propose to model implicit hierarchical structure within users and/or items, based on historical user-item interactions. Our work differs from these two models, in that we consider leveraging explicit FH to guide the learning of latent factors.

10.3 Measuring Feature Influence and Relationships

This section first introduces our metrics for measuring feature influence in vertical dimension, and feature relationships in horizontal dimension of FH. To demonstrate the need for richer feature hierarchy characterization of user-
item interactions for better recommendation, we then apply the proposed metrics to analyze Amazon Web store data.

10.3.1 Metrics for Feature Influence and Relationships

Let $U, I$ denote the set of users and items, and $F$ denote the set of features organized in a hierarchy. $r_{ui}$ is the rating given by user $u \in U$ to item $i \in I$. Each item $i \in I$ is affiliated with a subset of features $F(i) = \{f^1_i, f^2_i, \ldots, f^L_i\}$, organized as a path from leaf feature $f^1_i$ to root feature $f^L_i$. Let $P(e_i)$ denote the probability of the event that an item $i$ is rated by a user, defined as,

$$P(e_i) = \frac{|\{u|u \in U, r_{ui} \neq 0\}|}{|U|}$$

Based on this definition, we use item co-occurrence IC to measure the closeness of two items.

**Definition 3 (Item Co-occurrence)**

$$IC(i, j) = \frac{P(e_i \cap e_j)}{P(e_i) \times P(e_j)}$$

where $P(e_i \cap e_j)$ is the joint probability of the event that both items $i$ and $j$ are rated by a user.

The IC measure can be used to define both feature influence in vertical dimension, and feature relationships in horizontal dimension of the hierarchy, as illustrated below.

**Definition 4 (Feature Influence of Vertical Dimension)** Given the items $i_1, i_2, \ldots$ characterized by a same subset of feature path $F(i_1) = F(i_2) = \ldots = \{f^1, \ldots, f^L\}$, the influence of an arbitrary feature $f^l$ ($1 \leq l \leq L$) in the path on these items is defined as the following vector,

$$\vec{FI}(f^l) = \frac{1}{|f^l| - 1} \left[ \sum_{j \in f^l, l_1 \neq j} IC(i_1, j), \sum_{j \in f^l, l_2 \neq j} IC(i_2, j), \ldots \right]$$

where each element in the vector is the average IC between the target item and all the items affiliated to the feature. This definition allows us to test the difference among the influence of features in the same path.
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We then define feature relationships in horizontal dimension, based on item relationships formalized as follows.

**Definition 5 (Item Relationships)** Items $i, j$ are alternative if $P(e_i|e_j) < P(e_i)$ and $P(e_j|e_i) < P(e_j)$; they are complementary if $P(e_i|e_j) > P(e_i)$ and $P(e_j|e_i) > P(e_j)$.

Two items $i$ and $j$ are therefore alternative, if the probability of $i$ being rated given $j$ is rated (e.g. $P(e_i|e_j)$), is lower than that without knowing whether $j$ is rated or not (e.g. $P(e_i)$). Contrarily, they are complementary if the former is larger.

We now turn to the quantification of item relationships, which will be used later for measuring feature relationships. It turns out that, IC can be a proper metric for measuring item relationships, according to the following theorem.

**Theorem 3 (Item Relationships Measured by IC)**

- Items $i$ and $j$ are alternative $\iff$ IC $< 1$
- Items $i$ and $j$ are independent $\iff$ IC $= 1$
- Items $i$ and $j$ are complementary $\iff$ IC $> 1$

*Smaller values of IC ($< 1$) indicate stronger alternative relationships between items $i$ and $j$; vice versa, larger values of IC ($> 1$) indicate stronger complementary relationships between items $i$ and $j).*

**Proof:** Using the relationship between joint probability and conditional probability, $P(e_i \cap e_j) = P(e_j|e_i) \times P(e_i)$, we have

\[
IC(i, j) = \frac{P(e_i \cap e_j)}{P(e_i) \times P(e_j)} = \frac{P(e_j|e_i) \times P(e_i)}{P(e_i) \times P(e_j)} = \frac{P(e_i|e_j)}{P(e_i)}
\]

Similarly, with $P(e_i \cap e_j) = P(e_j|e_i) \times P(e_j)$, we have $IC(i, j) = \frac{P(e_i|e_j)}{P(e_i)}$. Thus, we can see that if $IC(i, j) < 1$, then $P(e_j|e_i) < P(e_j)$ and $P(e_i|e_j) < P(e_i)$, vice versa, suggesting an alternative relationship between items $i$ and $j$ is equivalent to $IC(i, j) < 1$. A smaller value of IC would indicate a larger gap between $P(e_j|e_i)$ and $P(e_j)$, $P(e_i|e_j)$ and $P(e_i)$, i.e. a stronger alternative relationship; the opposite also holds, i.e. a stronger alternative relationship indicates a smaller value of IC. If $IC(i, j) > 1$, then $P(e_j|e_i) > P(e_j)$ and $P(e_i|e_j) > P(e_i)$, vice versa, suggesting a complementary relationship between items $i$ and $j$ is equivalent to $IC(i, j) > 1$. A larger IC indicates a stronger complementary relationship;
the opposite also holds. Similarly, if $\text{IC}(i, j) = 1$, then $P(e_j|e_i) = P(e_j)$ and $P(e_i|e_j) = P(e_i)$, vice versa, hence items $i, j$ are independent and $\text{IC}(i, j) = 1$ are equivalent.

The independence between two items provides no additional characterization of user preferences, thus it is neither beneficial for recommendation. We do not consider it particularly useful before; it will be, however, properly handled by our proposed method. With the above metric for measuring item relationships, we now propose the metric for feature relationships in horizontal dimension.

**Definition 6 (Feature Relationships in Horizontal Dimension)** The relationship of two features $f$ and $g$ is given by

$$\text{FR}(f, g) = \frac{1}{|f| \times |g|} \sum_{i \in f} \sum_{j \in g} \text{IC}(i, j)$$

FR is defined as the average IC between all pairs of items, where the two items in each pair are characterized respectively by the two features. Similar to IC, $\text{FR}(f, g) < 1, > 1, = 1$ indicate that features $f$ and $g$ are alternative, complementary and independent, respectively.

### 10.3.2 Feature Influence and Relationships in Real-world Data

We now show the presence of feature influence and relationships in the Amazon Web store data – Clothing, Shoes & Jewelry.\(^2\) For demonstration purpose, we only show the results of the top-3 layers of the hierarchy.

The hierarchy contains 116 categories at Layer 1, thus 116 paths in vertical dimension. Comparing the influence of features in the same path, we find that 74.33% of feature influence at Layer 1 is significantly larger than that at Layer 2, and that 72.57% of the influence at Layer 2 is significantly larger than that at Layer 3 (Paired t-test, $p$-value $< 0.01$).

The root layer (layer 3) contains two features, Women’s Clothing and Men’s Clothing. It can be observed from Figure \[\text{Figure}\] that the two features have an alternative relationship, indicating that women and men clothing are generally not purchased together. For layer 2, we observe that the feature

\(^2\)The detailed information about the dataset is deferred to the Experimental Results section.
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relationships are evenly distributed on the side $\log(\text{FR}) < 0$ and $\log(\text{FR}) > 0$, indicating that both alternative and complementary feature relationships exist at this layer. An example of complementary features is Woman Watches, Man Watches, suggesting that women and men watches are usually purchased together, e.g. for couples, despite of the fact that Women’s clothing and Men’s clothing are alternative. When looking at feature relationships at layer 1, we can see that the relationships among most features are complementary, e.g. Women active clothing and Women athletic shoes. Overall, as a general trend, more complementary relationships can be observed in lower layers than upper layers, suggesting that customers tend to buy items characterized differently by fine-grained features to match each other.

10.4 The HieVH Framework

This section describes the HieVH framework – that seamlessly exploits both vertical and horizontal dimensions of FH to boost recommendation performance.

10.4.1 The Basic Recommendation Model.

Our approach is built on the latent factor model (LFM), where each user and item in the high dimensional user-item interaction space are mapped into a low-rank space. We generalize the basic LFM to seamlessly incorporate both vertical and horizontal dimensions of FH by minimizing the following equation:

$$J = \sum_{u,i \neq 0} C(r_{ui}, \theta_u, \theta_i) + \sum_{f,g \in F} \Psi(\theta_f, \theta_g) + \Omega(\Theta)$$
where $o_{ui} = 1$ if user $u$ rates item $i$, otherwise 0; $\theta_u, \theta_i, \theta_f \in \mathbb{R}^d$ are the latent factors of user $u$, item $i$ and feature $f$, respectively; $d$ is the dimension of latent factors; $C(\cdot)$ is a convex cost function (e.g. quadratic function) measuring the difference between the real rating $r_{ui}$ and the predicted rating, i.e., the inner product of $\theta_u$ and $\theta_i$; and $\overline{\theta}_i = \Phi(\theta_i, \theta_f)$ is the adaptive item latent factor considering the influence of features in vertical dimension on item latent factors through function $\Phi$; $\Psi$ is the regularization function to constrain the difference between $\theta_f$ and $\theta_g$ based on the relationships among features in horizontal dimension; $\alpha$ controls the importance of $\Psi$; $\Omega(\Theta)$ with $\Theta = \{\lambda, \theta_u, \theta_i, \theta_f\}$ are regularizers to avoid over-fitting; $\lambda$ is the regularization hyperparameter. The main challenge is how to effectively formulate the functions $\Phi, \Psi$ by integrating the influence and relationships of features in the two dimensions of FH.

### 10.4.2 Modeling Vertical Dimension

Features are vertically affiliated in the hierarchy. Based on the results shown in the previous section, we observe that an item $i$ is characterized by all the affiliated features $\mathcal{F}(i) = \{f^1_i, f^2_i, \ldots, f^L_i\}$, organized as a path in the hierarchy with different degrees. Hence, we formulate the function $\Phi(\theta_i, \theta_f)$ to adapt the latent factor of item $i$, i.e., $\overline{\theta}_i$, by adding to it the latent factors of its affiliated features, i.e., $\mathcal{F}(i)$ in the hierarchy, given by:

$$
\overline{\theta}_i = \Phi(\theta_i, \theta_f, \vartheta_f) = \theta_i + [\vartheta_{f^1}, \vartheta_{f^2}, \ldots, \vartheta_{f^L}]^T \begin{bmatrix}
-\theta_{f^1} \\
-\theta_{f^2} \\
\vdots \\
-\theta_{f^L}
\end{bmatrix}_{L \times d}
$$

where $\vartheta_{\mathcal{F}(i)} = [\vartheta_{f^1}, \vartheta_{f^2}, \ldots, \vartheta_{f^L}]$ is the parameter vector, indicating the different influence of features in $\mathcal{F}(i)$ on item $i$. It can be automatically learnt by our model; $\theta_f$: $(1 \leq l \leq L)$ is the latent vector of feature $f^l \in \mathcal{F}(i)$.

In this equation, any items, e.g. $i$ and $j$, that belong to the same feature set, i.e., $\mathcal{F}(i) = \mathcal{F}(j)$, share the same parameter vector, i.e., $\vartheta_{\mathcal{F}(i)} = \vartheta_{\mathcal{F}(j)} = [\vartheta_{f^1}, \vartheta_{f^2}, \ldots, \vartheta_{f^L}]$. That is to say, the features organized in a same path influence all items belonging to the leaf feature in that path. In this way, we reduce the number of parameters and avoid over-fitting. The number of parameter vectors is the total number of the unduplicated feature paths in FH, which is equal to the size of leaf feature set. Note that, in the adap-
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tive function $\Phi$, a good estimation of feature latent factors is essential to accurately adapt item latent factors, which can be facilitated by considering horizontal dimension of FH, as given below.

10.4.3 Modeling Horizontal Dimension

From the perspective of horizontal dimension, features are organized as siblings or cousins at the same layer of the hierarchy. The analysis on real-world data shows the presence of two types of feature relationships, i.e., \textit{alternative} and \textit{complementary}, which are highly useful to better model feature latent factors.

Hence, we incorporate such kind of feature relationships by assuming that in each layer $l$ ($1 \leq l \leq L$) of the hierarchy: if two features are \textit{alternative}, then the distance of their latent factors should be large; if \textit{complementary}, the distance of their latent factors should be small. Based on the above assumption, we devise the following regularizer to better model feature latent factors,

$$\Psi(\theta_f, \theta_g) = \sum_{l=1}^{L} \sum_{f,g \in \mathcal{F}^l, f < g} \sigma_{fg} \|\theta_f - \theta_g\|_F^2$$

where $\mathcal{F}^l$ is the feature set at layer $l$ of the hierarchy; $\sigma_{fg} = \log(\text{FR}(f, g))$ with $\sigma_{fg} < 0, > 0, = 0$ indicating $f, g$ are \textit{alternative}, \textit{complementary} and independent, respectively. Through adaptive function $\Phi$ adding latent vectors of affiliated features to their items’ latent factors, feature relationships in horizontal dimension are inherited by items. Consequently, the better estimated feature latent factors can more accurately adapt item latent factors.

Similarly, we also incorporate item relationships to help better model item latent factors by assuming that if two items are \textit{alternative}, the distance of their latent factors should be large; if \textit{complementary}, it should be small. Based on this, we design the following regularizer,

$$\Psi(\theta_f, \theta_g; \theta_i, \theta_j) = \Psi(\theta_f, \theta_g) + \sum_{i,j \in \mathcal{I}, i < j} \sigma_{ij} \|\theta_i - \theta_j\|_F^2$$

where $\sigma_{ij} = \log(\text{IC}(i, j))$ with $\sigma_{ij} < 0, > 0, = 0$ indicating items $i, j$ are alternative, complementary and independent.

Note that $\sigma_{fg}, \sigma_{ij}$ seamlessly accommodate our assumptions illustrated below: if two features $f, g$ are alternative, then we have $\text{FR} < 1$, thus $\sigma_{fg} < 0$. 


In this case, minimizing $\Psi$ leads to large distance between $\theta_f$ and $\theta_g$; if $f, g$ are complementary, then we have $FR > 1$, thus $\sigma_{fg} > 0$. In this case, minimizing $\Psi$ leads to small distance between $\theta_f$ and $\theta_g$; if $f, g$ are independent, then $FR = 1$, thus $\sigma_{fg} = 0$. In this case, the independent feature relationships are not considered in $\Psi$. $\sigma_{ij}$ holds similar properties as $\sigma_{fg}$.

Once the feature and item relationships are incorporated into the objective function $J$, we can more accurately model feature and item latent factors in function $\Phi$, thus can ultimately better model user-item interactions.

**Remark.** HieVH seamlessly integrates the modeling of both vertical and horizontal dimensions of FH. Though in this chapter we focus on item FH, HieVH can as well accommodate user FH. It is noteworthy to remark how HieVH is able to handle arbitrarily imbalanced FH, thus making its application suitable to a wide variety of application scenarios.

**10.4.4 Model Learning**

We adopt the widely used stochastic gradient descent method to optimize HieVH. The update rules of all the variables are given by the following equations. The optimization process is shown in Algorithm 3, which is mainly composed of parameter update (line 3-12).

\[
\begin{align*}
\nabla J(\theta_u) &= \sum_{i \in I} a_{ui} (<\theta_u, \bar{v}_i> - r_{ui}) \bar{v}_i + \lambda \theta_u \\
\nabla J(\theta_i) &= \sum_{u \in U} a_{ui} (<\theta_u, \bar{v}_i> - r_{ui}) \theta_u + \lambda \theta_i + \alpha \sum_{i,j : i < j} \sigma_{ij} (\theta_i - \theta_j) \\
\forall f \in F, l = \{1, 2, \cdots, L\},
\end{align*}
\]

\[
\begin{align*}
\nabla J(\theta_f) &= \sum_{u \in U} \sum_{i : f \in F(i)} \theta_f a_{ui} (<\theta_u, \bar{v}_i> - r_{ui}) \theta_u \\
&\quad + \lambda \theta_f + \alpha \sum_{f' \in F, f' < f} \sigma_{fg} (\theta_f - \theta_{g'}) \\
\nabla J(\theta_j) &= \sum_{u \in U} \sum_{i : j \in F^*(i)} a_{ui} (<\theta_u, \bar{v}_i> - r_{ui}) <\theta_u, \theta_j> + \lambda \theta_j
\end{align*}
\]

**Complexity Analysis.** The computational time is mainly taken by evaluating the objective function $J$ and updating the relevant variables. The time to compute $J$ is $O(d|R| + dn^2)$, where $|R|$ is the number of non-zero observations in the rating matrix $R$, and $n$ is the number of items. For the gradients $\nabla J(\theta_u), \nabla J(\theta_i), \nabla J(\theta_f), \nabla J(\theta_j)$, the computational time are $O(d|R|), O\left(d|F||R| + d \sum_{l=1}^{L} \frac{|F||F(l-1)|}{2}\right), O(L|F^1||R|)$, respectively. Wherein $|F|$ is the total number of features in the hierarchy; $|R|$ is the average number of ratings under each feature; $|F|$ is the average number of features at each layer of the hierarchy. Generally due to $L < |F| < |F^1| <$
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Algorithm 3: HieVH Optimization Process

Input: rating matrix $R$, feature hierarchy $F$, $d, \alpha, \lambda, \gamma, \text{Iter}$

1. Initialize $\theta, \phi$ with small values;
2. $L \leftarrow$ the highest layer of $F$;

// Parameter update for $J$

3. for $t = 1; t \leq \text{Iter}; t++$ do
4.   foreach $u \in U, i \in I$ do
5.      $\theta_u(t) \leftarrow \theta_u(t-1) - \gamma \nabla J(\theta_u)$;
6.      $\phi_i(t) \leftarrow \phi_i(t-1) - \gamma \nabla J(\phi_i)$;
7.   for $l = 1; l \leq L; l++$ do
8.      foreach $f \in \{F^j \cap F(i)\}$ do
9.         $\theta_f(t) \leftarrow \theta_f(t-1) - \gamma \nabla J(\theta_f)$;
10.        $\phi_f(t) \leftarrow \phi_f(t-1) - \gamma \nabla J(\phi_f)$;
11.     if $J$ has converged then
12.        break;

If $|F| \ll n$ and $|\mathbf{R}| < |R|$, the overall computational complexity of Algorithm 3 is $(\text{Iter} \times \mathcal{O}(d||R| + dn^2))$. In summary, our proposed HieVH framework is scalable to large datasets.

10.5 Experimental Results

10.5.1 Experimental Setup

Datasets. To validate HieVH, we use the Amazon Web store dataset [151]. This dataset has recently been applied for evaluating recommendation methods incorporating FH [95, 233]. Similar to these works, we consider the Clothing Shoes & Jewelry dataset; to evaluate the generalizability of HieVH, we further consider three other datasets in different domains, including Electronics, CDs & Vinyl, and Home & Kitchen. The FHs of all the datasets are imbalanced. We uniformly sample the datasets to balance their sizes for cross-dataset comparison. Table 10.1 reports the statistics of the datasets.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>#users</th>
<th>#items</th>
<th>#ratings</th>
<th>#features</th>
<th>#layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clothing</td>
<td>36,000</td>
<td>42,201</td>
<td>60,141</td>
<td>2,764</td>
<td>7</td>
</tr>
<tr>
<td>Electronics</td>
<td>43,234</td>
<td>38,766</td>
<td>77,962</td>
<td>1,292</td>
<td>6</td>
</tr>
<tr>
<td>CDs &amp; Vinyl</td>
<td>33,868</td>
<td>36,320</td>
<td>71,872</td>
<td>1,293</td>
<td>6</td>
</tr>
<tr>
<td>Home &amp; Kitchen</td>
<td>44,519</td>
<td>37,445</td>
<td>73,820</td>
<td>2,002</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 10.1: Descriptive statistics of the datasets.
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**Evaluation.** Standard 5-fold cross validation is adopted to evaluate our proposed model. The Area Under the ROC Curve (AUC) is used as the evaluation metric. Larger AUC indicates better recommendation performance.

**Comparison Methods.** We compare with six state-of-the-art algorithms, 1) MF [192]: matrix factorization model; 2) CMF [202]: collective MF; 3) FM [179]: factorization machine; 4) TaxMF [12, 202]: taxonomy based MF; 5) Sherlock [12]: visually-aware model; 6) ReMF [233]: recursive regularization based MF. Methods 2-3 only utilize features in FH without considering the structure. Methods 4-6 are all based on FH. Besides, three variants of our proposed framework are compared. A) HieV: only considers vertical feature influence; B) HieVC: exploits vertical feature influence and horizontal complementary feature relationship; C) HieVH: fuses both vertical feature influence and horizontal complementary & alternative feature relationships.

**Parameter Settings.** Optimal parameter settings have been empirically estimated. We set $d = 10$ and apply a grid search in $\{0.001, 0.01, 0.1\}$ for $\gamma, \lambda$ and $1/2$-way regularization of FM; $\alpha = 0.5, 0.01$ for CMF and ReMF, respectively; for Sherlock, we use the same settings as [95].

### 10.5.2 Impact of $\alpha$

In HieVH, $\alpha$ controls the importance of feature relationships in the horizontal dimension of FH. We apply grid search in $\{10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 10^{0}\}$ to investigate the impact of $\alpha$ on recommendation performance. Results are shown in Figure 10.2. As $\alpha$ varies from small to large, the performance first increases then decreases, with the maximum reached at the range $[10^{-3}, 10^{-2}]$. The performance variations across datasets suggest the need for dataset-specific settings; the similarity in performance variation across $\alpha$ values demonstrates the robustness of HieVH.

### 10.5.3 Comparative Results

Table 11.2 summarizes the performance of all comparison methods across all datasets, where two views are created for each dataset: ‘Warm Start’ indicates all users are considered in the test data; while ‘Cold Start’ indicates only users with $\leq 5$ ratings are involved in the test data. Several interesting observations can be noted.
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<table>
<thead>
<tr>
<th>Datasets</th>
<th>Cases</th>
<th>MF</th>
<th>CMF</th>
<th>FM</th>
<th>TaxMF</th>
<th>Sherlock</th>
<th>ReMF</th>
<th>HieV</th>
<th>HieVC</th>
<th>HieVH</th>
<th>Improve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloth, Shoes &amp; Jewelry</td>
<td>Warm Start</td>
<td>0.5455</td>
<td>0.5646</td>
<td>0.6826</td>
<td>0.6509</td>
<td>0.6747</td>
<td>0.7015*</td>
<td>0.7160</td>
<td>0.7291</td>
<td>0.7375</td>
<td>5.13%</td>
</tr>
<tr>
<td></td>
<td>Cold Start</td>
<td>0.5426</td>
<td>0.5667</td>
<td>0.6629</td>
<td>0.6493</td>
<td>0.6702</td>
<td>0.7032*</td>
<td>0.7124</td>
<td>0.7284</td>
<td>0.7352</td>
<td>4.55%</td>
</tr>
<tr>
<td>Electronics</td>
<td>Warm Start</td>
<td>0.5555</td>
<td>0.5762</td>
<td>0.6839</td>
<td>0.6569</td>
<td>0.6915</td>
<td>0.7337*</td>
<td>0.7512</td>
<td>0.7672</td>
<td>0.7748</td>
<td>5.60%</td>
</tr>
<tr>
<td></td>
<td>Cold Start</td>
<td>0.5526</td>
<td>0.5735</td>
<td>0.6831</td>
<td>0.6475</td>
<td>0.6982</td>
<td>0.7305*</td>
<td>0.7474</td>
<td>0.7658</td>
<td>0.7741</td>
<td>5.97%</td>
</tr>
<tr>
<td>CDs &amp; Vinyl</td>
<td>Warm Start</td>
<td>0.5478</td>
<td>0.5622</td>
<td>0.6356</td>
<td>0.6905</td>
<td>0.7082</td>
<td>0.7249*</td>
<td>0.7328</td>
<td>0.7516</td>
<td>0.7600</td>
<td>4.84%</td>
</tr>
<tr>
<td></td>
<td>Cold Start</td>
<td>0.5433</td>
<td>0.5609</td>
<td>0.6231</td>
<td>0.6881</td>
<td>0.7076</td>
<td>0.7243*</td>
<td>0.7315</td>
<td>0.7514</td>
<td>0.7588</td>
<td>4.76%</td>
</tr>
<tr>
<td>Home &amp; Kitchen</td>
<td>Warm Start</td>
<td>0.5420</td>
<td>0.5545</td>
<td>0.6938</td>
<td>0.6469</td>
<td>0.6938</td>
<td>0.7279*</td>
<td>0.7456</td>
<td>0.7574</td>
<td>0.7667</td>
<td>5.33%</td>
</tr>
<tr>
<td></td>
<td>Cold Start</td>
<td>0.5395</td>
<td>0.5562</td>
<td>0.6915</td>
<td>0.6511</td>
<td>0.6973</td>
<td>0.7275*</td>
<td>0.7412</td>
<td>0.7554</td>
<td>0.7650</td>
<td>5.15%</td>
</tr>
</tbody>
</table>

Table 10.2: Performance (AUC) of comparison methods. The best performance is highlighted in bold; the second best performance of other methods is marked by ‘*’; ‘Improve’ indicates the relative improvements that HieVH achieves w.r.t. the ‘*’ results.
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**Figure 10.3:** The impact of parameter $\alpha$.

<table>
<thead>
<tr>
<th>Method</th>
<th>Layer 1</th>
<th></th>
<th>Layer 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C_p$</td>
<td>$A_p$</td>
<td>$C_p$</td>
<td>$A_p$</td>
</tr>
<tr>
<td>ReMF</td>
<td>87.62%</td>
<td>12.38%</td>
<td>75.23%</td>
<td>24.76%</td>
</tr>
<tr>
<td>HieV</td>
<td>88.89%</td>
<td>11.11%</td>
<td>76.19%</td>
<td>23.89%</td>
</tr>
<tr>
<td>HieVC</td>
<td>92.62%</td>
<td>7.38%</td>
<td>84.62%</td>
<td>15.38%</td>
</tr>
<tr>
<td>HieVH</td>
<td>95.65%</td>
<td>4.35%</td>
<td>89.35%</td>
<td>10.65%</td>
</tr>
</tbody>
</table>

**Table 10.3:** $C_p$ and $A_p$ of the Clothing hierarchy.

Compared with all other methods incorporating FH, MF considering no auxiliary information performs the worst, indicating the effectiveness of feature-based recommendation. The methods originally designed for the flat feature structure, including CMF and FM, generally perform worse than the FH based methods (TaxMF, Sherlock and ReMF). Since FH needs to be converted into a flat structure when applied into CMF and FM, the result demonstrates that useful information is lost in the conversion. FM outperforms CMF and even some FH based methods. This could be explained by FM further considering user-feature interactions, in addition to the user-item and item-feature interactions, as in CMF.

Among the three state-of-the-art FH based methods, Sherlock performs better than TaxMF, but worse than ReMF. The reason behind is that TaxMF views the influence of features in different layers of FH identically, whereas Sherlock weights the influence of features in different layers differently. However, the weights are defined manually. In contrast, ReMF automatically
learns such influence by a parameterized regularization traversing from root to leaf features.

We now compare the three variants of our framework – HieV, HieVC and HieVH, with the recently proposed ReMF. By considering vertical feature influence only, HieV performs slightly better than ReMF. The possible explanation is that in HieV, item latent factors are directly adapted by the affiliated feature latent factors; whereas in ReMF, latent factors of items are regularized by those of items that share common ancestor features, which means items are indirectly influenced by their affiliated features. In other words, the adaption of item latent factors in HieV is more straightforward than that in ReMF, thus more effective. HieVC upgrades HieV by adding complementary feature relationships in the horizontal dimension; HieVC is then promoted to HieVH by further incorporating alternative feature relationships. In results, HieVC performs better than HieV, but worse than HieVH, implying that both complementary and alternative feature relationships among horizontally organized features help improve recommendation accuracy.

Overall, when comparing with all the other comparison methods across all the datasets, HieVH achieves the best performance. The improvements w.r.t. Warm Start and Cold Start are 5.23%, 5.11% on average, respectively, which are statistically significant (Paired t-test, p-value < 0.001). This implies that the recommendation performance can be further enhanced by appropriately considering both vertical and horizontal dimensions of FH.

Interpretations by HieVH. We now analyze how the incorporation of feature relationships can better explain user-item interactions. To this end, we first derive for each user the feature relationships between the rated items (i.e. training data), and the correctly recommended items (i.e. intersection between recommended items and test data). We calculate the percentage of complementarity \( C_p \) and alternativity \( A_p \) among these relationships for each user. Good recommendations would result in a high percentage of complementary items and a low percentage of alternative items.

Table 10.3 shows the average \( C_p \) and \( A_p \) for all users in the test data at the top-3 layers of the Clothing hierarchy (layer 3 excluded since only an alternative relationship exists). We could see that from ReMF, HieV to HieVC, HieVH, with complementary and alternative feature relationships considered, \( C_p \) increases, and \( A_p \) decreases in both layers. Among all the methods, HieVH achieves the highest \( C_p \), and lowest \( A_p \), with significant improvements over HieVC (Paired t-test, p-value < 0.01). This clearly indicates that by incorporating the two types of feature relationships, the recommen-
Figure 10.4: The example of recommendation.

Recommendations better approximate real user preferences. Example users to whom the recommendations benefit from features relationships generated by HieVH are shown in Figure 10.4. The recommendations to users \( u_1 \) and \( u_2 \) are better because of the complementarity among fashion clothing that \( u_1 \) is more fond of, and among athletic clothing that \( u_2 \) instead is more fond of, and the alternativity between fashion and athletic clothing. Similarly, the recommendations for \( u_3 \) are provided because of her interests in fashion clothing and lingerie. For user \( u_4 \), it is discovered that he likes clothing collocation, i.e. the complementarity of the items he purchased.

10.6 Conclusion

Feature hierarchy is known to enhance recommendation performance. Existing methods only consider feature influence in vertical dimension, ignoring feature relationships in horizontal dimension. In this chapter, we first show the presence of feature influence and relationships in real-world datasets based on our proposed metrics. Then we design the HieVH to seamlessly exploit both the vertical and horizontal dimensions of feature hierarchy for better recommendation. Experimental results on four real-world datasets show that HieVH consistently outperforms state-of-the-art methods. Besides, HieVH provides better interpretations of the generated recommendations.
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MRLR: Multi-level Representation Learning for Personalized Ranking in Recommendation

This chapter explores the effectiveness of state-of-the-art neural network based methods for learning representations of users and items in recommendation. We design a unified Bayesian framework MRLR to adapt the general representation learning for recommendation, meanwhile to learn high-quality user and item representations from both user-item interactions and a multi-level item organization.
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11.1 Introduction

Recommendation is a fundamental task on the Web to mitigate the information overload problem [206]. Recently, representation learning (RL) has attracted a considerable amount of interest from various domains, with recommender systems being no exception [83, 133, 215, 52, 16]. The popularization of RL in recommendation can be mainly attributed to the word embedding techniques (e.g. CBOW and Skip-gram [155, 156]) originated from the natural language processing (NLP) domain. Word embedding generally refers to the low-dimensional distributed representation of words [17], capturing syntactical and semantic relationships among words. The fast development of RL has enabled a series of methods for NLP tasks, among which the most significant are the extensions of word embedding to learn textual representations in different levels of granularity (e.g. document or paragraph RL [128]), so as to help capture richer relationships between words and paragraphs or documents.

In recommendation, the RL method is applied to capture local relationships between items, thus called item embedding. Item embedding learns low-dimensional item representation by modeling item co-occurrence in individual user’s interaction record, thus enhancing recommendation performance. While this helps to learn better item representation, item embedding alone (e.g. Item2Vec [16], CoFactor [133], Meta-Prod2Vec [215]) does not allow for personalized recommendation. Inspired by document RL (e.g. PV-DM [128]), an important branch of work explores the potential of item embedding in personalized recommendation by learning representations for both users and items – as documents and words respectively in NLP (e.g. User2Vec [83]).

We argue that the potential of RL for recommendation has not been fully exploited. Two major aspects have been largely neglected. First, recommendation is essentially a personalized ranking problem, while existing RL methods only model recommendation as a rating prediction problem. Second, existing methods all ignore the possible multi-level organizations of items for uncovering fine-grained item relationships in recommendation (similar as word-paragraph-document in NLP), which could in turn help achieve better personalized ranking performance.

**Personalized Ranking.** It has been shown that recommendation is better modeled as a personalized ranking problem [223, 150, 197]. Existing RL methods, however, optimize towards predicting user preferences over individual items (i.e. rating prediction), instead of predicting user preferences over a list of items (i.e. personalized ranking).
We therefore advocate for a RL method specifically designed for personalized ranking. It is however non-trivial to adapt item embedding to personalized ranking. The original item embedding method only learns from item co-occurrence relationships, whereas for personalized ranking the method has to learn from user-specific lists of items ranked in terms of user preferences. We hence first extend the original embedding method to a more generic Bayesian framework, under which we then fuse in the likelihood function of user-specific pairwise item ranking. This unified framework can then learn user and item embedding from both item co-occurrence relationships and user-specific ranked lists of items, benefiting from user and item RL while reaching the goal of personalized ranking based recommendation.

**Multi-level RL.** To fully exploit RL for better recommendation, we further extend our proposed personalized ranking framework to multi-level RL, so as to capture fine-grained item relationships. Our method is inspired by paragraph in NLP as the intermediate level of word organization between individual words and documents. Intuitively, each paragraph conveys a main message, and all the words in the paragraph should help support such message. In analogy to paragraph, we introduce item category as the intermediate level of item organization between individual item and items rated by the same user, since items with the same category often share similar characteristics. For example, online products are often described by categories as metadata such as clothing, books, electronics, and so on.

Our unified Bayesian framework therefore facilitates multi-level RL by combining RL in all the three levels (i.e. individual item, item category, and user). While item category has recently been intensively studied [95, 233], we are the first to investigate it from the perspective of multi-level RL, which enables our framework to capture the relationships of items in local context (i.e. item co-occurrence relationships), in the same category, and in user-specific ranked item list.

**Original Contributions.** In summary, we contribute a multi-level representation learning method for personalized ranking based recommendation (MRLR). To the best of our knowledge, we are the first to adopt RL for personalized ranking; meanwhile, we design multi-level RL to capture fine-grained item relationships by leveraging category RL as the intermediate level RL between item RL and user RL, thus to further enhance recommendation performance. Extensive validation on multiple real-world datasets shows that MRLR can consistently outperform state-of-the-art methods, resulting in a 5.18% lift in AUC.
11.2 Related Work

**Rating Prediction vs. Personalized Ranking.** Recommendation is typically formulated as either a rating prediction problem or a personalized ranking one [223, 205]. Personalized ranking has proven to be more direct and efficient than rating prediction, as most recommendations in real-world scenarios are presented in a ranked item list. In general, the rating prediction based algorithms estimate user preferences towards individual items as absolute scores, based on which items are ordered and recommended to users in a ranked list. Typical methods include probabilistic matrix factorization (PMF) [159], tensor factorization (TF) [116] and factorization machine (FM) [179]. In contrast, the ranking based algorithms directly optimize towards learning users’ preferences as personalized ranking on a set of items. Typical methods include CofiRank [223], Bayesian Personalized Ranking (BPR) [151], CLiMF [178].

**Latent Factor Model vs. Representation Learning.** Until recently, state-of-the-art algorithms for recommendation are dominated by the latent factor model (LFM) [199], which maps the high-dimensional user-item interaction data to low-dimensional latent user and item space. LFM based methods include all the representative rating prediction and ranking based methods mentioned above; in addition, many other effective recommendation methods fall into this category, such as NMF [130], CMF [202], SVDFeature [42] and SVD++ [123]. While these methods leverage global statistical information of user-item interaction data, they cannot capture fine-grained regularities in the latent factors [171].

Recently, representation learning (RL) based methods have drawn much attention. In contrast to LFM based methods, RL based methods have shown to be highly effective in capturing local item relationships by modeling item co-occurrence in individual user’s interaction record [83, 116, 135]. These methods are mostly inspired by the word embedding techniques, which can be traced back to the classical neural network language model [17], and the recent breakthrough of Word2Vec techniques including CBOW and Skip-gram [155, 156].

**Representation Learning in Recommendation.**

Several RL based methods have been proposed to date. For example, Barkan and Koenigstein [2016] propose a neural item embedding model (Item2Vec) for collaborative filtering, which is capable of inferring item-to-item relationships. Vasile et al. [2016] extend Item2Vec to a more generic model by utilizing
side-information to help compute the low-dimensional embeddings of items. However, they all fail to provide personalized recommendation, as embedding techniques are only used to learn better item representation. Several studies extend RL for personalization. Grbovic et al. 2015 first introduce the User2Vec model, which simultaneously learns representations of items and users by considering the user as a “global context”. Liang et al. 2016 propose the CoFactor model, which jointly decomposes the user-item interaction matrix and the item-item co-occurrence matrix – equivalent to item embedding – with shared item latent factors. However, all these methods model recommendation as a rating prediction problem.

In contrast, we propose a RL based method by formulating recommendation as personalized ranking. Furthermore, we consider multi-level RL, which can capture fine-grained item relationships in multi-level item organizations, to fully exploit RL for better personalized ranking performance.

11.3 The Proposed MRLR Framework

In this section, we first formalize recommendation as a personalized ranking problem, and then present our multi-level RL framework (MRLR) to achieve the goal of personalized ranking. Finally, the model learning is introduced, including parameter estimation and complexity analysis.

11.3.1 Problem Formulation and Objective Function

Suppose there are $m$ users $U = \{u_1, u_2, \ldots, u_m\}$, and $n$ items $I = \{v_1, v_2, \ldots, v_n\}$. We use the binary user feedback matrix $R \in \mathbb{R}^{m \times n}$, i.e., if the interaction (rating) from $u_p$ to $v_i$ is observed, indicating $u_p$ prefers $v_i$, then $R_{pi} = 1$; otherwise, $R_{pi} = 0$. $I_{u_p}^+$ is the set of items that user $u_p$ prefers. $D_r = \{(u_p, v_i, v_j) | u_p \in U, v_i \in I_{u_p}^+, v_j \in I \setminus I_{u_p}^+\}$ is the set of user-specific ranking triples indicating $u_p$ prefers $v_i$ to $v_j$, where $I \setminus I_{u_p}^+$ denotes the set of items that $u_p$ has no interaction with. $D_c = \{(u_p, v_i, v_k) | u_p \in U, v_i, v_k \in I_{u_p}^+\}$ is the set of item co-rated triples indicating $u_p$ prefers both $v_i$ and $v_k$. For each user, we aim to provide a personalized ranking list of items that she has not interacted with. More specifically, our aim is to design a unified multi-level RL framework (MRLR) to learn user and item embeddings from both item co-rated relationships and user-specific ranked lists of items, thus to benefit from user and item RL, as well as to reach the goal of personalized ranking.
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We define the objective function of MRLR using a Bayesian framework. To consider both item co-rated relationships and personalized ranking, our MRLR framework maximizes the following posterior probability,

\[ P(\Theta|D) \propto P(D|\Theta)P(\Theta) \propto P(D_c, D_r|\Theta)P(\Theta) \]

where \( \Theta \) is the set of parameters in MRLR, \( D \) is the observed data. It is proportional to maximizing the likelihood of the observed triples given the embeddings, i.e., \( P(D|\Theta) \). We define the likelihood function as the joint probability of item co-rated triples and user-specific ranking triples, i.e., \( P(D_c, D_r|\Theta) \). Assuming the item co-rated triples and user-specific ranking triples are conditionally independent, the joint probability is then reformulated as follows:

\[ P(D_c, D_r|\Theta) = P(D_c|\Theta)P(D_r|\Theta) = \prod_{(u_p, v_i, v_k) \in D_c} P((u_p, v_i, v_k)|\Theta) \prod_{(u_p, v_i, v_j) \in D_r} P((u_p, v_i, v_j)|\Theta) \]

where \( P((u_p, v_i, v_k)|\Theta) \) denotes the conditional probability of item co-rated triples \( (u_p, v_i, v_k) \), and \( P((u_p, v_i, v_j)|\Theta) \) denotes the conditional probability of user-specific ranking triples \( (u_p, v_i, v_j) \). Hence, our MRLR framework seamlessly fuses the two components: (1) item co-rated triples for better user and item embedding; (2) user-specific ranking triples for personalized ranking. Besides, through multi-level RL, MRLR can fully exploit RL from a multi-level item organization, i.e., items in user-specific ranked list, items in a same category, and individual items, to capture fine-grained item relationships for better recommendation.

11.3.2 Modeling User and Item Embedding

For each user \( u_p \) and item \( v_i \in I_{u_p}^+ \), the Skip-gram method \cite{155, 156} aims at predicting the probability of item \( v_k \in I, (i \neq k) \) also preferred by \( u_p \), i.e. \( P(v_k|v_i) \), which is calculated by the softmax function as follows:

\[ P(v_k|v_i, \Theta) = \frac{\exp(v_i^Tv_k)}{\sum_{v_g \in I} \exp(v_i^Tv_g)} \quad (11.1) \]

where \( v_i, v_k \) are embeddings of items \( v_i, v_k \), respectively.

To allow for personalization, we model user \( u_p \)’s preference towards item \( v_k \) by a similar softmax function:

\[ P(v_k|u_p, \Theta) = \frac{\exp(u_p^Tv_k)}{\sum_{v_g \in I} \exp(u_p^Tv_g)} \quad (11.2) \]

where \( u_p \) denotes the user embedding of \( u_p \).
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We now proceed to model the item co-rated triples, i.e., \( P((u_p, v_i, v_k) | \Theta) \). It should properly accommodate both the item co-rated relationships (Equation 11.1), and personalization (Equation 11.2). Instead of directly optimizing \( P((u_p, v_i, v_k) | \Theta) \), we optimize the conditional probability \( P(v_k | (u_p, v_i), \Theta) \), \( P(v_i | (u_p, v_k), \Theta) \) and \( P(u_p | (v_i, v_k), \Theta) \). Since we aim at recommending items to given users, we do not need to model \( P(u_p | (v_i, v_k), \Theta) \). For the conditional probability of items, we decide to take \( P(v_k | (u_p, v_i), \Theta) \) for example. Inspired by document RL in NLP \[128\], the user embedding \( u_p \) and item embedding \( v_i \) are summed as the new condition to predict the probability of \( v_k \) rated by \( u_p \), given by,

\[
P(v_k | (u_p, v_i), \Theta) = \frac{\exp(\alpha_1 u_p^T v'_k + \alpha_2 v_i^T v'_k)}{\sum_{v_j \in D} \exp(\alpha_1 u_p^T v'_j + \alpha_2 v_i^T v'_j)} \quad (11.3)
\]

where \( \alpha_1 + \alpha_2 = 1.0 \); \( \exp(\alpha_1 u_p^T v'_k + \alpha_2 v_i^T v'_k) \) aims to take into account both the personalized aspect by the term \( u_p^T v'_k \), and item co-rated relationships by the term \( v_i^T v'_k \). We model \( P(v_i | (u_p, v_k), \Theta) \) in a similar way.

11.3.3 Modeling Personalized Ranking

We now introduce the second component of our framework, i.e., user-specific ranking triples, to achieve the goal of personalized ranking. We model \( P(D_r | \Theta) \) similar as \( P(D_s | \Theta) \). As before, we optimize the conditional probability of \( P((v_j, v_i) | u_p, \Theta) \) and \( P(u_p | (v_j, v_i), \Theta) \) instead of \( P((u_p, v_i, v_j) | \Theta) \). Then, only \( P((v_j, v_i) | u_p, \Theta) \) needs to be considered, since our goal is to recommend items. In terms of \( P((v_j, v_i) | u_p, \Theta) \), it involves a user’s preference over a pair of items. Equation 11.2 models a user’s preference towards a certain item, based on which we further deduce a user’s preference on a pair of items. As the triple \((u_p, v_i, v_j)\) indicates that user \( u_p \) prefers item \( v_i \) to item \( v_j \), it means that for \( u_p \), we should maximize the probability that \( v_i \) is preferred by \( u_p \) but \( v_j \) is not favored by \( u_p \). We denote such probability by \( P((v_j, v_i) | u_p, \Theta) \), which is defined as below:

\[
P((v_j, v_i) | u_p, \Theta) = \frac{\exp(u_p^T v'_i - u_p^T v'_j)}{\sum_{v_h, v_g \in D} \exp(u_p^T v'_h - u_p^T v'_g)} \quad (11.4)
\]

where the term \( \exp(u_p^T v'_i - u_p^T v'_j) \) denotes the preference difference of user \( u_p \) towards items \( v_i \) and \( v_j \).
11.3.4 Modeling Multi-level Item Organization

We further consider multi-level granularity of item organizations to capture fine-grained item relationships. Specifically, we introduce item category as the intermediate level granularity of item organizations, between items in the same user-specific ranked list and individual items. The rationale behind is that items in a same category share similar characteristics.

To integrate the influence of item category for better recommendation, we extend our personalized ranking framework to multi-level RL for full exploitation of RL. The item embedding is thus reformulated as follows,

\[ v_i = v_i + \frac{\alpha_3}{|C_{v_i}|} \sum_{c_i \in C_{v_i}} c_i \]

where \( C_{v_i} \) is the set of categories that item \( v_i \) belongs to; \(|C_{v_i}|\) is the size of category set \( C_{v_i} \); \( c_i \) is the embedding for item category \( c_i \). By replacing the item embedding in Equations (11.3) and (11.4), the item category RL can adapt item embedding, serving as the intermediate level RL in our framework. MRLR can now capture fine-grained relationships of items in local context (i.e., item co-rated relationships), in the same category, and in user-specific ranked item list.

11.3.5 Model Learning

Optimizing our MRLR framework is proportional to minimizing the negative log-likelihood function, given by,

\[ \min_{\Theta} J = - \sum_{(u_p, v_i, v_k) \in D_c} \log P((u_p, v_i, v_k) | \Theta) - \sum_{(u_p, v_i, v_j) \in D_r} \log P((u_p, v_i, v_j) | \Theta) + \lambda_\Theta \Omega(\Theta) \]

where \( \Omega(\Theta) \) is the regularizer to prevent over-fitting, and \( \lambda_\Theta \) is the regularization coefficient. To solve the optimization problem, we apply the stochastic gradient descent (SGD) method to the objective function \( J \).

Approximation of Softmax Function. It is impractical to directly adopt the softmax functions \( P(v_k|(u_p, v_i), \Theta) \), \( P(v_j|(u_p, v_k), \Theta) \) and \( P((-v_j, v_i)|u_p, \Theta) \) to optimize our framework, since the cost of computing the denominators of these functions is proportional to the total number of items, i.e., \( n \), which is considerably huge in real-world applications. To accelerate the speed, we adopt negative sampling proposed in [156]. Take \( P(v_k|(u_p, v_i), \Theta) \) as an ex-
### 11.3. The Proposed MRLR Framework

**Algorithm 4: The optimization of MRLR**

**Input:** $\mathbf{R}, \mathbf{C}, \lambda_{\Theta}, \alpha, \gamma, d, \text{iter}$

1. Initialize $\Theta = \{\mathbf{u}, \mathbf{v}, \mathbf{c}\}$ with small values;
2. Randomly sample $(u_p, v_i, v_j)$ for $\mathcal{D}_r$;
   
   // Negative sampling procedure
3. foreach $(u_p, v_i, v_k) \in \mathcal{D}_c$, and $(u_p, v_i, v_j) \in \mathcal{D}_r$ do
4. Draw $N$ negative instances from the distribution $P(\mathcal{D}_0^-)$;
5. Draw $N$ negative instances from the distribution $P(\mathcal{D}_0^-)$;

   // Parameter update
6. for $t = 1; t \leq \text{iter}; t + +$ do
7. foreach $(u_p, v_i, v_k) \in \mathcal{D}_c$, and $(u_p, v_i, v_j) \in \mathcal{D}_r$ do
8. $u_p^{(t)} \leftarrow u_p^{(t-1)} - \gamma \nabla J(u_p);$
9. $v_i^{(t)} \leftarrow v_i^{(t-1)} - \gamma \nabla J(v); v = \{v_i, v_j, v_k, v_g, v_h\};$
10. for $l = 1; l \leq |\mathcal{C}_d|; l + +$ do
11. $c_i^{(t)} \leftarrow c_i^{(t-1)} - \gamma \nabla J(c_i);$
12. if $J$ has converged then
13. break;

ample, which can be approximated via negative sampling as follows:

$$P(v_k|(u_p, v_i), \Theta) = \sigma(u_p^T v'_k + v_i^T v'_k)$$

$$\prod_{g=1}^{N} \mathbb{E}_{(u_p, v_i, v_g) \sim P(\mathcal{D}_0^-)} \sigma(-(u_p^T v'_g + v_i^T v'_g))$$

where $\sigma(x) = 1/(1 + \exp(-x))$ is the sigmoid function; $\mathcal{D}_0^- = \mathcal{D}_r$ is the opposite triple set of $\mathcal{D}_c$; $P(\mathcal{D}_0^-)$ is a function randomly sampling instances from $\mathcal{D}_0^-$. $N$ is the number of negative instances to be drawn per positive instance. The idea behind negative sampling is that we want to maximize the similarity between $v_k$ and $(u_p, v_i)$ and minimize the similarity between a randomly sampled item $v_g$ and $(u_p, v_i)$. In this way, we can approximately maximize $P(v_k|(u_p, v_i), \Theta)$.

Similarly, $P(v_i|(u_p, v_k), \Theta), P((v_j, v_i)|u_p, \Theta)$ are also approximated via negative sampling. One issue we should deal with is that computing the numerators of the softmax function $P((v_j, v_i)|u_p, \Theta)$ is also very expensive, as we have at least $O(mn \times \min(|\mathcal{I}^+_1|, \ldots, |\mathcal{I}^-_{u_m}|))$ training triples in $\mathcal{D}_r$, where $|\mathcal{I}^+_m|$ is the size of $\mathcal{I}^+_m$. We thus randomly sample user-specific ranking triples instead of using all the triples. The optimization process is shown in Algorithm 4, which is mainly composed of two steps, i.e., negative sampling (line 4-6), and parameter update (line 7-14).

**Complexity Analysis.** The computational time is mainly taken by evaluating the objective function $J$ (i.e., the softmax functions) and updating the related variables. The time to compute $J$ is $O(d|\mathcal{D}_c| + d|\mathcal{D}_r|)$, where
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\(d\) is the dimension of embeddings, and \(|D_e|, |D_r|\) are the sizes of item co-rated triples and user-specific ranking triples, respectively. For all gradients \(\nabla J(u_p), \nabla J(v_i), \nabla J(c_i)\), the computational time are \(O(d|D_e| + d|D_r|)\), \(O(d|D_e| + d|D_r|)\) and \(O(d(|D_e| + |D_r|)|C_e|)\), respectively. Generally, \(|C_e|\) is no larger than 10 in real-world applications \([233]\). Hence, the overall computational complexity is \((\#\text{iteration} \times O(d|D_e| + d|D_r|))\). Specifically, \(|D_e| \leq mq(q - 1)/2\), where \(q = \max(|I^{+}_u|, \cdots, |I^{+}_m|)\). In real-world applications, \(q\) is typically small (e.g., power-law distribution). For \(D_r\), as illustrated before, we adopt the random sampling method to reduce its number. To sum up, MRLR is scalable to large datasets.

11.4 Experiments and Results

11.4.1 Experimental Setup

Datasets. We adopt the Amazon Web store data \([151]\), which contains a series of datasets from various domains (e.g., clothing, electronics). To evaluate the effectiveness of MRLR, we choose four datasets, including Clothing, Electronics, Sports, Home. Besides user-item interactions, the datasets also include the categories that each item belongs to. We uniformly sample the datasets, to balance their sizes in the same order of magnitude for cross-dataset comparison. Table 11.1 reports the statistics of the datasets.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>#Users</th>
<th>#Items</th>
<th>#Ratings</th>
<th>#Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clothing</td>
<td>29,550</td>
<td>50,677</td>
<td>181,993</td>
<td>1,764</td>
</tr>
<tr>
<td>Electronics</td>
<td>59,457</td>
<td>64,348</td>
<td>518,291</td>
<td>1,292</td>
</tr>
<tr>
<td>Sports</td>
<td>28,708</td>
<td>46,315</td>
<td>237,578</td>
<td>1,293</td>
</tr>
<tr>
<td>Home</td>
<td>37,884</td>
<td>50,948</td>
<td>313,871</td>
<td>2,002</td>
</tr>
</tbody>
</table>

Table 11.1: Statistics of the datasets.

Comparison Methods. We compare with seven state-of-the-art algorithms, 1) PMF \([159]\): probabilistic matrix factorization; 2) BPR \([180]\): Bayesian personalized ranking; 3) FM \([179]\): factorization machine incorporating item category. Since FM generally outperforms all the other LFM based algorithms, we only compare with FM; 4) Item2Vec \([16]\): item embedding based method; 5) Meta-Prod2Vec \([215]\): incorporates item category based on Item2Vec; 6) CoFactor \([133]\): jointly factorizes rating and item co-rated matrices; 7) User2Vec \([55]\): considers the user as a global context while learning item embedding. Besides, four variants of our framework are compared, a) RL:
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Figure 11.1: The results of our four variants.

Evaluation. Standard 5-fold cross validation is adopted to evaluate all the methods. The Area Under the ROC Curve (AUC) is used as the evaluation metric. Larger AUC indicates better recommendation performance.

Parameter Settings. The optimal parameter settings for all methods have been empirically estimated. We apply a grid search in \( f_0 = 0.001, 0.01, 0.1, 1.0 \) for the learning rate \( \gamma \), regularization coefficient \( \lambda \) and 1/2-way regularization of FM, and a grid search in \( f_1 = 5, 10, 20, 50 \) for the number of negative instances \( N \). We set the dimension \( d = 10 \).

11.4.2 Results of MRLR

Results of Variants. The performance of our four variants is depicted in Figure 11.1. RLR outperforms both PR and RL – by 3.54% and 1.42% in AUC respectively (both significant, Paired t-test with \( p \)-value < 0.01), showing the effectiveness of both representation learning and personalized ranking. MRLR, which combines RLR with multi-level item organizations, performs the best among the four variants – with 1.12% lift in AUC compared to RLR (\( p \)-value < 0.01), indicating the benefit of considering fine-grained item relationships.

Impacts of Parameter \( \alpha \). Parameters \( \alpha_1, \alpha_2 \) control the importance of personalization and item co-occurrence relationships as shown in Equation 11.3. \( \alpha_3 \) controls the effect of item category for adapting item embedding as shown in Equation 11.5. We apply a grid search ranging from 0 to 1 with step 0.1 to investigate their impacts. As \( \alpha_1 + \alpha_2 = 1 \), we only investigate the impacts of \( \alpha_1, \alpha_3 \) in our study. The results are described by Figure 11.2. For the four datasets, as \( \alpha_1 \) varies from small to large, the performance first increases then decreases, with the maximum reached at around 0.8. This
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Figure 11.2: The effects of parameters $\alpha_1$, $\alpha_3$.

Figure 11.3: Visualization of user (red dot), item (blue triangle), and category (brown square) embeddings in a two dimensional space. Left-pointing triangles are rated items; right-pointing triangles are recommended items. The category of an item is labelled by a rectangle whose color is the same as its belonging category.

indicates that user preferences play an important role in item recommendation. In terms of $\alpha_3$, we observe that the optimal settings range from 0.1 to 0.2, denoting a substantial contribution of item categories in recommendation. The similarity in performance variation across $\alpha_1, \alpha_3$ values on the four datasets demonstrates the robustness of MRLR.

Visualization of Embeddings. Our MRLR framework can generate meaningful embeddings that help interpret recommendation results. To show this, we visualize the embeddings of users, items and categories learnt by MRLR in a two dimensional space using t-SNE. Figure 11.3 demonstrates the results of two examples in the Clothing dataset. For conciseness, here we do not visualize the other datasets, however, similar observations as below can be obtained: 1) the rated items and the recommended items are generally
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Clustered. This indicates certain similarity among the rated items by a user and the recommended items to the same user. 2) each cluster is located at the side of the user, and the user is represented as an endpoint of these clusters, indicating that user preference can be manifested as the direction along which the rated items are clustered. This suggests that the recommendations are determined by both rated items and user preferences. Finally, we note that the categories of recommended items are overlapped with those of the rated items. For instance, for user in the right plot the overlapped category is Shirts, indicating user preference over shirts. For user in the left plot the overlapped categories are Athletic, Fashion Sneakers, and Sandals, indicating that the user has a more diverse set of preferences. These observations show that MRLR can capture meaningful item relationships in multiple levels of item organizations – individual items, items in the same category, and items rated by the same user.

11.4.3 Comparative Results

Table summarizes the performance of all comparison methods. Two views are considered: ‘All Users’ indicates all users are considered in the test data; while ‘Cold Start’ indicates only users with less than 5 ratings are involved in the test data. Several interesting findings are observed as follows.

Among the latent factor model based methods (PMF, BPR and FM), PMF performs the worst, as it is the basic rating prediction method without considering any auxiliary information. FM significantly outperforms PMF, indicating the effectiveness of item category for better recommendation. Interestingly, the performance of FM is worse than that of BPR. This verifies that personalized ranking is more effective than rating prediction in real-world recommendation scenarios.

The RL methods, including Item2Vec, MetaProd2Vec, CoFactor and User2Vec, generally perform better than latent factor based methods, despite being rating prediction models. This confirms that representation learning is more effective than latent factor models for recommendation. Among them, Item2Vec performs worse than MetaProd2Vec. This observation further confirms the previous conclusion that item category is useful to improve recommendation performance.

CoFactor and User2Vec consider personalization in addition to item embedding. CoFactor is equivalent to the CMF method as it simultaneously factorizes user-item and item-item co-occurrence matrices with shared item latent factors, while User2Vec adopts CBOW to integrate personalization.
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<table>
<thead>
<tr>
<th>Datasets</th>
<th>Cases</th>
<th>PMF</th>
<th>BPR</th>
<th>FM</th>
<th>Item2Vec</th>
<th>MP2Vec</th>
<th>CoFactor</th>
<th>User2Vec</th>
<th>MRLR</th>
<th>Improve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clothing</td>
<td>All Users</td>
<td>0.5255</td>
<td>0.6151</td>
<td>0.5972</td>
<td>0.6429</td>
<td>0.6600*</td>
<td>0.6012</td>
<td>0.6249</td>
<td>0.7058</td>
<td>6.94%</td>
</tr>
<tr>
<td></td>
<td>Cold Start</td>
<td>0.5291</td>
<td>0.6135</td>
<td>0.5969</td>
<td>0.6426</td>
<td>0.6602*</td>
<td>0.5984</td>
<td>0.6203</td>
<td>0.7022</td>
<td>6.36%</td>
</tr>
<tr>
<td>Electronics</td>
<td>All Users</td>
<td>0.6595</td>
<td>0.7178</td>
<td>0.7066</td>
<td>0.7529</td>
<td>0.7604*</td>
<td>0.7000</td>
<td>0.7121</td>
<td>0.7932</td>
<td>4.31%</td>
</tr>
<tr>
<td></td>
<td>Cold Start</td>
<td>0.6558</td>
<td>0.7161</td>
<td>0.7010</td>
<td>0.7535</td>
<td>0.7631*</td>
<td>0.6937</td>
<td>0.7107</td>
<td>0.7935</td>
<td>3.98%</td>
</tr>
<tr>
<td>Sports</td>
<td>All Users</td>
<td>0.6136</td>
<td>0.6992</td>
<td>0.6856</td>
<td>0.7015</td>
<td>0.7148*</td>
<td>0.6693</td>
<td>0.6852</td>
<td>0.7569</td>
<td>5.89%</td>
</tr>
<tr>
<td></td>
<td>Cold Start</td>
<td>0.6175</td>
<td>0.7013</td>
<td>0.6861</td>
<td>0.7063</td>
<td>0.7149*</td>
<td>0.6679</td>
<td>0.6883</td>
<td>0.7541</td>
<td>5.48%</td>
</tr>
<tr>
<td>Home</td>
<td>All Users</td>
<td>0.6319</td>
<td>0.6930</td>
<td>0.6795</td>
<td>0.7297</td>
<td>0.7455*</td>
<td>0.6737</td>
<td>0.6969</td>
<td>0.7772</td>
<td>4.25%</td>
</tr>
<tr>
<td></td>
<td>Cold Start</td>
<td>0.6408</td>
<td>0.6911</td>
<td>0.6841</td>
<td>0.7317</td>
<td>0.7449*</td>
<td>0.6731</td>
<td>0.6917</td>
<td>0.7763</td>
<td>4.22%</td>
</tr>
</tbody>
</table>

Table 11.2: Performance (AUC) of comparison methods, where the best performance is highlighted in bold; the second best performance of other methods is marked by ‘*’; ‘Improve’ indicates the improvements of MRLR relative to the ‘*’ results.
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Theoretically, the performance of the two methods should be better than that of Item2Vec, since they can provide users with personalized item list. We empirically find that User2Vec outperforms CoFactor, but both are slightly worse than Item2Vec. However, our proposed variant RL with Skip-gram outperforms Item2Vec, by 6.37% on average (Figure 11.1). Hence, we conjecture that considering personalization with Item2Vec helps improve recommendation performance, but CMF, CBOW are less effective than Skip-gram in incorporating item co-occurrence relationships with personalization.

Overall, compared with all the other methods, MRLR performs the best by learning user and item embeddings from a multi-level item organization, i.e., items in user-specific ranked list, items in the same category, and individual items. The improvements w.r.t. ‘All User’ and ‘Cold Start’ are 5.35%, 5.01% on average (both with p-value < .01), respectively. This implies that recommendation performance can be further enhanced by appropriately considering multi-level representation learning and personalized ranking.

Impacts of Data Sparsity. We further investigate the impacts of data sparsity on the performance of the comparison methods. Figure 11.4 depicts the variation of performance of all methods on Clothing & Electronics when the percentage of training data size w.r.t. the overall data size increases from 50% to 90%. We observe that MRLR consistently outperforms other methods across all levels of data sparsity. Furthermore, the performance of MRLR with data sparsity at 60% is better than that of any of other methods with data sparsity at 90%. Such observations also hold in other datasets,
which demonstrate that MRLR can achieve better performance even with high data sparsity.

**Generalizability.** To evaluate the generalizability of MRLR, we further collect data of Foursquare check-in performed over 3 weeks in 4 European capital cities (Amsterdam, London, Paris, Rome), published on Instagram (31,872 users perform 198,801 check-in at 41,387 locations that belong to 492 categories) and Twitter (18,522 users; 109,790 check-in; 38,855 locations; 482 categories). Figure 11.5 compares the performance of MRLR and the other methods. As in the previous setting, MRLR significantly outperforms (p-value < .01) the second best method MetaProd2Vec by 5.10% on ‘All Users’ and 5.62% on ‘Cold Start’. These results show that MRLR can be effective in multiple recommendation tasks.

### 11.5 Conclusion

Representation learning (RL) has drawn much attention in recommendation, due to its effectiveness in capturing local item relationships. However, all existing RL based methods model recommendation as a rating prediction problem while recommendation is essentially a personalized ranking one. Besides, they all neglect multi-level organizations of items for fine-grained item relationships. Hence, this chapter proposes a multi-level RL framework for personalized ranking – MRLR, which learns user and item embeddings from a multi-level item organization for better recommendation. MRLR, therefore, benefits from RL as well as achieves the goal of personalized ranking. Empirical validation on real-world datasets shows that MRLR significantly outperforms state-of-the-art algorithms.
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Conclusion

Crowd knowledge creation has shown to be effective for knowledge generation at scale. It plays a central role in both on-line knowledge crowdsourcing systems (e.g., Wikipedia, StackOverflow) and human computation systems (e.g., Amazon MTurk, CrowdFlower). However, the theory and practice of crowd knowledge creation currently lacks a clear understanding on how to control the process for efficiently generating high-quality knowledge. This thesis has therefore been focused at developing novel methods and tools to improve knowledge creation processes, both in terms of the speed of generating knowledge and the quality of the generated knowledge.

We have tackled the problem from three angles: crowd modeling, task modeling, and task assignment. Each of the three angles is addressed by an individual part of this thesis. In this chapter, we summarize the main contributions of each part and provide an outlook to possible future research directions.
12.1 Summary of Contributions

12.1.1 Crowd Modeling

We model properties of crowds that are highly relevant for generating high-quality knowledge, namely, crowd expertise and preferences in knowledge creation. By studying expertise characterization along multiple dimensions, our work contributes new understanding to the current status, limitation, and potential of expertise usage in crowd knowledge creation. To fully exploit expertise, we further contribute insights on the relationships between crowd preferences and knowledge creation demand and outcomes.

**Expertise Characterization.** To better capture expertise, we contribute a new metric for expertise measurement, i.e. Mean Expertise Contribution (MEC), which captures expertise based on the quality of the contributed knowledge measured through social judgement and task difficulty. We conducted a comparative study to show how experts behave differently from other crowds in knowledge creation activities, and further showed that they are less influenced by gamification mechanisms.

To further our understanding on expertise, we improved our model by considering more refined traits of expertise, namely specialist expertise and ubiquitous expertise. We contribute a principled characterization of expertise along these two traits and their manifestations in both individual and social activities across multiple platforms. We showcased the applicability of the proposed expertise characterization in question routing.

**Crowd Preferences and Market Dynamics.** To understand crowds’ preferences in knowledge creation, we categorized the discussions among crowd communities in fora. We showed that tasks of certain types (e.g., survey), and requesters with certain properties (e.g., those more generous) are more favoured by crowds. By analyzing the relationships between crowd discussions in fora and task executions in marketplaces, we provided evidence that crowd discussions are influenced by knowledge demand in the marketplace, and that crowd discussions on tasks can positive influence task completion rates in the marketplace.

12.1.2 Task Modeling

We modeled three properties of tasks that were found to be highly related to the quality and the speed of their executions, namely, the quality of task formulations, the complexity of tasks, and the clarity of tasks. For each
of them, we showed their effects on knowledge creation, and provided design methods for measuring their magnitude based on task features, and guidelines for better task design.

**Quality of Task Formulations.** Through a qualitative analysis on question edits in question-answering systems, we identified seven types of task edits that can significantly influence the quality of task formulations. To assist askers in question formulation, we proposed and executed two prediction tasks: 1) edit prediction, to detect whether a question needs an edit; and 2) edit type prediction, to automatically suggest edit types to improve the quality of task formulations.

**Complexity of Tasks.** To understand task complexity, we instrumented an experiment to collect workers’ assessment on the complexity of real-world human computation tasks. We showed that task complexity is dependent on task types; and, while being subjective, it is coherently perceived across workers. We designed a high-dimensional regression model to measure task complexity based on three classes of structural features, including metadata features, content features, and visual features. We showed how different features affect the perception of task complexity, and how they can improve the performance of predicting task completion rates.

**Clarity of Tasks.** We surveyed workers in the CrowdFlower platform, which unveiled the concerns of crowds in confronting unclear tasks. By decomposing task clarity into two dimensions, i.e. goal clarity and role clarity, we showed that these two types of clarity are high-correlated with each other. Similar to our study on task complexity, we proposed a set of features to measure task clarity. We further showed that task clarity is uncorrelated with task complexity, thus contributing to a new understanding on the relationship between these two important task properties.

### 12.1.3 Task Assignment

To accurately associate tasks to crowds, we designed new task assignment methods that consider both properties of crowds and tasks. We introduced two methods, i.e. ReMF and HieVH, to fully exploit the properties of crowds and tasks by considering the relationships among the properties when they are organized in a hierarchy (e.g., taxonomy). We further advanced our work by developing a neural network based method, i.e. MRLR, to better learn the representations of crowds and tasks with their properties for task assignment.
Incorporating Crowd and Task Properties. We performed a long-term cross-topic analysis, showing that different crowd engagement properties, including intrinsic and extrinsic motivations, and expertise, are independent with each other. We integrated these crowd properties and task topics into task assignment, and demonstrated their positive effects on improving the performance of task assignment.

Exploiting the Structure of Crowd and Task Properties. We analyzed several real-world datasets where properties are organized in a hierarchy, and showed that vertically-affiliated properties of crowds (or tasks) in the hierarchy can be used to describe the similarity between crowds (or tasks). To model such similarity, we proposed a novel regularization method, i.e. recursive regularization. We further designed a novel recommendation method, i.e. ReMF, that integrates recursive regularization into the widely used matrix factorization model for task assignment. Experimental validation showed that ReMF achieves a lift of approximately 10% in AUC compared with the state of the art.

We further investigated two other relationships among crowds or tasks, namely, complementary and alternative relationships. By defining metrics for measuring these relationships, we showed in real-world datasets that both relationships can be induced from the horizontal dimension of hierarchically-organized properties of crowds and tasks. We designed a novel method, i.e. HieVH, to account for both relationships to improve task assignment. Extensive validation showed that HieVH outperforms ReMF by more than 5% in AUC.

Learning Crowd and Task Representations. To exploit state-of-the-art neural network based methods for task assignment, we adapted the general representation learning method to predict the ranking of tasks. We designed a unified Bayesian framework, i.e. MRLR, to integrate task ranking with the structured properties of crowds and tasks for accurate task assignment, resulting in a lift of more than 5% in AUC compared with state-of-the-art methods.

12.2 Future Work

This thesis has contributed novel methods and findings for crowd knowledge creation acceleration from several important perspectives. However, there is still space for improvements. In this section, we will identify the limitations of the thesis and outline future work for further improve it. In addition,
12.2. Future Work

we will look beyond crowd knowledge creation and investigate the broader area of knowledge creation. We will identify challenges and opportunities for which we believe could shape the research on knowledge creation in the future.

12.2.1 Improving Crowd Knowledge Creation

In the following we list future work for each of the three aspects of crowd knowledge creation acceleration addressed by this thesis.

Crowd Modeling. Part I shows that crowds often discuss intensively within communities in knowledge creation platforms or in related fora. To further our understanding on crowd properties for knowledge creation acceleration, it would be valuable to investigate the different roles individuals can play in communities and the possible relationships among individuals in communities \[32\]. Open research questions to address include: 1) whether or not some individuals lead the discussion, i.e. leaders, and the others follow the discussion, i.e. followers; 2) how to identify leaders and followers; and, 3) how leaders may influence followers in discussions and consequences in task executions. Going beyond the relationship among crowds, future work could also be focused on understanding the trust among different actors in knowledge creation, including crowd communities, requesters, and platform owners. Establishing trust among these actors is highly important for the success of knowledge creation and the sustainability of knowledge creation systems. Despite this, trust in state-of-the-systems is currently built based on fragment, opaque, and often incomplete knowledge. To improve the process of trust creation, crowd modeling is useful for creating open and extensible profiles as a basis for trust creation. More detailed discussions on the motivation, challenge, and future work can be found in our recent position paper \[227\].

Task Modeling. Following our study on the complexity and clarity of tasks in Part II, we would recommend future research to focus on a closely related yet different property, namely, task difficulty. All these three properties are important factors of cognitive load. While the difference between task clarity and the other two properties can be intuitively understood, i.e. clarity is more about the presentation and organization of task description (Sweller and Chandler \[209\]), the boundary between task complexity and task difficulty is less clear. Robinson \[185\] suggests to view task complexity as an invariant property of a task that only relates to task design, while viewing difficulty as a property relating to the joint effect of task structure and human factors, such as motivation, confidence, proficiency, intelligence, etc. Such a distinction
has been confirmed by our results: we found task complexity is coherently perceived across workers and can be accurately measured by task features. Following the theory of Robinson, future work could therefore be specifically focused on 1) the role of human factors and the relationship between them in task difficulty, and 2) the structural features of tasks in contributing to task difficulty and to the overall crowd cognitive load in task execution.

**Task Assignment.** Future work could be considered in two orthogonal directions to extend our work on task assignment addressed in Part III. On the one hand, efforts could be spent on incorporating richer properties of crowds and tasks for task assignment. Such work can be focused on either properties organized in more complex structures, e.g., graph structure (e.g., knowledge bases), or properties with unique representations, e.g., spatio-temporal properties. On the other hand, it would be valuable to consider more sophisticated methods to optimize the performance of task assignment. For example, deep neural networks have shown to be effective in modeling user behaviours based on interactional data [96], thus can be potentially useful to improve the accuracy of task assignment by modeling crowd behaviours in task executions. Furthermore, methods such as recurrent neural networks [190] can be applied to capturing the temporal dynamics of crowd behaviours, which may change over time due to the evolution of their expertise, preferences, etc.

### 12.2.2 The Future of Knowledge Creation

Knowledge creation can be achieved either by leveraging human intelligence or machine intelligence. Both approaches have been developing rapidly over the recent years. Given the complementary capabilities of humans and machines, we envision that knowledge creation can be further improved by combining the power of human and machine intelligence. In fact, while this thesis focuses on crowd knowledge creation, our work benefits a lot from the machine intelligence. We exploit machine intelligence to develop methods for accelerating crowd knowledge creation, e.g., we develop regression models for measuring task complexity and clarity, and latent factor models and neural network models for associating tasks to crowds. On the other hand, we could also take human intelligence as a means to assist machines to more effectively generate high-quality knowledge.

In order to be applied in a trusted manner, intelligent machines designed for autonomous knowledge generation require the following properties: 1) accountability, i.e., being able to explain how certain results are generated; and 2) transparency, i.e., allowing for inspection when the results are not
expected. By analyzing existing literature, we outline how humans could improve intelligent machines in these two aspects.

**Accountable Machine Intelligence Models.** The accountability of machine intelligence models has drawn an increasing amount of attention from research communities. Recently, Lipton [135] provides a requirement specification for model accountability from the following two perspectives: 1) model properties, which include simulatability, decomposability, and algorithmic transparency; and 2) techniques to allow humans to explain the exact process by which models work, such as verbal/textual explanation, visualization, and explanation by examples. Some efforts have been devoted to both directions. For example, Ribeiro et al. [182] propose a technique that approximates decisions made by complex models with low-complexity models (with simulatability), which facilitates human explanations with fidelity on how the actual model works. On the other hand, Change et al. [41] design a workflow for explaining recommendation models by tapping large-scale crowds. Despite these, it remains an open question how to best involve humans to solve the accountability problem for various machine intelligence models.

**Debuggable Machine Intelligence Tasks.** Programs implementing machine intelligence tasks are often used as black-boxes. Unlike traditional computer programs, these programs usually rely on large amount of data for model training. Moreover, the training process generally involves stochastic, approximate, search and optimization algorithms. Such black-box nature has made machine intelligence tasks particularly difficult to debug. To allow machine intelligence tasks to be debuggable, methods are expected to support the detection of two types of errors, namely, errors in model and training algorithms and errors in training data. In these methods, both automatic tools and humans are required: tools to support automatically locate possible sources of the error, and humans to verify the error. Recent work has started to address the problem from the perspective of tools. For example, Chakarov et al. [38] propose a technique to automatically identify training data points that cause misclassification in the test data. However, little work has explore the potential of crowds in debugging machine intelligence tasks. We envision that crowds have the potential to play an important role, especially in verifying the second type of errors (i.e., errors in training data), which can be done with little or no expertise on machine intelligence. In fact, the effectiveness of humans in justifying decisions and verifying issues has been proven in related domains [152, 20]. However, it remains an open question how to exploit crowds for debugging machine intelligence tasks.
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Summary

Crowd Knowledge Creation Acceleration

Crowd knowledge creation plays a central role in many types of Web based information systems, ranging from community question-answering (CQA) systems (e.g. StackOverflow and Quora) to micro-task crowdsourcing systems (e.g. Amazon mTurk and CrowdFlower). In these systems, knowledge demands are generally fulfilled by means of tasks (e.g. questions in CQA systems, micro-tasks in crowdsourcing systems) executed by group of individuals (e.g. contributors in CQA systems, workers in crowdsourcing systems). Despite of the success in some platforms, knowledge creation tasks so far are assumed to be of low cognitive complexity and are generally solved as a bottom-up process; as a consequence, outcomes are heavily dependent on the spontaneous and autonomous contribution of crowds. This limits our ability to control the volume, speed, and quality of knowledge creation. By unlocking the value of features related to human knowledge, e.g. expertise and motivation, we envision that crowd knowledge creation can reach its full potential where complex, cognitively intensive tasks are solved and thus high-quality knowledge is efficiently generated.

This thesis therefore focuses on understanding crowd knowledge creation processes and developing methods and tools for controlling and accelerating the process. To capture for this objective the key steps in crowd knowledge creation, we frame the discussion around a generic model, which builds on the following key components: 1) Crowd modeling techniques, to assess features related to the knowledge of crowds; 2) Task modeling techniques, to represent knowledge demands and resources for knowledge creation; 3) Task assignment methods, for associating tasks to crowds. Our work aims at showing how, by optimally designing each of the components described above, it will be possible to accelerate crowd knowledge creation in a principled and effective way.
The first part of the thesis introduces our work on crowd modeling. We contribute new understanding and metrics for expertise, which is an important, multifaceted property of individuals and communities. Inspired by theories of expertise in sociology, we proposed a novel expertise metric based on social judgment in Chapter 2 (based on [229]), namely the Mean Expertise Contribution (MEC). By comparing with existing expertise metrics, we empirically found that MEC can better characterize crowd expertise than traditional metrics that are biased towards activeness. To account for the multi-dimensional manifestation of expertise in knowledge creation, resource sharing, and social interactions, we then extended our study to cross-platform expertise characterization in Chapter 3. We showed different crowd activities across-platforms can help characterize different expertise traits, i.e., specialist expertise and ubiquitous expertise. Next, we analyzed activities of crowds as communities, and showed how community activities could influence and be influenced by the dynamics of knowledge creation marketplaces in Chapter 4. Our results shed a new light on the importance of social and work-related preferences of communities in affecting task performance.

The second part of the thesis focuses on task modeling. We studied a set of task properties that can be related to the quality and speed of their execution by crowds, namely: the quality of task formulation, the complexity of tasks, and the clarity of tasks. Motivated by the large portion of poorly formulated tasks, we first analyzed task content factors that could substantially influence task quality in Chapter 5 (based on [228]). A qualitative study revealed seven important content factors, such as task contexts, examples, etc. We then proposed methods for automatically suggesting editing actions to improve task quality. Next, we studied two important task properties, i.e. complexity in Chapter 6 (based on [232]) and clarity in Chapter 7 (based on [72]), which are highly uncorrelated as we showed. From the point of view of crowds, we investigated how the perception of task complexity and clarity can be influenced by task design features, including metadata features (e.g. reward), the description of the content, and the visual design (e.g. colourfulness). We then proposed automatic methods to measure task complexity and clarity based on these task features. We thus contribute approaches to assist knowledge demanders in task design for improving crowd experience and task performance.

The third part of the thesis addresses the problem of task assignment to better associate tasks to crowds. We designed novel recommendation techniques that can fully exploit crowd and task properties for optimal crowd-task association. First, we investigated the effect of knowledge-related features of crowds and task topics on task recommendation in Chapter 8 (based on
We proposed a learning-to-rank method to account for both aspects for improving task recommendation. To further enhance recommendation performance, we proposed to take into consideration the structured nature of crowd and task properties, which are often organized in taxonomies. By analyzing multiple recommendation datasets, we showed that different relationships of crowds and tasks can be induced from their structured properties, including similarity in Chapter 9 (based on [233]), and complementarity & alternativity in Chapter 10 (based on [207]). By designing two novel recommendation methods, namely ReMF and HieVH, we showed that these relationships can not only help improve recommendation performance, but also boost the interpretability of recommendation results. Finally, we introduced MRLR in Chapter 11 (based on [208]) to capture crowd and task relationships in taxonomies by representation learning. Extensive experiments demonstrated that MRLR significantly outperformed state-of-the-art recommendation methods.
Samenvatting

Versnelling van Kenniscreatie met Menigten

Kenniscreatie met behulp van menigten speelt een centrale rol in veel typen van web-gebaseerde informatiesystemen, van zogenaamde “community question-answering (CQA)”-systemen (bijv. StackOverflow en Quora) tot zogenaamde “micro-task crowdsourcing”-systemen (bijv. Amazon mTurk en CrowdFlower). In deze systemen worden kennisbehoeften in het algemeen vervuld met behulp van taken (bijv. vragen in CQA-systemen of micro-taken in crowdsourcing-systemen) die worden uitgevoerd door een groep van individuen (bijv. deelnemers in CQA-systemen of werkers in crowdsourcing-systemen). Ondanks het succes in sommige platforms, werd tot nu toe van kenniscreatie-taken aangenomen dat ze van lage cognitieve complexiteit zijn en in het algemeen in een bottom-up proces worden opgelost; als gevolg hangen de resultaten sterk af van de spontane en autonome bijdragen van menigten. Dit beperkt de mogelijkheid voor ons om het volume, de snelheid en de kwaliteit van de kenniscreatie te beheersen. Door kenmerken van menselijke kennis te benutten, bijv. expertise en motivatie, voorzien we dat kenniscreatie met menigten het volledige potentieel waarin complexe kennisintensieve taken worden opgelost en zo kennis van hoge kwaliteit efficiënt wordt gecreëerd.

Dit proefschrift richt zich daarom op het begrijpen van processen van kenniscreatie met menigten en het ontwikkelen van methoden en gereedschappen voor het beheersen en versnellen van de processen. Om voor dit doel de sleutelstappen in kenniscreatie met menigten te beschouwen voeren we de discussie aan de hand van een generiek model, dat bouwt op de volgende sleutelcomponenten: 1) Technieken voor het modelleren van menigten, om kenmerken te beoordelen gerelateerd aan de kennis van menigten; 2) Technieken voor het modelleren van taken, om kennisbehoeften en middelen voor kenniscreatie te representeren; 3) Methoden voor het toewijzen van taken, om taken met menigten te associeëren. Ons werk heeft als ambitie om aan
te tonen hoe, door het optimaal ontwerpen van elk van de boven beschreven componenten, het mogelijk is om kenniscreatie met menigten te versnellen op een principiële en effectieve manier.

Het eerste deel van dit proefschrift introduceert ons werk aan het modelleren van menigten. We dragen bij aan de wetenschap met een nieuw begrip van expertise en nieuwe metrieken voor expertise, een belangrijke en veelzijdige eigenschap van individuen en gemeenschappen. Geïnspireerd door theorieën over expertise in de sociologie, stellen we in hoofdstuk 2 (gebaseerd op [229]) een nieuwe expertise-metriek voor op basis van sociale oordelen, namelijk de “Mean Expertise Contribution” (MEC). Door deze te vergelijken met bestaande expertise-metrieken, hebben we empirisch vastgesteld dat MEC beter de expertise van menigten kan karakteriseren dan traditionele metrieken die bevooroordeeld zijn ten aanzien van activiteit en inzet. Om recht te doen aan de multidimensionale manifestatie van expertise in kenniscreatie, deling van middelen, en sociale interactie, hebben we daarna in Hoofdstuk 3 onze studie uitgebreid naar het karakteriseren van expertise over verschillende platformen heen. We hebben laten zien dat verschillende activiteiten van menigten over verschillende platformen heen kunnen helpen om verschillende kenmerken van expertise te karakteriseren, i.c. specialistische expertise en alomtegenwoordige expertise. Daarna hebben we activiteiten van menigten als gemeenschappen geanalyseerd en in Hoofdstuk 4 aangetoond hoe gemeenschapsactiviteiten invloed kunnen hebben op de dynamiek van marktplaatsen voor kenniscreatie en erdoor beïnvloed kunnen worden. Onze resultaten werpen een nieuw licht op het belang van sociale en werkgerelateerde voorkeuren van gemeenschappen voor de effectiviteit van taken.

Het tweede deel van het proefschrift richt zich op het modelleren van taken. We bestudeerden een verzameling eigenschappen van taken die verband houden met de kwaliteit en snelheid van de uitvoering van een taak door menigten, namelijk: de kwaliteit van de taakformulering, de complexiteit van de taak, en de helderheid van de taak. Gedreven door een groot aandeel van slecht geformuleerde taken, hebben we in Hoofdstuk 5 (gebaseerd op [228]) eerst factoren met betrekking tot de taakinhoud geanalyseerd die de taakkwaliteit substantieel zouden kunnen beïnvloeden. Een kwalitatieve studie leverde 7 belangrijke inhoudsfactoren, zoals de context van een taak, voorbeelden, etc. Daarna hebben we methoden voorgesteld voor het automatisch suggereren van redactieacties om de taakkwaliteit te verbeteren. Vervolgens hebben we twee belangrijke taakeigenschappen bestudeerd, namelijk complexiteit in Hoofdstuk 6 (gebaseerd op [232]) en helderheid in Hoofdstuk 7 (gebaseerd op [72]), twee eigenschappen die in hoge mate ongecorreleerd zijn zoals we aantoonden. Vanuit het gezichtspunt van menigten, onderzochten
we hoe de perceptie van taakcomplexiteit en –helderheid beïnvloed kan worden door kenmerken van het taakontwerp, inclusief metadata-kenmerken (bijv. beloning), de beschrijving van de content, en het visueel ontwerp (bijv. de mate van kleuring). We hebben daarna automatische methoden voorgesteld voor het meten van taakcomplexiteit en –helderheid op basis van deze taakkenmerken. Daarmee dragen we wetenschappelijk bij met aanpakken om kennisvragers te ondersteunen in het ontwerp van taken die de ervaring van de menigte en de effectiviteit van de taak verbeteren.

Het derde deel van het proefschrift beschouwt het probleem van de taaktoewijzing om taken beter aan menigtes te kunnen toewijzen. We ontwikkelden nieuwe aanbevelingstechnieken die volledig de eigenschappen van menigte en taak benutten voor een optimaal verband van menigten en taken. In de eerste plaats onderzochten we in Hoofdstuk 8 (gebaseerd op [230]) het effect van kennis-gerelateerde kenmerken van menigten en taakonderwerpen op de aanbeveling van taken. We stelden een zogenaamde “learning-to-rank”-methode voor om beide aspecten mee te kunnen nemen voor het verbeteren van taakaanbevelingen. Om het effect van de aanbevelingen nog verder te versterken hebben we voorgesteld om de gestructureerde aard aan te klampen van eigenschappen van menigte en taak; deze structuren zijn vaak georganiseerd in taxonomieën. Door meerdere datasets voor aanbevelingen te analyseren, hebben we laten zien dat verschillende relaties tussen menigten en taken afgeleid kunnen worden uit hun structurele eigenschappen, inclusief similariteit in Hoofdstuk 9 (gebaseerd op [233] en complementariteit en alternativiteit in Hoofdstuk 10 (gebaseerd op [207]). Door het ontwerp van twee nieuwe aanbevelingsmethoden, namelijk ReMF en HieVH, toonden we aan dat deze relaties niet alleen kunnen helpen om de effecten van aanbevelingen te verbeteren, maar ook om de mogelijkheden flink te versterken om resultaten van aanbevelingen te interpreteren. Tenslotte introduceerden we in Hoofdstuk 11 (gebaseerd op [208]) MRLR om met behulp van “representation learning” relaties van menigten en taken in taxonomieën uit te drukken. Extensieve experimenten toonden aan dat MRLR significant beter presteert dan de “state of the art” in aanbevelingsmethoden.
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