Automated real-time railway traffic control: An experimental analysis of reliability, resilience and robustness
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Abstract

Railway transportation provides sustainable, fast and safe transport. Its attractiveness is linked to a broad concept of service reliability: the capability to adhere to the timetable also in presence of delays perturbing traffic. To counter these phenomena, real-time rescheduling can be used, changing train orders and times, according to rules of thumb, or mathematical optimization models, minimizing delays or maximizing punctuality. In literature different indices of robustness, reliability and resilience are defined for railway traffic. We review and evaluate those indices applied to railway traffic control, comparing optimal rescheduling approaches such as Open Loop and Closed Loop control, to a typical First-Come-First-Served dispatching rule, and following the timetable (no-action). This experimental analysis clarifies the benefits of automated traffic control for infrastructure managers, railway operators and passengers. The timetable order, normally used in assessing a-priori reliability in CBA, systematically overestimates unreliability of operations that can be reduced by real-time control.
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1 Introduction and Background

Railway transportation is playing an increasing mobility role, thanks to its high capacity, low emissions, and high safety levels. Nevertheless, the attractiveness of the railway transport mode is linked to its ability in mitigating the propagation of delays that extend actual train travel times beyond those planned. In fact, railway operations are affected by unforeseen disturbances (e.g. extensions of dwell times at stations, unplanned stops at red signals) that induce deviations from the timetable and thereby reduce performances (e.g. punctuality). This issue is particularly relevant for those networks that run under a strong economic pressure and increase efficiency by squeezing train paths into a limited infrastructure capacity. Policy rules and white papers on transport are strongly suggesting the direction of increasing resource efficiency of the network (European Commission, 2011). To this end, relevant examples are countries like Switzerland, the Netherlands and Japan, that have a network utilization, in terms of train km, or passenger km, that is the highest in the world. Differently, when looking at the reliability of complete transport chains (Rietveld et al 2001), networks that are over-utilised result very easily in delays and unreliable operations.

To counter such delays, (deviations of trains from the schedule), typical possibilities include offline and online actions (Hansen and Pachl, 2014). Offline actions mostly relate to robust timetabling, i.e. defining service plans which are able to absorb small statistical variations in train operations (e.g. extensions of dwell and/or running times) (Dewilde et al 2011). In fact, this assumes that trains might run delayed but their orders are kept as scheduled; this kind of action is termed re-timing (Takeuchi and Tomii 2005). When larger perturbations affect traffic, time allowances in the timetable are not enough to absorb service deviations, and large-scale delay propagation (snowball effect of trains delaying each other) is experienced.

To avoid or reduce delay propagation, it is necessary to update train services online (rescheduling). A rescheduling plan involves retiming and/or, reordering trains, and is currently determined on the basis of rules-of-thumb or the experience of the dispatcher, with the aim of restoring the original timetable as soon as possible. These plans can be however ineffective or counterproductive due to the limited view that the human dispatcher has of downstream traffic behaviour. Lately, several approaches have been proposed to automatically solve the rescheduling problem by using mathematical models. A main stream of railway rescheduling models is given by Törnquist et al. (2007), Corman et al. (2011), Pellegrini et al. (2014), Lamorgese and Mannino (2013), Meng and Zhou (2014), Caimi et al (2012). Such approaches formulate the rescheduling problem in different ways adopting diverse objective functions and algorithms to solve it. A wider review on these models can be found in Cacchiani et al. (2014), Corman and Meng (2014), Narayanaswami and Rangaraj (2011).

Practitioners are still sceptic about using automated rescheduling for optimal traffic control, since this has only been tested in laboratory environments but not in real operations. Only scarce real-life installations can be mentioned, that apart from the Lötschberg base tunnel in Switzerland (Metha et al. 2010) go hardly beyond pilot tests (e.g. Mazzarello and Ottaviani, 2007, Mannino and Mascis, 2009, Lamorgese and Mannino, 2013). Many relevant aspects are therefore still unclear when these tools interact with real traffic phenomena and daily stochastic disturbances to operations. In fact, the main drawback of the majority of the works proposed in literature is that they do not consider dynamics of uncertainty, i.e. information on disturbances is perfect, immutable, and completely available beforehand. Uncertain information and unknown disturbances are instead the actual source of unreliable and/or non-robust operations in railway traffic control. Neglecting these factors, and the reaction of the system to uncertain events, constitutes a clear gap in the literature. It is unclear how these factors affect the robustness and
the reliability of optimal plans.

The goal of this paper is the comprehensive analysis of these factors from the point of view of the benefits in terms of performance indicators and metrics, for a variety of stakeholders (infrastructure managers, railway operators, passengers). In fact, despite robustness and reliability of operational traffic in relation to the actual rescheduling plan is a hot topic in railway traffic, no agreement is found in literature about these concepts, yet. We aim at covering many of the definitions put forward by the academic community and in practice for these two concepts. In general reliability is intended as the capability of a plan to achieve acceptable traffic performance (such as punctuality, or generalized cost of passengers) also when stochastic disturbances affect traffic. The most recent technologies implemented in the railway world, in urban areas, typically impact reliability of operations under delays, rather than free-flow travel time (Van Oort et al 2015, Goverde et al 2014). Concerning robustness, concepts are more fuzzy. Meng and Zhou (2011) for instance consider robustness as the capability of a rescheduling plan to remain unchanged when it is implemented to traffic conditions which are stochastically known.

The present paper makes a comprehensive analysis of how uncertain factors in railway traffic influence robustness and reliability of service plans. We build upon the experience acquired in the ON-TIME project, using the same framework to analyse how uncertain and unknown information on traffic affect optimal railway plans, depending on a variety of parameters and modelling decisions. This paper is thus a complementary work to the framework definition, introduced in Corman and Quaglietta (2015), and the overall results of the projects in real-life pilots, presented in Quaglietta et al (2016). Compared to those two papers, the contributions are the focus of analysing and understanding the implications for an implementation point of view (i.e. for dispatchers), operations point of view (i.e. for infrastructure managers, and railway operators), and realised operations (i.e. for passengers). In particular, the latter point of view is also put in context of policy and planning decisions, regarding valuation of reliability of planned transport systems. The quantitative methods proposed and analysed in this paper complement the offline approaches of capacity planning, and determination, and infrastructure access (see for instance Burdett and Kozan, 2005), timetable design (Ke et al 2015) and their integration (Lindfelt, 2011) with the perspective of online control. In this sense, this paper addresses many of the issues raised in Watson (2000).

The rest of the paper is outlined as follows. Section 2 presents a broad overview of concepts of robustness, reliability and resilience as defined in literature. Section 3 reports on the approach and framework that we built up to analyse the different railway traffic control schemes. Section 4 and 5 present the metrics actually used, and the test case examined. Section 6 shows obtained results, while conclusions are provided in Section 7.

2 Related research on Railway Robustness, Resilience, and Reliability

In literature different definitions of robustness, reliability and resilience of train service plans have been given. The scientific community did not achieve yet a generally agreed and shared meaning for these concepts. The main reason is that authors have a different background and provide definitions from different points of view, namely: a social-economic view (that considers passengers perception, and impacts for social benefit and policy makers), a planning perspective (which considers the expected benefits of a transport system yet to be built), a control perspective (i.e. how to setup a system into practice, under which conditions the operators will be using it positively), and an operational analysis perspective (is the control system actually improving the operations?). We go through these different standpoints as follows.
2.1 Social-economic perspective: passenger perception

Dewilde et al. (2011) exploit a passenger-centric approach and refer to the average travel time that a passenger faces as the main robustness indicator for a timetable. This is thus related to a statistical average of all passenger travel times under small perturbations that do not require rescheduling, but only retiming. This concept has also a strong relation with the perception of the passengers in terms of minimum travel time, the generalized cost and the value of time of different activities performed.

Similar performance indicators are considered in the general literature in delay management (see Dollevoet et al. (2012) for an overview) while they are not always explicitly called robustness or reliability. In general the average travel time, or the average deviation between the planned travel time and the realized travel time, is considered. Normally, small delays only are considered, which reduces strongly the set of rescheduling solutions, and allows tractability of the problem. Schöbel and Kratz (2009) introduce explicitly the term robustness to indicate a timetable that despite train delays is able to keep planned connections without re-ordering.

OECD (2010) refers to many definitions of reliability, which mostly relate to the variance of performance, i.e. a reliable system is one such that extreme deviations from expected operations are minimized. A similar study is reported by Rietveld et al (2001).

Börjesson and Eliasson (2011) report on the valuation of delays by the customers, and especially the relation among reliability, the extent of delay, and the risk (i.e. the probability of occurrence) of delay. They claim that the average delay is not a meaningful performance of train service, when referring to the passengers’ perspective. Passengers are indeed afraid of large delays which usually have a lower probability. The average delay instead systematically underestimates the value of large delays with low probability since these are combined with small delays with higher probability. A correct valuation of delays must be based on statistical indicators which attribute a higher value to those large delays with a lower probability level. The benefits from reliable operations are quantified by van Oort et al (2015) for a light rail link; they account for a large amount of the social benefits of the transportation infrastructure. Similar studies on the impact of user perception to evaluate the robustness of a transit system are presented e.g. in Parbo et al (2014). The current work is basically reporting on reliability at the level of system, rather than at the level of single users.

2.2 Operations planning perspective: system design, planning, timetabling

In literature a number of definitions of robustness are given for the offline timetable. Goverde and Hansen (2013) differentiate between stability, robustness and resilience. Stability refers to the possibility of a timetable to absorb initial and primary delays so that delayed trains return to their scheduled train paths. Robustness refers to the possibility of a timetable to cope with process time deviations due to design errors, parameter variations, and changed operational conditions, excluding any real-time rescheduling actions. A key limitation is that the timetable order is considered as fixed according the timetable design, i.e. only retiming actions could be evaluated, and not reordering. The latter is reflected in resilience, which is defined as the flexibility of a timetable to reduce secondary delays using rescheduling (retiming, re-ordering, re-routing, cancel connections, cancel trains, etc.).

Takeuchi and Tomii (2005) attribute a robustness level to each different real-time control measure. The higher the degree of freedom of the control measure, the higher is the robustness
level. For instance, retiming is described as a control measure with robustness level of 0, while reordering has a higher robustness level (1).

The research on timetable robustness starts from the work of Carey (1999) who studies the conditions under which a timetable can absorb delay, or avoid delay propagation, when small disturbances affect operations. Based on the rationale that a minimum headway distance between trains is the critical factor initiating propagation of delay, many researchers proposed robustness indices that are all (partially) non-linear functions of the headways between trains. There is relatively large literature on this topic. Example are given by Vromans et al. (2006), who consider the reciprocal of headways, Carey (1999) who refers to the minimum headway, Dewilde et al. (2014) who define a composite function where the headway appears at the denominator; Andersson et al. (2013) adopt a composite function of the minimum headway margin.

Large scale delay propagation is studied by Büker and Seybold (2012), who describe the probability function of delays as trains interacting in the network, following the planned orders of the timetable. They measure a variety of performance indicators that include punctuality, mean delay, and mean variance. Goverde (2011) studied large-scale delay propagation to analyse robustness to delays. He also assumed fixed train orders and relate the delay propagation to timetable stability and realisability, resulting in either stable delay propagation or into structural delays, periodic delays or delay explosions.

Typical simulation software packages (Kaminsky et al, 1996; Nash and Huerlimann, 2004; Janecek and Weymann, 2010) have been used to study the robustness and reliability of timetables under stochastically perturbed traffic and straightforward dispatching rules. The interested reader can refer to Dewilde et al. (2011) and Andersson et al. (2013) for other definitions of robustness and/or robustness-related indicators used for timetable planning.

2.3 Control perspective: delivering a service under uncertainty

From the control perspective, a rescheduling plan must result in an acceptable level of service and must be insensitive to dynamic variations of traffic over time and/or unknown/unforeseen disturbances to operations (i.e. disruptions, erroneous or missing train information).

Salido et al (2008) refers to a well-known concept of control theory and defines robustness as the ability to resist to imprecision. The same author introduces two measures of plan robustness. The former relates to the percentage of disruptions that a plan can accommodate without modifying the plan, i.e. by retiming only. The latter considers the settling time, i.e. the amount of time required to recover planned operations after having introduced a delay bounded in time. This same concept is called stability by Goverde and Hansen (2013).

Meng and Zhou (2011) define robustness of rescheduling actions as the ability to take decisions under incomplete information. A recursive stochastic programming is used to compute optimal dispatching actions for solving disruptions whose duration is only known in statistical terms. From a control point of view, the concept of “stability” also assumes a relevant importance. Lyapunov defines as stable a dynamic system whose state is always close to a point of equilibrium (Liberzon, 2005). In the field of railway traffic, the concept of stability assumes different definitions. For Goverde and Hansen (2013) the equilibrium is the timetable and stability is its ability to absorb delays so that delayed trains return to the timetable on their own. In the view of the authors, stability relates to the ability to withstand exogenous entrance delays, while robustness is the ability to withstand internal deviations such as dwell times and running
time extensions to keep close to the timetable. For larger deviations or delays traffic control is required where resilience of the timetable is essential.

Quaglietta et al. (2013) consider stability as the capability of rescheduling plans to be insensitive to dynamic changes of traffic over time, to unplanned/unknown stochastic disturbances as well as to incomplete or erroneous traffic information. Such a study has mainly implications towards nervousness and acceptance factors in human-machine interactions. Robustness and/or reliability is otherwise linked to the deviations between simulated and planned train paths, when stochastic perturbations are input to the simulation. Many researchers define as reliability of a plan the performance level achieved by traffic when it follows the plan under disturbed conditions. For instance, Delorme et al. (2009) refer to the sum of secondary delays in a station as a reliability indicator of railway service. This is a way to assess the capacity available at stations or junctions, based on different possible orders of trains. Medeossi et al. (2011) propose to identify reliability and robustness of a timetable based on a probabilistic description of the block occupation times, which allows the estimation of conflict probability. The conflict probability is also studied by Liu and Kozan (2010) as a function of duration of railway operations. Corman et al. (2010) study the sensitivity of rescheduling plans to disturbances in simulated operations. A larger scale study of robustness of real-time control actions is presented by Larsen et al. (2014) who examine the impact of stochastic factors on dispatching actions. Those actions are computed only based on expected train information, thus neglecting any influence of errors and variability in measured traffic states. A general review of real-time rescheduling in situations of incomplete or erroneous traffic information has been recently proposed by Corman and Meng (2014).

3 Evaluation and Metrics used

The different control schemes and the resulting plans of operations are evaluated in terms of the generic concepts of robustness and reliability by using several metrics. The metrics adopted are those defined by several authors in literature, and can be grouped into three main categories, which are then traced back further to the perspective/stakeholders behind them. The general picture and the direct link with the literature is reported in Table 1. The three columns refer to the three perspectives of section 2, namely operations, planning, perceptions. The rows refer to a general perspective, one considering only retiming; one considering retiming and reordering. The bottom row reports on the experimental contributions of the paper along the three perspectives. We next describe the metrics used, for each measure/perspective considered.

<table>
<thead>
<tr>
<th>Operations control (2.3)</th>
<th>Analysis, Plans (2.2)</th>
<th>Perception (2.1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variation operations/plan, conflicts</td>
<td>Delays average, maximum delay punctuality</td>
<td>Statistics Distribution, variance, tail</td>
</tr>
<tr>
<td>Liu &amp; Kozan 2010</td>
<td>Vromans et al 2006</td>
<td>OECD 2010</td>
</tr>
<tr>
<td>Andersson et al 2013</td>
<td>Van Oort et al 2015</td>
<td></td>
</tr>
<tr>
<td>Parbo et al 2014</td>
<td>Parbo et al 2014</td>
<td>A-priori and general concepts</td>
</tr>
<tr>
<td>Corman et al 2010</td>
<td>Büker &amp; Seybold 2012</td>
<td></td>
</tr>
<tr>
<td>Larsen et al 2014</td>
<td>Schobel &amp; Kratz 2009</td>
<td></td>
</tr>
<tr>
<td>In general: Goverde &amp; Hansen,</td>
<td>Dollevoet et al 2012</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Goverde 2011</td>
<td></td>
</tr>
</tbody>
</table>

Retiming only


<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>In general:</td>
<td>Kaminsky et al 1996</td>
<td>Nash &amp; Hürlimann, 2004</td>
<td>Janecek &amp; Weymann 2010</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stability / NRR</th>
<th>Deviation in actions</th>
<th>Deviation from paths</th>
<th>Punctuality, average delays, consecutive delay</th>
<th>Delay cost; delay risk; delay variance</th>
<th>This paper</th>
</tr>
</thead>
</table>

Table 1. Summary of literature, contributions of the paper, metrics used.

**Stability** measures the sensitivity of a traffic control algorithm or the resulting rescheduling plans with respect to traffic dynamics, unknown random disturbances, partial or missing information (Quaglietta et al. 2013). Similarly to the classical Lyapunov's definition in control theory, rescheduling plans are stable when they do not change (from an equilibrium point), also if they are computed with respect to different traffic conditions, affected by random disturbances, with limited or missing information. According to Quaglietta et al. (2013), we can use the following metrics for stability:

**Number of Relative Reordering (NRR).** This metric describes for a certain CheckPoint location CP the similarity in terms of ordering between two plans computed at consecutive stages. Considering the plan given at stage s we assume that a train is reordered if it is scheduled before some train that was preceding it, in the plan provided at stage s-1. The value of NRR is then calculated by counting all reordered trains.

The *average NRR* over all the stages gives a measure of how stable in terms of reordering are the optimal plans provided by the scheduler. The lower this average the higher is the plan stability. A condition of full stability is achieved when plans computed at consecutive stages are all the same, i.e. when the average NRR is zero.

**Weighted NRR** gives a higher weight to train reordering happening in the close future and a lower weight to train reordering occurring farther away in the future. This metric directly translates the fact that the far future has more variability, and short term variability is more important, since it requires more immediate actions from the dispatchers. Short term variability causes also discomfort to passengers who experience unexpected changes in their trips. In detail, the amount of trains (in percentage) that are scheduled to be reordered (in the future) is divided into very urgent reorderings (within 0 and 5 minutes from current time), quite urgent reorderings (between 5 and 10 minutes from current time), and less urgent reorderings (more than 10 minutes from current time).

Assessing the stability of operations is a clear indicator of the degree of acceptability by the control system operator, i.e. the dispatcher. It is thus related to operational control perspective, the design of the control system, and the control actions allowed and used. This involves to which extent disturbances can be absorbed just by shifting trains in time and thus propagating their delay (i.e. by retiming) or including rescheduling actions (reorder of trains). The former coincides with the concept of robustness defined by Goverde and Hansen (2013): the ability of the timetable to absorb delays by itself, without the need of any re-ordering or rerouting action.

When instead disturbances are dealt with by means of rescheduling actions changing the order of trains, this refers to the resilience: the ability of a timetable to absorb delays if some rescheduling action is taken.

**Variation in operations** can be analysed by the deviation in time and space between the timetabled and actual train paths. This is obtained by measuring at a given location the difference between the scheduled and actual passage time. Vice versa at a given time we
measure the difference between the scheduled and the actual passing location. We also consider the variance of both these deviations, i.e. how predictable they happen to be.

**Reliability in planning** is a concept closely related to what several authors define and analyse as quality of plans. Specifically it relates to the capability of plans to keep acceptable levels of perceived traffic performance by customers also when stochastic disturbances affect operations. We adopt the following metrics to assess reliability of service for the different control schemes:

The Average total arrival delay, or *Average delay* in short, is the average of the total arrival delay (i.e. difference between scheduled and actual arrival time) over all delayed trains reaching their final station.

The *Average consecutive delay* at a station is the average over all delayed trains of the delay that has been propagated from other delayed trains. This metric gives a measure of how much trains are hindered during their run by the presence of other conflicting trains. For each train the consecutive delay is obtained by subtracting from its total arrival delay at a station the unavoidable delays (i.e. the sum of entrance delays and dwell time disturbances cumulated at the previous stations). The *Max Consecutive Delay* is the maximum value of the consecutive delay over all trains reaching their final station.

The *Punctuality* at the final station with respect to a threshold of 5 minutes ($P_{5 \text{min}}$). This number gives the percentage of trains whose total arrival delay at the final station is less than 5 minutes. 5 minutes is a typical threshold used in operations (see Hansen & Pachl, 2014). If a null threshold is considered, we just consider the *amount of traffic delayed*.

**Reliability in perceptions** relates to a more detailed understanding of the precise impact of the delay experienced towards the users. This refers to a *cost of delay*, related to some value of time, associated to the precise *distribution of arrival delays*, i.e. considering the whole observed distributions of arrival delays at every station of the network. Based on these distributions, it is possible to perform a statistical analysis of the *risk of delay* as defined by Börjesson and Eliasson (2011). This might take into account a nonlinear disutility for larger delays by the users, the characteristics of the tail of the distribution, as well as the variance of the delay.

### 4 Control approaches

To analyse robustness and reliability of different railway systems, depending on the control schemes used, we built up a framework which enables to accurately describe each one of the schemes. The framework considered allows to introduce stochastic disturbances to operations (e.g. entrance delays, extensions of dwell times) as well as missing or erroneous information on traffic (e.g. measurement errors on entrance delays or train positions). For each control scheme, it is possible to test the impact of stochastic disturbances and uncertain or missing information as well as the performance achieved within perturbed traffic conditions. The two most important indicators are thus the degree to which this stochasticity is considered (i.e. the degree of including updated information when those are available); and the possibility for optimizing operations based on the expectation of the future.
We now formally detail all the four approaches. With **Timetable order** we mean that no real-time rescheduling action involving change of train order is considered, but trains keep on following the scheduled orders also under perturbed traffic conditions.

The **First-Come-First-Served (FCFS)** is a common dispatching strategy where trains pass a location (e.g. station, junction) in the same order they arrive.

In the **Open Loop** scheme the scheduler is run only once on the basis of the only expected train entrance delays. An optimal plan is computed once and for all, which solves all track conflicts detected over the whole horizon of traffic control. Such a plan is implemented at the beginning of traffic control horizon, and followed by trains for all its duration; no updated information or deviation from the plan is considered.

The **Closed Loop** scheme considers optimal plans, which are regularly updated on the basis of current traffic information.

The four control approaches considered (timetable order; FCFS; Open Loop and Closed Loop) are quantitatively analysed in Figure 1, along those two complementary evaluations: inclusion of updated information (x-axis) and lookahead into expected future (y-axis). Including updated information is performed by FCFS and Closed Loop approaches. The lookahead into expected future refers to the possibility of considering proactively the future to take better decisions, and is used by Open and Closed Loop.

The framework is composed of two main interacting modules that are an optimal scheduler of train services and an accurate simulator of railway operations (called *simulated operations*). For all control schemes, we manage traffic by retiming and reordering while considering train routes as those scheduled. Figure 2 functionally describes the four control approaches, in terms on how the modules and the input of our framework interact. Arrows represent information sharing, causal relation, input-output relations between the modules. Dotted arrows refer to approximated inclusion of effects and information. Inputs of the scheduler and the simulator are all the characteristics regarding the infrastructure (e.g. block sections, speed limits, track length, gradients), the rolling stock (e.g. mass, length, number of coaches, tractive-effort speed curve), the signalling and the safety systems such as ATP and interlocking. Train entrance delays are known in their realised value only by the simulator, while only their expected value is known by the scheduler. Moreover random dwell time extensions are considered in the simulator, whose realised values are unknown to the scheduler (which is only aware of their scheduled values). These assumptions reproduce what happens in real-life operations where the traffic control centre has only limited or even missing information on delays and traffic disturbances.
Figure 2 (a) considers the timetable order, where no need to have a scheduler; the only way to manage the disturbances, set as input to the simulated operations, is by means of delay propagation. In other words, disturbances are dealt with only by retiming trains, i.e. shifting in time the scheduled arrival, departure and/or passing times, while keeping orders fixed. For this reason it is expected that the robustness and the reliability of this approach are in general poor with respect the other control schemes.

FCFS (Figure 2 (c)) does not consider any scheduler, priority rule, or policy to take order decision. Instead, decisions are taken in a myopic way, just looking at the immediate order of request of shared resources. For large stations with complex interlocking, there can be no guarantee that a feasible solution is found. This is a purely reactive strategy, which is able to incorporate changes to operations on the next decision to be taken. To apply the FCFS the only information needed from the simulated operations is the current position of trains. However this information has no impact on the next decision to be taken in the future given that FCFS does not adopt any kind of prediction of future traffic.

Figure 2 (b) refers to Open Loop. This setup is unable to adjust the optimized plan to current traffic conditions, since the plan is computed and implemented only once, based on the expected value of entrance delays. Most approaches presented in the literature have been considered and evaluated in an open loop structure, and further effects of uncertainties, traffic dynamics, and modeling errors are neglected.

![Figure 2. Architecture of the control structures considered](image)

The Closed Loop scheme (Figure 2 (d)) is the most refined form of control, where implemented optimal plans are regularly updated on the basis of current traffic information. This means that at regular time intervals current train information (i.e. current positions and speeds) is collected from the simulator and set as input to the scheduler together with the expected values of (future) train entrance delays. The scheduler predicts future traffic operations in order to detect and solve all track conflicts forecasted over a prediction horizon. Optimal plans
are produced that are successively implemented and followed by traffic. The essence of the closed-loop is represented by the arrow that transmits traffic information from the simulated operations to the scheduler. Differently from the FCFS, current traffic information collected in the closed loop has an impact on control decisions to be taken in the future. In the closed loop computed optimal plans take into account also dispatching decisions taken in the past, to prevent that suggested control measures are then not congruent with real operations, hence unfeasible. For this reason, traffic predictions have memory of past actions.

The scheduler used in our framework is the tool ROMA (Railway Optimization by Means of Alternative Graphs), which is based on the modelling paradigm of Alternative Graphs and a job-shop scheduling problem. The simulator of railway operations is the stochastic microscopic model EGTRAIN (Environment for the desiGn and simulaTion of RAIlway Networks). EGTRAIN is considered as a realistic simulation model since it has been validated by verifying that simulated train running times were congruent with those scheduled in reality, within undisturbed traffic conditions. A detailed description of ROMA and EGTRAIN can be found respectively in Corman et al. (2011) and Quaglietta (2011); and the general setup of the overall closed loop setup, including parameters, and functional description of the interface modules is described in Corman and Quaglietta (2015). The procedure goes iteratively along stages. In each of them, the simulator sends position and speed of trains to the scheduler; the information is used to determine a current traffic state and forecast future train paths to detect potential track conflicts over a prediction horizon (PH). The scheduler relies on deterministic traffic predictions where train running and dwell times are considered as deterministic. Track conflicts are detected as overlaps between the blocking times for all involved block sections (Hansen and Pachl, 2014). Detected conflicts are then solved by formulating the scheduling problem as a job-shop model with no-store constraints, and using a truncated version of a Branch and Bound algorithm (D’Ariano et al., 2007), yielding a new conflict-free plan minimizing delay propagation. The output is a set of advisory orders at given locations, which are implemented in the simulation core of EGTRAIN, after a control delay representing the communication to the field. According to the chosen orders, the traffic is microscopically simulated (using a time-driven and synchronous approach). The scheduler and the simulation model interact with each other according to a rolling horizon scheme, each stage being performed after a Rescheduling Interval (RI).

5 Case Study and parameters used

The experimental analysis of this paper is conducted on the railway corridor between Utrecht (Ut) and Den Bosch (Ht) in the Netherlands. This has a length of more than 48 km with 6 intermediate stations: Lunetten (Ln), Houten (Htn), Houten Castellum (Htnc), Culemborg (Cl), Geldermalsen (Gdm), and Zaltbommel (Zbm). The detailed layout is presented in Figure 3, together with the locations in which trains can overtake each other and a reordering is possible (those places are called CheckPoints, or CP in short: CP1, CP2, CP3). The network is equipped with a fixed-block signalling system and the traditional Dutch Automatic Train Protection ATB system. The hourly periodic timetable schedules 4 intercity trains (IC) per hour per direction between Ut and Ht without intermediate stops; and 4 local trains, two of which are limited between Ut and Gdm, while the other two run all the way till Ht. No freight trains are taken into account in the study. For the sake of simplicity, only trains running along the Ut-Ht direction are considered, as in this double-track corridor there is no interaction between trains running in opposite directions. The total horizon of traffic control corresponds to 2 hours of operations. The closed-loop setup considers the best parameters found in Corman and Quaglietta (2015), i.e. rescheduling interval \( RI = 120 \) seconds, prediction horizon \( PH = 60 \) min, and a control delay of 10
s, i.e. the plans are actually implemented after 10 s from their computation.

Figure 3. Detailed layout of the Utrecht - Den Bosch corridor, with the locations (CP1, CP2 and CP3) of the three checkpoints in which train reordering is considered.

The analysis is performed over 30 different perturbed scenarios in a typical Monte Carlo setup. Each scenario is generated by randomly sampling entrance delays, measurement errors on entrance delays and disturbances to dwell times at stations. Specifically entrance delays are drawn from a Weibull distribution fitted to recorded data (as in Corman et al. 2011) with scale, shape and shift parameters that are different for ICs and local trains. Errors on entrance delays follow a Gaussian distribution with zero mean and a standard deviation equal to 20% of expected entrance delays. Those parameters have been defined in the projects requirements (Corman and Quaglietta 2015, and Quaglietta et al. (2016)) as realistic values concerning the error of a prediction error, which is itself a stochastic dynamic process which has not been characterized properly in the literature. Station dwell times are drawn from a Weibull distribution, fitted to recorded data, as in Quaglietta et al. (2013). In both cases, we restrict our analysis to actually delayed operations, where rescheduling can prove its value, and moreover insert extra deviations that result in additional delays. Thus, the performance of the approaches should not be compared straightforward to real operations but rather used in a comparative manner.

Figure 4. Process of information update for entrance delay (left) and dwell time (right)

Figure 4 reports the distributions, and the process by which entrance delays (on the left-hand
side) and dwell times (on the right-hand side) are known by the scheduler and the simulator respectively. We also report the entrance times and dwell times as planned in the timetable (at the bottom). In the simulator (top left), trains enter the network with a Weibull-distributed delay with respect to the timetable entrance time (red vertical line). A realised entrance delay (green vertical line) is sampled from this distribution. Before a train enters the network, the realised entrance delay is transmitted to the scheduler (middle left) affected by a Gaussian-distributed measurement error (blue vertical line). After the event has occurred, i.e. the train has entered the network, the scheduler is finally aware of the actual entrance delay realised in the simulation.

For dwell times, we make the assumptions depicted in the right-hand side of Figure 6. In the simulator, trains will experience dwell times at stations that are distributed according to a Weibull probability. Realised dwell times (green vertical line, top right) differ from those planned (red vertical line, bottom right). The schedule will be unaware of these differences since it expects trains dwelling according to the scheduled dwell time given by the timetable (blue vertical line). After that the event happens, i.e. the train has finished dwelling at a station, the control schemes that exploit a form of feedback from operations can include the realised value of the event time in their process (FCFS) or optimization (Closed Loop).
Figure 5 reports the sampled probabilities for the 30 sampled scenarios for the realised entrance delays (at the top), the measurement errors on entrance delays (in the middle) and the realised dwell times at stations (at the bottom). Entrance delays are divided between intercity and local trains. No train can depart early from stations, thus the negative tail of the shifted Weibull is reported to 0. The average entrance delay for the samples considered is around 300 seconds. The measurement errors on entrance delays result in having a mean 0 and a maximum deviation of 300 seconds. In half of the cases, these errors are in the order of 20 seconds. We report the dwell time distributions for small stops where planned dwell times are less than a minute; for major stations where planned dwell times are about two minutes; and for the station of Geldermalsen, where local trains have longer planned stops, since they are scheduled to be overtaken by Intercity trains.

6 Evaluation
In this section we evaluate the metrics discussed in Section 3 for the different control schemes: Timetable, FCFS, Open Loop and Closed Loop. The values of the metrics are considered as the average over the 30 disturbed scenarios, when not stated otherwise.

6.1 Operational perspective: Stability and variations

Stability is a concept that makes sense only for the closed loop, since this is the only scheme where plans are regularly updated over time, based on current traffic conditions. For FCFS, there is no such a concept of a traffic plan, as the individual train orders are the same as their arrival orders at a location. We evaluate the number of relative reordering NRR to understand how the computed plans are sensitive to traffic dynamics, stochastic disturbances and uncertainties in information. A large NRR relates to instability of the plans, i.e. different train orders are computed at each stage. Plans that do not change at all have a NRR equal to 0. This would describe a theoretical situation of full stability of the plans.

Figure 6 illustrates the trend of NRR over time. Each time that a plan is computed (i.e. each RI=120 s) NRR gives the amount of train orders that differ from the plan computed at the previous stage (i.e. 120 s before). In the first 10 minutes, NRR is very low, because the amount of trains running is small enough to observe limited stochastic phenomena of delay propagation. As the disturbances start progressing over the network, the rescheduling plans become more unstable and vary over time. The reason of such instability is that the propagation of disturbances induces a deviation between actual and predicted train trajectories, altering from time to time the conflicts detected by ROMA and the corresponding plans. In general NRR varies
over time in an erratic pattern, oscillating around an average of 0.09 (Average NRR) and reaching a maximum peak of 0.30.

![NRR vs time](image)

Figure 6. Number of Relative Reordering with respect to time.

We also evaluate the Weighted NRR as defined in Section 4, to determine a time dynamic for this instability. Figure 7 shows that only 11% of the train orders must be changed most urgently (i.e. in the first 5 minutes ahead from current time). About 25% of train orders are required to be changed between 5 and 10 minutes in the future. Most orders (64%) should be changed more than 10 minutes ahead of current time. This means that computed plans are stable in the short term (i.e. the first 5 minutes), and instability is due to prediction errors (hence inaccuracy in the plans) that obviously are larger, the farther away the operations to be predicted.

![Number of orders changed](image)

Figure 7. Number of orders changed, divided in the distance between the time of prediction, and the time of the order changed.

Table 2 reports the amount of retiming and reordering performed by each control approach. The retiming has been calculated as the average deviation in time between the train paths in the timetable and in realised operations. The amount of reorderings is calculated as the average number of train orders that differ from the timetable order. It is evident that the Timetable order solution has a retiming that is about 28% larger than the other approaches, as a result of not changing train orders. The other control schemes have a retiming that is practically equivalent, while the amount of reordering is quite different. By definition the Timetable order keeps the order of the timetable, and thus has 0 reorderings. FCFS is the solution with the largest amount of reorderings, due to the myopic nature of the approach. The open loop has a similar amount of
reorderings, that is symptomatic of not very accurate traffic predictions when using very long prediction horizons (in this case 2 hours). Prediction errors increase when the operations to predict are farther away. In this case conflict detection is more inaccurate and the resulting updated plan will not completely match actual traffic. The closed loop instead has the lower amount of reorderings, highlighting its capability in adjusting the plans to better fit actual traffic conditions. On average 5.1 orders are changed, that means that one third of the 16 running trains will not follow the timetable order.

<table>
<thead>
<tr>
<th>Control scheme</th>
<th>Retiming time deviation wrt planned timing [s]</th>
<th>Reordering order deviation wrt planned orders [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timetable Order</td>
<td>377.2</td>
<td>0</td>
</tr>
<tr>
<td>Open Loop</td>
<td>294.8</td>
<td>6.3</td>
</tr>
<tr>
<td>FCFS</td>
<td>293.5</td>
<td>6.5</td>
</tr>
<tr>
<td>Closed Loop</td>
<td>295.4</td>
<td>5.1</td>
</tr>
</tbody>
</table>

Table 2. Retiming and reordering exploited by the 4 approaches considered.

As a relevant metric of reliability we also examine the deviation in time and space between the actual and planned train paths. Figure 8 reports the deviations in time (on the y-axis) along the whole network (on the x-axis; the intermediate stations are reported by their respective label). For each control scheme these deviations are the average over the 16 running trains and the 30 disturbed scenarios.

Figure 8. Average time deviations from scheduled train paths
It is evident that the delay of 300 s in Utrecht (at 0 metres) corresponds to the average entrancel delay set as input in our experiments. From there on, deviations build on at stations (due to extra dwell time disturbances), at merging points (due to the necessity of holding trains to implement reordering) and along the line (due to hindrances with conflicting trains and restricted signal aspects).

Keeping the timetable order results in deviations that are about 100 seconds larger, than the other schemes. The peak of delay observed immediately after Gdm is significant, since it indicates suboptimal rescheduling actions, which force trains to wait a long time with respect to the scheduled order. The time deviations observed for the other schemes are very similar until Gdm, as can be seen by their diagrams that practically overlap. Optimal orders that significantly improve traffic performance are implemented in Gdm. This can be seen from the fact that from Gdm on, the time deviations of Open Loop, FCFS and Closed Loop follow different trends. The Closed Loop is the scheme that gives the lowest time deviations from the planned train paths.

We should also note that, despite time supplements in the timetable, delays never reduce; this is due to the sampled disturbances in dwell time, which are larger than time supplements. Such an effect of systematically small headway is relatively common in congested railway networks (Dewilde et al. 2014). This kind of diagram can identify the bottlenecks of the network, where there is a sudden increase in time deviations. This also helps in determining the time supplements along the lines to increase the robustness of a timetable, as explained in Vromans et al. (2006). In our case study, we observe that when keeping the timetable order, the bottleneck (largest deviation) is located in Utl. The other control schemes reduce and shift the bottleneck, suggesting to place time supplements in Ht or Gdm instead of Utl. In terms of magnitude, the Timetable might result in overestimating the amount of buffer required by 25%.

In Figure 9 we report the space deviation (on the y-axis, in m) between actual and planned train paths over the whole horizon of traffic control of 2 hours (on the x-axis, in s). These deviations represent the distance at a given time between the planned and the actual position of a train. In other words, this represents (for each time point, resolution of one second) the span between the position where the train should be according to the plan, and its actual position, with a resolution of one meter. Deviations are computed for each of the 16 running trains (i.e. the 16 lines reported on each plot) as average over the 30 disturbed scenarios. Blue lines represent space deviations for the 8 Intercity trains while dark and light green lines depict deviations for the 8 local trains. Space deviations are always non positive which means that actual train paths are always behind the schedule.

For each control scheme, the trend of the deviations looks similar even if they differ in value. Space deviations progressively increase over time for Intercity trains until a maximum is reached at around two thirds of their paths. For instance for the first intercity, departing at 600 s, the max deviation is reached at 1800s (close to Gdm station), and the train ends its service at 2400s, catching up some deviation. In general, intercity trains suffer from much large deviations on average than local trains. The Timetable scheme performs the worst, with a max deviation for the Intercities of about 20km. This is in line with the resulting delay that has been analysed so far. For local trains the maximum deviations in the Timetable solution is around 12 km while for the other schemes this value goes just beyond 5 km. The FCFS and the Closed Loop show the smallest space deviations. Closed Loop results in smaller max deviations of Intercity trains (18 km versus 19km of the FCFS), the FCFS results in limiting the max deviation for local trains (8 km versus 6.5 km). This latter is a consequence of the property of Closed Loop of considering future operations (that for intercity trains might be further away in time); the myopic approach of FCFS looks only at the current entrance time of trains, neglecting their future evolution.

Table 5 reports the average and variance of time and space deviations, across time horizons, trains running, delayed instances. The 2nd row (respectively 4th ) reports to which extent the
realised train paths are close to the planned ones, in terms of time (resp. space). Row Three and Five report the variance of those deviations. The average deviation is a measure of the expected bandwidth of deviation of the train paths compared to their plans. A smaller bandwidth means operations closer to the plan which allows a direct increase in the capacity of the infrastructure; this is a crucial goal of railway traffic control (Luethi 2009). The variance is a measure of how good the bandwidth of train operations can be predicted. A small variance allows reducing delay consistently by inserting strategically buffer times and optimizing their distribution in time and space by robust timetabling (Vromans et al 2006, Dewilde et al 2014).

The ranks between the figures are all increasing from timetable to FCFS to open loop control to closed loop control, with a few exceptions. The timetable scores the smallest variance for deviation in time, i.e. all traffic is delayed consistently; a delayed train propagates a similar delay to all traffic afterwards. All other figures favour closed loop control, decreasing the extent and variability of the deviation, in time and space. The relative performance of FCFS and Open Loop sometimes favour one or the other approach. Open loop always has less variance than FCFS.

<table>
<thead>
<tr>
<th></th>
<th>Timetable</th>
<th>FCFS</th>
<th>Open Loop</th>
<th>Closed Loop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Deviation [s]</td>
<td>458</td>
<td>343</td>
<td>348</td>
<td>339</td>
</tr>
<tr>
<td>Variance Time</td>
<td>86</td>
<td>149</td>
<td>143</td>
<td>118</td>
</tr>
<tr>
<td>Space Deviation [m]</td>
<td>3107</td>
<td>2405</td>
<td>2393</td>
<td>2374</td>
</tr>
<tr>
<td>Variance Space</td>
<td>4790</td>
<td>4286</td>
<td>4189</td>
<td>4075</td>
</tr>
</tbody>
</table>

Table 5. Average deviations between planned and actual train paths, in time and space.
The four control schemes are now evaluated in terms of the average delay at all stations, the average consecutive delay, the max consecutive delay, the share of trains which are running delayed (the lower the better), the punctuality at 5 minutes (the higher the better) (Table 3).
### Table 3. Quality indices for the different control schemes.

<table>
<thead>
<tr>
<th>Control scheme</th>
<th>Avg Delay [s]</th>
<th>Avg Cons Delay [s]</th>
<th>Max Cons Delay [s]</th>
<th>Delayed trains [%]</th>
<th>Punctuality 5 min [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timetable Order</td>
<td>423.3</td>
<td>130.1</td>
<td>515.3</td>
<td>96.8</td>
<td>35.7</td>
</tr>
<tr>
<td>Open Loop</td>
<td>322.6</td>
<td>65.5</td>
<td>377.4</td>
<td>89.4</td>
<td>59.7</td>
</tr>
<tr>
<td>FCFS</td>
<td>307.9</td>
<td>52.8</td>
<td>309.2</td>
<td>87.7</td>
<td>60.3</td>
</tr>
<tr>
<td>Closed Loop</td>
<td>294.2</td>
<td>30.2</td>
<td>176.0</td>
<td>91.2</td>
<td>62.3</td>
</tr>
</tbody>
</table>

The benefits of changing orders when rescheduling traffic are immediately highlighted. The Open Loop scheme already improves strongly traffic performance with respect to the timetable scheme (where no rescheduling is performed changing the order of trains). All delay-related indicators reduce, respectively by 23% for the average total delay, 50% for the average consecutive delay, and 27% for maximum consecutive delay. Consistent gains are also achieved in punctuality since the number of punctual trains increases by 37%. When applying FCFS a larger improvement is obtained with respect to the timetable scheme, which reaches up to 60% for the average consecutive delay and 38% in punctuality. The amount of delayed trains is lowest with FCFS, but this means that trains running on time are given priority over delayed trains. This turn out to be suboptimal at system level: the average delay experienced by FCFS is almost double compared to the closed loop approach. FCFS and Open Loop both represent an improvement with respect to the timetable, and sometimes perform relatively similar, but each thanks to a different factor. FCFS due to the always updated information it can exploit, Open loop due to the optimization approach.

For some performance indicators, the stronger importance of one or the other factor might result in better overall performances. Closed Loop outperforms all other schemes for all measures of performance. The comparison with FCFS is the most interesting, since it underlines the improvements that an automatic closed loop traffic control can give with respect to the strategy generally used in real-life. With respect to FCFS, the closed loop reduces by 5% the average delay, by 43% the consecutive delays and even by 43% the max consecutive delay. Also the number of punctual trains is increased by 5%. From the point of view of the infrastructure manager, an increase in punctuality can be associated to a direct increase in revenues, by either reduced ticket compensation, or by extra quality performance benefits. Concerning the former, for instance, (Kroon et al 2009) reported that a 1.5-percent increase in punctuality is associated to an increase in revenues of 20 Million EUR/ year, for the all Dutch network. Keeping this cost factor would result in extra revenues for more than 30 Million EUR/ year, even when compared to an application of FCFS (which has been used in very limited context for automated railway traffic management, see Corman et al (2011).

### 6.3 Passenger perception: Delay cost, delay risk and tails

As a metric of perceived reliability we here analyse in detail a few metrics related to the delays. A direct quantification of the delay cost can be achieved by multiplying the expected delay by a suitable Value of Time multiplier, which can be for instance 9 EUR/hour (Kouwenhoven et al 2014). This multiplies linearly the figures of Table 3, and combines them with a given and fixed amount of passengers of the network. A more precise understanding is
based on the distribution of arrival delays at their final station. For each control scheme, the statistical analysis is performed over 480 samples (i.e. 16 trains over 30 scenarios). The distributions are reported in Figure 10.
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**Figure 10.** Statistic distribution of arrival delays at the final station.

When trains follow the timetable order there is a larger probability of experiencing delays between 300 and 600 s, as shown by the peak of the Timetable control scheme. For the other schemes, smaller delays of about 250-300 s are more probable, as shown by the peaks of their distributions. These values are similar in size to the average entrance delay used in our experiments (which is around 300 s), i.e. the delay propagation is strongly limited in these cases. FCFS exhibits a smaller peak (at 250-300 s) than the Open Loop and Closed Loop approaches, but has a higher probability of delays which are larger than 600 seconds. The maximum delay observed is about 1500 s, and it is almost the same for all the control schemes, as this depends on the maximum entrance delay.

<table>
<thead>
<tr>
<th>Statistical Measures</th>
<th>Timetable</th>
<th>Open Loop</th>
<th>FCFS</th>
<th>Closed Loop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean [s]</td>
<td>473.9</td>
<td>367.1</td>
<td>352.3</td>
<td>337.2</td>
</tr>
<tr>
<td>Median [s]</td>
<td>436.0</td>
<td>250.0</td>
<td>263.0</td>
<td>264.5</td>
</tr>
<tr>
<td>Variance [s²]</td>
<td>79367.5</td>
<td>107775.2</td>
<td>98492.8</td>
<td>73886.4</td>
</tr>
<tr>
<td>Squared Delay [s]</td>
<td>563.5</td>
<td>500.6</td>
<td>482.2</td>
<td>444.7</td>
</tr>
<tr>
<td>Extreme values threshold[s]</td>
<td>1037.3</td>
<td>1023.6</td>
<td>979.9</td>
<td>880.8</td>
</tr>
<tr>
<td>Extreme values probability %</td>
<td>4.53</td>
<td>5.12</td>
<td>4.53</td>
<td>4.52</td>
</tr>
</tbody>
</table>

**Table 4.** Statistical measures of arrival delays at the final station.

The distributions of each control schemes are provided in terms of their significant statistical characteristics in Table 4. In particular, we report the mean of the total delay at the final station, its median, the variance and the squared delay, i.e. the Root Mean Squared Error (RMSE) of the
delay. For this latter, the error is considered as the difference between scheduled and actual operations, and it is computed as the square root of the sum of the squared delays. The squared delay indicator weighs more larger delays, in line with the hypothesis of Börjesson and Eliasson (2011), which considers large delays with low probability (risk) as more relevant to the disutility of passengers. However the data considered in Börjesson and Eliasson (2011) showed no empirical evidence that a square function could describe this behaviour.

The last two rows show the extreme value threshold and the probability that a recorded delay is larger than the extreme value. The extreme value threshold is set at the mean plus twice the standard deviation, as in the recommendation from the OECD (2010). As can be seen the Closed Loop outperforms all the other control schemes, for any of the statistical measures considered, apart from the median. This latter is similar to the open loop and FCFS. For the Closed Loop, the arrival delays at the final station are on average smaller than the other schemes (lowest mean); less dispersed around the mean (lowest variance), with less large delays (lowest squared delay). In terms of extreme values we also observe that the closed loop has the lowest extreme value threshold for the same probability of 4.52%. According to the works cited on users’ and economical perspective, this is positively valued by passengers. Still considering the extreme values, the Open Loop performs the worst since it has an extreme value that is just slightly less than the largest one (the one by the Timetable), but has the highest extreme values probability. In fact, the Timetable approach has a probability of extreme values that is in line with the other approaches, even though the threshold is much larger.

![Figure 11. Analysis of the tails of the delay distributions observed at the final station](image)

The tails of the delay distributions are further analysed in Figure 11 where we focus on delays larger than 600 s. Specifically we report for each control scheme the probabilities that arrival delays at the final station fall in the three intervals: 600-900 s (i.e. 10-15 min), 900-1200 s (i.e. 15-20 min) and larger than 1200 s (i.e. between 20 min and the max, which is about 25 minutes). Again the Closed Loop shows the smallest probability of experiencing delays belonging to each of the three intervals. The benefit of the Closed Loop can be traced back, at least partially, to the regular update of traffic information, which avoids large prediction errors in the scheduler. This results in more accurate plans that better fit to actual traffic conditions.

7 Conclusions

This paper presents an extensive experimental analysis of railway traffic control schemes and
evaluates the impact of stochasticity and uncertainty on robustness, stability and reliability of railway operations. We consider several metrics as defined by specific literature in this field. A key contribution is the consideration of detailed uncertain effects, by means of control structures that go beyond the simple ones normally used for timetable robustness at planning stages, and include railway traffic control, and updates from the field in case of unreliable operations. This paper is an analytical complement to the framework definition and setup presented in Corman and Quaglietta (2015), to which the reader is directed for further details on the architecture.

We argue that without including the effect of uncertain dynamics, like delays, missing or erroneous information, the reliability of railway operations can be quantified only to a certain extent. This research is thus a first step to have a thorough appraisal of many uncertain factors in railway systems, from a variety of stakeholders (control system design; control operations; planning; operation analysis, passenger perception).

The practical implications of this research relate to the comprehensive assessment of operations from a wide range of points of views. We consider measures of reliability (i.e. the capability of keeping acceptable traffic performance also during disturbed traffic conditions), robustness (concerning the degrees of freedom available to cope with unforeseen events, ability of plans to absorb stochastic disturbances, avoiding large delays, and a limited sensitivity of control actions to uncertain information), and resilience (the impact of real-time traffic control to decrease delays). The ranking between different control schemes is in general consistent, with Timetable order scoring the worst. The Closed Loop scheme outperforms all the other schemes that also include the FCFS generally used in real-life to dispatch traffic operations. The closed loop results as the best control scheme for all the metrics of reliability and robustness, considered. This stresses the possibilities of improved traffic control in practice, as sought since years (Kauppi et al 2006, Schaafsma 2005), when the current deployment of advanced technology such as ERTMS/ETCS would make available interfaces to/from running traffic.

The main policy implications of this work relate to the valuation of reliability in railway projects. We have shown that considering only the timetable order (as currently it is common) might result in a systematic overestimation of unreliability, when railway traffic control will be implemented. This overestimation of reliability remains even when the rescheduling approaches so far assessed in perfect and full information, are tested with extensive degrees of uncertainty and information availability compatible with realistic situations. Also, the best allocation of buffer times in location and size differs for the different control schemes.

Future research should address further the impact to passenger traffic, by for instance studying how passenger might react to unreliable traffic, under different rescheduling and control approaches. Also, characterizing in a more precise way the different sources of uncertainty can improve predictions and reduce instability and errors. How to include this extra information in the optimization via stochastic (or robust) optimization is an interesting open challenge. Will it be possible to determine in advance most likely rescheduling actions to be implemented, and disseminate them timely to passengers? What might be the impact of reliable/unreliable information provision? Is there a need to rely on advanced personalised travel planners routing systems to achieve the reliability levels shown in this paper? How to characterize the unreliability for a transport a system that is only planned? A real-life pilot would also be a natural follow up of this research study.
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