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Abstract: An unsteady fully three-dimensional model of Lake Binaba (a shallow small reservoir) in
semi-arid Upper East Region of Ghana has been developed to simulate its temperature dynamics. The
model developed is built on the Reynolds Averaged Navier–Stokes (RANS) equations, utilizing the
Boussinesq approach. As the results of the model are significantly affected by the physical conditions
on the boundaries, allocating appropriate boundary conditions, particularly over a water surface,
is essential in simulating the lake’s thermal structure. The thermal effects of incoming short-wave
radiation implemented as a heat source term in the temperature equation, while the heat fluxes at
the free water surface, which depend on wind speed, air temperature, and atmospheric stability
conditions are considered as temperature boundary condition. The model equations were solved
using OpenFOAM CFD toolbox. As the flow is completely turbulent, which is affected by the complex
boundary conditions, a new heat transfer solver and turbulence model were developed to investigate
the spatial and temporal distribution of temperature in small and shallow inland water bodies using
improved time-dependent boundary conditions. The computed temperature values were compared
with four days of observed field data. Simulated and observed temperature profiles show reasonable
agreement where the root mean square error (RMSE) over the simulation period ranges from 0.11 to
0.44 �C in temporal temperature profiles with an average value of 0.33 �C. Results indicate that the
model is able to simulate the flow variables and the temperature distribution in small inland water
bodies with complex bathymetry.

Keywords: small water body; heat transfer; semi-arid region; temperature dynamics; turbulence;
RANS; OpenFOAM

1. Introduction

Inland water bodies such as reservoirs and lakes are very important parts of the continental
land surface [1]. Reservoirs are typically built to store water for water supply, hydropower or flood
control [2]. Knowledge of the mixing characteristics and temperature profile of a lake are important for
its operation and management [3]. The thermal structure of water bodies, temperature stratification
dynamics and changes in temperature values have a direct impact on the heat storage of lakes and their
water quality [4–6]. Understanding the heat budget of lakes and reservoirs is crucial for estimating
evaporation in the energy budget methods that are widely used [7–10]. However, measurements
of heat exchange between the water surface and atmosphere are scarce. In most cases carrying out
measurements for shallow and small inland water bodies is difficult and expensive and needs high level
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of expertise to obtain reliable measurements over the water surface even for measuring conventional
meteorological parameters such as air temperature, wind velocity and so on. Although experimental
temperature profiles in lakes are commonly available, the vertical resolutions are often not sufficient
for assessing small-scale turbulence effects or investigating variations of water temperature induced
by radiative forcing, air temperature as well as wind velocity in shallow waters [7]. As small shallow
lakes and reservoirs respond to atmospheric conditions very quickly, precise estimation of the heat
transfer between the atmosphere and their surface is extremely important to model the temperature
dynamics and stratification in these water bodies [11]. In these water bodies, the near-surface water
temperature commonly follows the radiative forcing (solar radiation) trend with an increase during
the day and a decrease during the night. The gradient temperature can transport vertically into the
water column by (effective) thermal diffusivity, which can be enhanced by the atmospheric parameters,
water surface waves and the dynamics of the flow in the water body. Eddy diffusivity and thermal
conductivity are important parameters in simulating the diurnal evolution of the temperature in the
water bodies. Wind over the water surface affects lake currents, sensible and latent heat fluxes and
turbulence as well as surface waves. The time-dependent effects of wind shear stress over the surface
can change the flow pattern and thermodynamics of the lake. Therefore, considering the effects of
heat transfer and wind-induced flow in small water bodies is so complicated and needs the use of
high-resolution simulation to determine the flow parameters.

In the case of shallow and small inland water bodies, which have been used in this study,
simulating the flow field requires an additional degree of complexity beyond simulation of a deep and
large water body. Including the effects of the time-varying driving forces such as short-wave radiation,
air temperature, wind speed and its direction, precipitation, cloud cover, water surface temperature,
and variation in water composition (such as salinity and density) in a shallow water body simulation
is difficult. In addition, implementing an appropriate approach to compute the heat fluxes through
the water surface, the evaporative flux and the source heat due to the penetration of the incident
short-wave radiation, which comes with a high degree of uncertainty, needs to be handled carefully. As
these complexities introduce approximations and consequently modeling errors, developing a model
which be able to simulate the flow variation in a small water body considering the aforementioned
uncertainties is very promising. In this paper, we have developed a fully three-dimensional and
unsteady hydrothermal model that is capable of simulating the effects of wind and atmospheric
conditions over a complex bathymetry to predict the circulation patterns as well as the temperature
distribution in the water body. In this model, the atmospheric conditions, with particular attention
to heat fluxes over the water surface (sensible and latent heat fluxes), are applied dynamically to
reduce the model uncertainties. To verify the capabilities of the model developed in this study, it was
applied to a small shallow reservoir in the Upper East Region of Ghana. To evaluate the performance
of the model against the observed values of temperature, some quantitative metrics, include root mean
square error (RMSE), the mean absolute error (MAE), the relative mean error (RME) and mean error
(ME) were applied. From the metrics of model performance evaluation, the results show that the
simulated temperature values are in good agreement with the observed values.

2. Water Bodies Modeling

In the last two decades, an increasing interest in predicting the temperature profiles in reservoirs
and lakes has been high due to the correlation between temperature, water quantity and water
quality [12]. Transport processes in water bodies are inherently three-dimensional, driven by wind,
surface thermodynamics, and the topography of the lake. Hence, assessing the water temperature as
well as water circulation, inherently requires transport modelling [13]. Mathematical modelling of
water temperature in lakes and reservoirs have been carried out over the years to investigate thermal
dynamics in water bodies [5,14,15]. However, in many real-world cases, it is not always possible to
solve the water temperature equations analytically due to the non-linearity of some parameters at
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the air–water interface [5,12] even though water temperature has been simulated in these models at
various levels of complexity [16].

One-dimensional models (1-D) are extensively applied to estimate vertical temperature profiles in
lakes in time. In 1-D models, variations in the lateral directions are assumed to be small with respect
to variations in the vertical direction [4]. In terms of a global or regional coupled atmosphere-lake
modeling system for water bodies, 1-D models are the best choices since they require low computational
resources and are sufficiently fast for long-term simulations [17]. Generally, one-dimensional models
are not able to consider horizontal advection terms and this seems to be one of the disadvantages.

In the early 1980s, two-dimensional (2-D) laterally averaged models were used extensively
to predict the flow field and temperature distribution in water bodies [16,18–20]. Although these
2-D models are computationally efficient and easily implemented, they are not appropriate for
simulating flow fields in shallow lakes because these 2-D models are not able to describe the fully
three-dimensional flow field in shallow water bodies [12].

Due to the inabilities of 2-D models in capturing mechanisms influencing mixing and temperature
dynamics precisely, especially in morphometrically complex lakes and reservoirs, a number of
three-dimensional models have recently been presented [11,12,21–26]. Flow field prediction and
consequently the temperature dynamics determination in water bodies are accomplishable only
through fully 3-D models [16]. Liu et al. [21] developed and applied a three-dimensional finite element
model to the subtropical alpine Yuan-Yang Lake (YYL) in northeastern region of Taiwan. Leon et al. [27]
evaluated the capability of the 3-D model (ELCOM) for coupling it with the Canadian Regional Climate
Model (CRCM) on Great Slave Lake, Canada. Politano et al. [16] solved a fully three-dimensional
model to predict the temperature distribution at McNary Dam using the commercial code Fluent;
and a later study by Wang et al. [28] developed a 3-D numerical model extending the approach of
Politano et al. [16] using the open-source code OpenFOAM.

While numerous 3-D models have been described to characterize thermal dynamics in lakes,
they have usually been utilized for large and deep lakes where the representation of the boundary
geometry is less important than for shallow small lakes [3]. Only a limited number of CFD simulations
for temperature distribution in shallow and small inland water bodies can be found [29].

3. Description of Study Site and Data Collection

The Upper East Region of Ghana (UER) has more than 160 small and shallow reservoirs which
have different surface areas ranging from 1 to 100 hectares [30]. These small reservoirs are operationally
efficient with their flexibility, closeness to the point of use, and requirement for few parties for
management [31]. The studied lake is a small and shallow reservoir located in this region. Lake
Binaba (10�53120” N, 00�26120” W) is a man-made lake mainly used for irrigation, fishing, livestock
watering, construction, domestic uses and recreation. As shown in Figure 1 a natural stream has been
dammed, storing and supplying water for all these uses in Binaba, a small town in the sub-humid
region of Ghana [32]. The average lake surface area is estimated around 31 ha with an average and
maximum depth of 1.1 m and 4.0 m, respectively. To monitor the meteorological parameters, a floating
measurement station was installed over the water surface. Measurements taken included atmospheric
parameters (air temperature, wind speed at 2.0 m above the water surface, wind direction and relative
humidity), incoming short-wave radiation, sensible heat flux using an Eddy Covariance (EC) System
and water temperature profile. These parameters were used to validate the model. Atmospheric
measurements and a water thermistor string were situated near the dam body, where the lake depth
is around 4.0 m. The water temperature profile was measured with an Onset HOBO Tidbit v2 water
temperature data logger with nominal accuracy of �0.21 �C [33] and in the following depths: 0.100,
0.200, 0.500, 1.100, 1.550, 1.850, 2.150, 2.800, and 3.465 m.
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Figure 1. The shape of Lake Binaba and its surroundings (Google earth). Location of the thermistor 
chain is shown by a filled square over the lake. 

The air temperature fluctuated from 18.0 to 40.0 °C with an average of 28.7 °C while the water 
surface temperature varied between 24.0 °C and 32.5 °C with an average of 27.5 °C during the 
measurement period. Measurements were done between 23 November 2012 and 22 December 2012. 
A four-day period was selected from the observations to simulate the lake temperature and to 
validate the model as well. Figure 2a shows the diurnal changes of air temperature, with daily 
variations of approximately 16.0 °C. Incoming short-wave (solar) radiation measurements from the 
atmosphere to the water surface are shown in Figure 2b. The daily maximum value was recorded 
around 1:00 p.m. with a value above 800 Wm

Figure 1. The shape of Lake Binaba and its surroundings (Google earth). Location of the thermistor
chain is shown by a filled square over the lake.

The air temperature fluctuated from 18.0 to 40.0 �C with an average of 28.7 �C while the water
surface temperature varied between 24.0 �C and 32.5 �C with an average of 27.5 �C during the
measurement period. Measurements were done between 23 November 2012 and 22 December 2012. A
four-day period was selected from the observations to simulate the lake temperature and to validate
the model as well. Figure 2a shows the diurnal changes of air temperature, with daily variations of
approximately 16.0 �C. Incoming short-wave (solar) radiation measurements from the atmosphere
to the water surface are shown in Figure 2b. The daily maximum value was recorded around 1:00
p.m. with a value above 800 Wm�2 for most of days. The measured values of relative humidity (RH)
over the water surface are shown in Figure 2c. The wind speed and directions, are shown in Figure 2d
with south-western direction being the most dominant direction with a maximum speed of 4.0 m/s.
Since the wind speed values have been averaged over 30-min intervals (as for the other parameters),
instantaneous wind speed may be larger. The variation of atmospheric pressure during the study
period was very small and could be ignored. Therefore, the pressure was taken to be a constant 102 kPa
for all of the simulations.
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4. Mathematical Model

4.1. Governing Equations

The flow field was solved with the incompressible RANS (Reynolds Averaged Navier–Stokes)
equations. The water can be assumed to be incompressible [34], and the constant-density continuity
equation can be written as:

Bui
Bxi

� 0 (1)

The constant-density (except in the gravity term) momentum equations, using the Boussinesq
approach, can be written as:

Bui
Bt
�
B

Bxj
pujuiq �

B

Bxj

#

ne f f

��
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Bxj

�
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�

�
2
3

�
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Bxk



dij

�+
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Bp
Bxi

� gi

�
1� bpT� Tre f q

�
(2)

where ui is the velocity component in xi direction (m/s); t is time (sec); p pressure (Pa); T temperature
(K); gi the gravity acceleration vector (m/s2); �e f f � �0 � �t is the effective kinematic viscosity (m2/s),
with �0 and �t denoting molecular and turbulent viscosity, respectively; � the coefficient of expansion
with temperature of the fluid (for water � 0.207 � 10�3 J�kg�1�K�1); Tre f reference temperature
(= 293.15 K); and � is the delta of Kronecker (dimensionless). The Boussinesq approximation is valid
under the assumption that density differences are sufficiently small to be neglected, except where
they appear in the term multiplied by gi [35]. In the model, for incompressible flows the density is
considered as effective (driving) kinematic density and calculated as a linear function of temperature as

�k � 1��
�

T� Tre f

	
(3)

and the density is calculated from
� � �k � �0 (4)

where �k (dimensionless) is the effective (driving) kinematic density and �0 water density at reference
temperature (� 998.24 kg�m�3).

The temperature (instantaneous internal energy) in the water body is computed from the energy
conservation equation applicable for incompressible flows as [36,37]:

BT
Bt
�
B

Bxj
pTujq ��e f f

B

Bxk
p
BT
Bxk

q � STpt, xkq (5)

where T is temperature in water (K), �e f f heat transfer conductivity (m2/s) and ST is the heat source
term in lake due to the penetrating solar radiation (K/s). Heat transfer conductivity can be given by:

�e f f � �t ��0 �
�t

Prt
�
�0

Pr
(6)

where �0 is the molecular kinematic viscosity (for water at reference temperature � 1.004 � 10�6 m2s�1),
�t turbulent kinematic viscosity (m2/s), Cp specific heat of water (� 4.1818 � 103 J�kg�1�K�1), Pr
is Prandtl number (� 7.07), Prt turbulent prandtl number (� 0.85) and �e f f is effective thermal
conductivity (m2/s). Changes in temperature in water body might occur mainly due to heat exchange
across the air–water interface. Accurate estimation of heat fluxes is extremely crucial in the simulation
of temperature dynamics in the water body [16]. Atmospheric heat fluxes include incoming short-wave
(solar) and long-wave (atmosphere) radiations, outgoing long-wave radiation, conductive heat at
the free surface and evaporative heat flux. Computationally, all these terms, except for incoming
short-wave radiation, are considered at the water surface as boundary conditions.
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Incoming short-wave radiation is included in the source term (ST) that allows radiation to be
absorbed through a finite distance in the upper layers of the model water column rather than only at
the air–water interface [38]. The heat source term using Lambert–Beer law is written as:

ST � pz�, tq �
1

�0Cp

BQz�
Rs
Bz

(7)

Qz�
Rs � Q0

Rs

7‚

i�1

fiexp p��iz�q (8)

ST pz�, tq �
Q0

Rs
�0Cp

7‚

i�1

�i fiexp p��iz�q (9)

where z� is downward vertical distance from the water surface (m), Qz�
Rs is the heat flux due to

penetrated solar radiation at a depth z� within the water (W/m2), Q0
Rs is the net solar radiation at the

air–water interface (W/m2), fi is the fraction of energy contained in the ith bandwidth (dimensionless),
and �i represents the composite attenuation coefficient of the ith bandwidth (m�1) [39,40]. The values
of fi and �i are presented in Table 1. The attenuation coefficient (light extinction coefficient) for
visible light theoretically is a function of wave length, temperature and water turbidity [16,41] and
typically ranges from 0.02 to 31.6 for inland shallow waters [16,41–44]. Usually a linear relationship
is applied to calculate the extinction coefficient value from observed Secchi depth in inland water
bodies [16,45]. For this study, the attenuation coefficient is assumed to be constant in the whole water
body (� � 3.0 m�1). This value was computed from the turbidity measurements. By applying the
approach proposed by Williams et al. (1981) [46] and using the available measurements for Secchi
depth values during the simulated period, the attenuation coefficient was calculated. The attenuation
coefficient value was estimated only in one point and therefore, it is assumed that the distribution of
the attenuation coefficient in the water body is homogeneous. The temperature profiles in a shallow
lake are significantly sensitive to the attenuation coefficient and, hence, this parameter should be
considered carefully in the simulation [29].

Table 1. Short-wave radiation bandwidth fractions of the total energy ( f ) and composite attenuation
coefficients (�) (adopted from [39]).

Wavelength (nm) f � [m�1]

<400 (UV) 0.046 assume same as VIS
400–700 (VIS) 0.430 3.0 (assumed)

700–910 0.214 2.92
910–950 0.020 20.4

950–1090 0.089 29.5
1090–1350 0.092 98.4

>1350 0.109 2880

The net solar radiation at the air–water interface (Q0
Rs) is given by [47]:

Q0
Rs � p1� rwsqRs (10)

where Rs is the incoming short-wave radiation at the water surface (W/m2) and rws is the reflection
coefficient of solar radiation from water surface (� 0.08) [48].

4.2. Turbulence Modelling

In this study, the turbulence is modeled with the realizable k� " (RKE) model. The results of
the study done by Shih et al. [49] has shown that the realizable k� "model performs better than the
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standard k� " (SKE) model or other traditional k� "models. In simulating flow field alongside heat
transfer in the water body, it was found that the realizable k � " model is robust with reasonable
accuracy and provides better results than the standard or other traditional k� "models [49–51]. In this
turbulence model, the Reynolds stresses are limited by physical-based mathematical constraints [52].
In the SKE model, dissipation rate for fluctuation is approximated by the dynamic equation vorticity.
In addition, the realizable k � " is expected to enhance the numerical stability in turbulent flow
simulations. In this model, the turbulent kinetic energy (k in m2/s2) and the turbulent dissipation rate
(" in m2/s3) are obtained from:

Bk
Bt
� uj

Bk
Bxj

=
B

Bxj

��
��

�T
�k



Bk
Bxj

�

� �T

�
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Bxj

�
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�
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?
�"
� C"1C"3

"
k

Gb � S" (12)

where �t is the turbulent kinematic viscosity (m2/s), Gk are the production of turbulent kinetic energy
by the mean velocity gradient (m2/s3), Gb is the production of turbulent kinetic energy by the buoyancy
(m2/s3), and Sk (m2/s3) and S" (m2/s4) are the source terms which include the effects of wind on k and
" equations respectively. The parameter C"3 (dimensionless) is not constant and depends on the flow
conditions and is a function of the ratio of the velocity components in the vertical and longitudinal
directions [53]:

C"3 � tanh
����

w
uh

���� (13)

where uh and w are the components of the flow velocity perpendicular and parallel to the gravitational
vector respectively (m/s). The coefficient C1 (dimensionless) is evaluated as [49]:

C1 � max
�

0.43,
�

�� 5



(14)

� � S
k
"

(15)

S �
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2SijSji (16)
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2
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�
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�
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and the turbulent kinematic viscosity is given by

�T � C�
k2

"
(18)
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1
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kU�

"
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b

SijSji �WijWij (20)
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rS �
b

SijSij (24)

where Wij is the mean rate-of-rotation tensor. Gk and Gb are written as

Gk � �tS2 (25)

Gb � �gi
�t

Prt

�
BT
Bxi



(26)

where Prt (� 0.85) is the turbulent Prandtl number for energy [51]. The standard values of the model
constants used for the realizable k� " turbulence approach in the model equations are given as [49]:

C� � 0.09 C"1 � 1.44 C"2 � 1.92 �k � 1.0 �" � 1.3 A0 � 4.0 (27)

Depending on the approach used to implement the effects of wind velocity over the water surface,
the source/sink terms in Equations (11) and (12) can be parameterized [29]. In this study, the effects of
wind velocity is considered as a shear stress boundary condition over the water surface and therefore,
the source/sink terms are given by:

Sk � S" � 0 (28)

5. Numerical Simulation

5.1. Numerical Grid

In order to perform reliable Computational Fluid Dynamics (CFD) computations in complex
geometries such as for lakes or reservoirs, the generation of a good computational grid (mesh) is
essential. Numerical modeling of shallow water bodies is generally computationally expensive. In
such domains the vertical length scale is much smaller than the horizontal scale. As a consequence,
the vertical grid aspect ratio to the horizontal directions is small and numerical instability may be
introduced. To avoid this instability, a large number of horizontal grid points are required to decrease
the maximum aspect ratio of the grids. The extra grids will, however, increase the computational time
significantly [53].

Lake Binaba is characterized by significant bottom slopes throughout its area. As the
effects of morphometry are significant [54], preparing the precise geometry (bathymetry) was
important. Using the proposed approach by Abbasi et al. [29] and the available (rough) bathymetry
measurements, the lake geometry was generated (Figure 3a) and used in the snappyHexMesh [55]
utility available in OpenFOAM [56] to generate the computational mesh. snappyHexMesh is a powerful
script-driven, unstructured mesh generator. This utility generates grids containing hexahedra and
split-hexahedra [57,58].

The computational mesh should follow the bathymetry of the lake. Horizontal grids were
generated according to the geometrical boundaries. In the vertical direction (z), grid spacing was
varied so it was concentrated only where the specific resolution was required (Figure 3b). Concentration
of the vertical grid points near the boundaries, especially for water surface, was more clustered to
cover the sharp gradients in resolved parameters.

The generated computational grid was composed of 41,400 grid points and 35,617 cells. The
computational grid for the lake was selected based on coarse and fine meshes to select the optimized
number of cells. The selected mesh was refined sufficiently near the water surface to accommodate the
high gradients, specifically in velocity and temperature.
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buoyancy effect and a new heat transfer solver were implemented. The solver is an unsteady state
and incompressible heat transfer solver that considers buoyancy effects in the momentum equation.
The PIMPLE method was used for pressure-velocity coupling. The PIMPLE algorithm combines
the SIMPLE (semi-implicit method for pressure-linked equations) algorithm and the PISO (pressure
implicit with splitting of operators) algorithm to rectify the second pressure correction and correct
both velocity and pressure explicitly. This algorithm allows one to use larger time steps than PISO
algorithm. Due to the transient conditions of flow in the lake, an adaptive time-stepping technique
based on the Courant–Friedrick–Levy number (CFL) was used [59]:
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where u, vand w are the velocity components in x-, y- and z-directions, respectively (m/s). In this
study, the maximum value of global CFL adopted was 0.2. For larger time steps numerical dissipation
increases as the CFL-number increases and makes the model more unstable [36,51].

6. Boundary Conditions

6.1. Temperature

Meteorological and water temperature measurements were available (Figure 2) for the simulation
period. At the atmosphere-water surface interface, the temperature gradient evaluated at the lake
surface is described by the following equation (Neumann Type) [43]:

�0Cp

�
�e f f

BT
Bz



� Hnet æ

BT
Bz
�

Hnet

�0Cp�e f f
(30)
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The net heat exchange between the water surface and atmosphere (Hnet) includes four heat flux
terms [11,43]:

Hnet � HLA � HLW � HS � HE (31)

where HLA is the net long-wave (atmospheric) radiation from atmosphere, HLW is the long-wave
(atmospheric) radiation from the water surface, and HS and HE are the sensible and latent (evaporative)
heat fluxes between the lake surface and atmosphere, respectively. Measurements of heat fluxes such
as short-wave radiation, long-wave radiation, sensible heat flux, and latent heat flux are very difficult
and expensive to take. Therefore, these heat fluxes are often parameterized using the most commonly
available meteorological data [11]. In the current study, the incoming short-wave radiation was the only
surface heat transfer term that was directly measured. The rest of the surface terms were computed
within the model at each time step using standard formulae. It should be mentioned that in the current
model, Hnet does not include the short-wave (solar) radiation. This term is included in temperature
equations (Equations (5) and (9)) as the source term.

Atmospheric long-wave radiation was calculated from the Stefan–Boltzmann law [11,43]:

HLA � p1� raq "a � �T4
air (32)

where ra is the reflection coefficient of atmospheric radiation from water surface (� 0.03) [60,61], "a

emissivity of atmosphere (� 0.87) [62], � is Stefan–Boltzmann constant (� 5.67 � 10�8 Wm�2K�1),
and Tair is absolute air temperature in K. Similarly, long-wave radiation from the water surface was
estimated by [1,11,43]:

HLW � �"w � �T4
w (33)

where "w is emissivity of water (� 0.97) [14,63], and Tw is the absolute temperature of the water surface
in K.

In general, latent heat flux (evaporation) is one of the most important parameters in heat
dissipation, but its prediction is the most inaccurate. In most available methods for evaporation
estimation, the models’ parameters are specific to a given water body under the prevailing surrounding
environment and for a specific climate which are valid only for the specific ranges of parameters
(reservoir size, temperature difference, humidity, atmosphere conditions, etc.) that are used in the
designed experiment. This therefore means these coefficients may not provide satisfactory estimation
for other regions. In this study, for sensible heat (HS) and latent heat (HE) fluxes, the following
formulae were used. These equations were obtained from a CFD-based approach (CFD-Evap Model)
applied for Lake Binaba [64]. The convective heat transfer between a water surface and the atmospheric
boundary layer can be expressed as follows:

HS � �hspTws � Tairq (34)

where HS is the convective heat transfer or sensible heat flux in W/m2 (positive if it flows from the
atmosphere into the water surface) and hs is the convective heat transfer coefficient (Wm�2�K�1),
which relates the convective heat flux normal to the water surface to the difference between the
water surface temperature (Tws) and surrounding air temperature (Tair). The convective heat transfer
coefficient can be estimated by [64]:

hs � 2.5051�U2 � 0.8520 (35)

Using the analogy between the heat and mass transfer, the convective mass transfer coefficient
was derived as a function of wind velocity. The evaporation rate from the water surface could then be
calculated using the estimated mass transfer coefficient:

HE � �hm � �apXws � Xairq � p24� 3600� 28.4q (36)
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where the evaporation rate is expressed in Wm�2, Xair and Xws are the water vapor mixing ratio of air
and water surface, respectively (kg(water)/kg(dryair)), �a is the air density, assumed constant in this
study � 1.186 kg m�3, the coefficient p24� 3600q is used for converting the latent heat flux to mm/day
and the coefficient of p28.4q converts it to W/m2 to be consistent with the rest heat flux components
over the water surface, and hm is the mass transfer coefficient given by [64]:

hm � 0.0018544�U2 � 0.0006307 (37)

where hm is in ms�1 and U2 in ms�1 and the respective constant values in the sensible and latent heat
flux equations specific to the studied lake obtained from CFD-Evap model [64], Xair and Xws, were
calculated by:

Xair �
0.622ea

Patm � ea
(38)

Xws �
0.622es

Patm � es
(39)

where Patm is atmospheric pressure (= 102 kPa), es is the saturation vapor pressure at the temperature
of the water surface (hPa) and ea is the vapor pressure at the air temperature (hPa) given by [65]:

ea �

�
6.11� exp

�
17.27Tair

237.3� Tair




�

RH
100

(40)

es � 6.11� exp
�

17.27Tws

237.3� Tws



(41)

where RH is relative humidity (%) and water surface (Tws) and air (Tair) temperatures are in �C.
These heat fluxes are defined to be positive if heat flows from the atmosphere into the water

surface. Heat fluxes induced by inlets and outlets and precipitation are generally neglected [66].
Determining the correct heat fluxes for a water surface boundary is often difficult. The main

difficulty is that Hnet is a function of various parameters, where each of them has to be computed by
using its own formula and sets of coefficients as well [43]. Therefore estimation of Hnet needs a great
deal of judgment in adopting the suitable formula, which depends on many uncertain parameters [11].
In addition, some components of the net heat flux depend on unknown water surface temperature
values (Tws), which creates an implicit boundary condition that should be calculated in each time
step in advance by the model. Although using a heat flux boundary condition over the water
surface needs more computational resources, it needs no costly observed water surface temperature.
This temperature boundary condition, which includes heat fluxes at the water surface, given by
Equations (33) through (37), was implemented in the current model by using the groovyBC [67] library
developed for complex boundary conditions.

Another alternative, but less practical, temperature boundary condition on the water surface uses
measured water surface temperature values as boundary condition (Dirichlet type) for temperature.
Using observed values of water surface temperature as water surface boundary condition has
the advantage of avoiding the uncertainties in the net heat flux estimation [43] but the model
needs extra measurements over the water surface that is rarely available in most small lakes. The
disadvantage of using measured water surface temperature is that using this boundary condition
assumes homogeneous temperature at the open water surface which introduces error in the simulation.

In shallow lakes, the temperature boundary condition at the bottom and sides are very complex
and need extra measurements to implement in the model. To simulate the effects of bottom and sides,
the absorbed and reflected penetrated short-wave radiation should be measured. In addition, the
heat flux from these boundaries has to be specified. In spite of the importance of these parameters,
measuring their values is not easy and needs extra equipment. Regarding the available measurements,
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the boundary condition at the bottom of lake and side walls were set to zero heat flux conditions
(adiabatic condition) and given by [1]:

BT
Bz
� 0 (42)

where T is temperature in (�K). The measured temperature profile at start time (on 24 November 2012
at 12:00:00 a.m.) was used as the initial condition for temperature for the simulation.

6.2. Velocity

Wind over the water surface affects lake currents, sensible and latent heat fluxes and turbulence,
as well as surface waves. The effects of wind shear stress over the flow was considered as a
time-dependent shear stress boundary condition over the water surface. The shear stress over the
water surface is given by: �

�e f f
Bu
Bz

�
�
�sx

�0
(43)

�
�e f f

Bv
Bz

�
�
�sy

�0
(44)

where
�sx � �aCDuw

b
u2

w � v2
w (45)

�sy � �aCDvw

b
u2

w � v2
w (46)

where CD is the drag coefficient (unitless), �a is the air density (kg/m3), �sx and �sy are horizontal
shear stress components over the water surface (kg m�1 s�2), uw and vw are horizontal components
of the mean wind speed over the water surface (m/s), and �e f f is the effective kinematic viscosity
(m2/s). The empirical dimensionless drag coefficient (CD) depends to large extent only on wind speed
and the state of wave development or wave age. For small shallow lakes, wind speed is generally
low U10 < 5 ms�1, where U10 is wind speed at height 10 m above the water surface (Figure 2d) and
measurements of the drag coefficient are relatively scarce. Confusingly, in the literature, the values of
CD vary over a wide range and it is associated with large scatter [3,43,68]. In this study, the following
empirical relationship for low wind speeds measured at a height of 10 m is used [68,69]:

CD � 0.0044�U�1.15
10 (47)

where CD is the drag coefficient (unitless) and U10 is the wind velocity at height 10 m above the water
surface (m/s). In this study, the wind speeds were measured at a height of 2 m from the water surface
hence the observed values were converted to its values at 10 m using logarithmic distribution function
for wind speed. The normal component of velocity over the water surface boundary was calculated by:

uz � 0 (48)

On the other boundaries, the non-slip conditions for velocity and zero heat flux for temperature
and the standard wall functions were imposed [16,43].

7. Numerical Results and Discussion

A large number of simulations were run during the model development. The simulation was
run for four days (345,600 s) where the starting time of calculations was at 12:00:00 a.m. on 24
November 2012. The simulated flow field in the water body shows the existence of an unsteady
and three-dimensional flow for most times due to the effects of the reservoir geometry, dynamic
atmospheric conditions and the coupling of energy (temperature) changes with the flow field.

To validate the model, the distribution of simulated temperature in the water body was compared
with observations as shown in Figure 4. For each depth where the temporal temperature profile is
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depicted in Figure 4, the mean error (ME � TM � TS where TM and TS are measured and simulated
temperature values, respectively) or relative mean error (RME � |TM � TS| {TM � 100) are provided
as a measure of the bias of the simulated values. The calculated values of ME and RME for each
depth are presented in Table 2. As shown in Table 2, the maximum difference between the simulated
and observed values is �1.60 where the minus sign means the model overestimated the temperature.

Alongside the ME and RME, the root mean square error (RMSE �

�°n
i�1 pTSi � TMiq

2
{n
	1{2

) and

the mean absolute error (MAE �
1
n
°n

i�1 |TSi � TMi|) are provided as the measures of the overall
goodness-of-fit of the simulations to the observations. The values of RMSE between the simulated and
observed values of temporal temperature profiles at different depths range from 0.11 to 0.44 �C with
an average value of 0.33 �C. Similarly, the calculated MAE ranges from 0.03 to 0.31 �C with an average
of 0.21 �C. As was expected considering the depicted temperature profiles in Figure 4, the RMSE as
well as the MAE are increasing in greater depths. A good agreement between simulated and observed
temperatures demonstrate the capability of the model to represent temperature dynamics in the small
and shallow inland water bodies. These results clearly indicate the variability in the temperature and
velocity distributions and the daily thermal cycle predicted by the model for the studied meteorological
conditions. Although deviations between modeled and observed temperature profiles at some depths,
especially at greater depths were relatively large, general trends and daily temperature fluctuations
due to heat transfer are reasonably reproduced by the model. These large deviations between the
simulated and observed values are mainly due to the existing uncertainties in thermal boundary
condition assigned to the bottom and sides of lake considering the available data or applicable
measurements. As shown by Suarez et al. [70], in shallow water bodies the thermal interaction between
the reservoir bottom, which includes both the bottom and the sides, and the sediment beneath the
reservoir significantly affects the reservoir thermal structure. In addition, ignoring the variations of
turbidity in the water column and changes of the extinction coefficient of water in this simulation can
be considered as the error sources, especially at greater depths [41,70,71]. To evaluate the effects of
upper thermal boundary condition (on the water surface) on the temperature profiles, both boundary
conditions for temperature described above were considered. In both simulations, the same differences
were found between the simulated and observed temperature values at greater depths.

In Figure 4, the simulated water temperature (S.) and observed values (M.) at different depths
are depicted. These temporal profiles of temperature were generated by using the heat flux as the
temperature boundary condition (Section 6.1) on the water surface. These profiles show that in each
day of simulation, two different time periods can be detected. In the first time period, which commonly
(in the four-day simulated period) ranges from 12:00:00 till 6:00:00 a.m., the simulated temperature
matched the observed ones. In this period, due to the good agreement between the modeled and
observed temperatures the model can predict the heat budget of the lake precisely. In the second time
period, which commonly expands from 6:00:00 a.m. till 12:00:00 a.m., the model overestimated the
temperature and consequently the heat content of the lake. As these time periods occur periodically
in the simulated period, it seems that the model’s excess heat during the second time period (from
6:00:00 a.m. till 12:00:00 a.m.) is matched by excess cooling at the first period. Therefore, in spite of the
uncertainties and errors discussed above, the model could be applied precisely for estimating heat
budget of lakes through a one-day time step. This aspect of the model can be promising in energy
budget method for evaporation estimation where ignoring the heat content of the lake usually makes
significant error in the estimated evaporation from the water surfaces [7,9].

To analyze the simulated temperature profiles with respect to the incoming short-wave radiation,
by following the proposed approach by Vercauteren et al. (2011) [7], the amplitude and the phase shift
of the observed and the simulated daily temperature variations (24 November 2012) as a function of
the depth are plotted in Figure 5. As Figure 5 shows the model overestimated both the amplitude
and the phase shift in all depths and the differences between the simulated and measured values
are increased with depth. Although the applied model in this study is fully 3-D and considers the
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horizontal flows, analyzing the amplitude and phase shift of the temperature signals helps to find
the order of the importance of radiation as well as the turbulent diffusivity (or heat conductivity) on
temperature profiles.
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As on the selected day (24 November 2012), the wind speed was low (Figure 2d), it is expected that
incoming short-wave radiation has the dominant effect (in comparison with the turbulent diffusivity)
on the temperature profiles. The overestimated amplitude and phase shift of temperature signals
show that the model overestimated the radiation effects especially on the calm days and consequently
radiation can lead to an overestimation of the turbulent heat transfer conductivity [7]. It can be
concluded that the optical properties of the water bodies should be considered carefully in shallow
lake models to enable one predict the temperature signals due to the significant effects of radiation on
both the amplitude of the temperature oscillations as well as the phase shift.
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Table 2. Calculated metrics of model performance (MAE: mean absolute error; RMSE: root mean
square error; ME: mean error; RME: relative mean error) for simulated temporal temperatures at
different depths.

Depth
(m)

MAE
(�C)

RMSE
(�C)

Mean Error (�C) RME(%)

max min ave max min ave

0.0 0.029 0.043 0.2053 �0.1985 0.0032 0.6556 0.0017 0.0969
0.1 0.079 0.110 0.0650 �0.4645 �0.0773 1.4922 0.0000 0.2659
0.2 0.117 0.172 0.0023 �0.7523 �0.1166 2.4385 0.0076 0.3960
0.5 0.169 0.297 0.0760 �1.4065 �0.1402 4.6780 0.1038 0.5764
1.10 0.258 0.442 0.0335 �1.6010 �0.2541 5.4021 0.0009 0.8870
1.55 0.282 0.407 0.0340 �1.5325 �0.2816 5.2681 0.0075 0.9770
1.85 0.298 0.415 0.1960 �1.2730 �0.2931 4.3723 0.0094 1.0320
2.15 0.253 0.360 0.2560 �1.0185 �0.2277 3.4922 0.0009 0.8750
2.80 0.283 0.374 0.1123 �1.0593 �0.2780 3.6444 0.0009 0.9800

3.465 0.308 0.385 0.0425 �1.0400 �0.3057 3.5659 0.0043 1.0690
Total 0.208 0.329 0.2560 �1.6010 �0.1972 5.4021 0.0000 0.7162
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Figure 5. Analysis of the simulated (S.) and observed (M.) temperature values on the selected
day (24 November 2012). (a) Amplitude of the daily temperature variations as a function of depth.
Amplitude is defined as the half-temperature fluctuations (the difference between the maximum
and minimum temperature values in each depth); (b) The phase shift with respect to the maximum
short-wave radiation value as a function of depth where t and tre f are the times of the maximum
temperature and short-wave radiation respectively.

The vertical simulated temperature distribution through the water body, in seven distinctive time
frames were plotted in Figure 6. These time frames were chosen in a way that they cover both the
heating and cooling phases in the lake. To show the performance of the model with respect to the
vertical temperature profiles, the measured vertical temperature profiles are plotted as well in Figure 6
with dotted lines for the same time frames. At the beginning part of the simulation (from 12:00:00
a.m. to 7:00:00 a.m.) the water surface is cooling and the value of temperature source (ST) is equal
to zero. During the cooling time, the wind speed over the water surface is low (less than 1.0 m/s).
Looking at the simulated temperature profile, during the cooling phase (at t = 7 h) there are very small
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differences at different depths and the lake could be considered as a well-mixed water body (Figure 6).
This condition could be useful in making some simplifications in calculating the heat budget of the lake
to calculate evaporation from the water surface in energy budget methods. As the radiative heating
intensifies, the water temperature in the top layers near the water surface increase as a consequence of
the penetrating short-wave radiation from the water surface. It should be mentioned that during the
heating phase (from 7:00:00 a.m. to 6:00:00 p.m.) the values of Hnet over the water surface remains
negative. Due to the effects of absorbed radiation, applied as source term in temperature equation, the
temperature increases especially in the top layers near the water surface from 7:00:00 a.m. until 2:00:00
p.m. where the incoming short-wave radiation is increasing. As the incoming short-wave radiation
decreases on the water surface from 2:00:00 p.m. to 12:00:00 a.m., the temperature decreases in the
top layers to reach to the well-mixed condition (at t = 24 h). The behavior of the water body in the
heating phase is completely different from the cooling phase. In the heating phase the water body
is not well-mixed; hence, to estimate the heat budget applicable in the evaporation calculation, the
non-uniform simulated distribution of temperature is used.
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According to Equation (2) in the governing equations of the model, the flow was coupled with
energy in the lake. Therefore, changes in temperature impact the flow field. The velocity distribution
at different depths and stream lines in the lake show the transient boundary conditions over the water
surface and complex bathymetry of lake which make the flow in the lake unsteady and fully 3-D.
Assuming that the top grid cells near the free water surface represent the temperature and velocity
at the free surface, the horizontal distributions of velocity field at the water surface are presented in
Figure 7.

Figures 7 and 8 present the velocity fields at two different depths, at the water surface and at
1 m beneath the water surface at 1:00 p.m. As expected, there were return currents at this depth. The
simulated vertical velocity profiles show non-uniform distributions, where flow near the bottom and
sides tend to follow the bathymetry.
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As shown in Figures 9 and 10 the higher wind speeds caused more mixing in the water column in
the vertical direction and consequently lead to higher return flows, which were generated between
the surface and deeper layers. Wind induced circulation mainly affects the region near the free
water surface and its effects are negligible near the bottom of the lake. In deep regions, this process
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consequently separates the bottom layer from the top mixed layer and leads to stratification. However,
in shallow regions, winds at the water surface can generate circulation throughout the whole depth,
from the surface to the bottom of the lake, and therefore in the shallow parts there was no significant
stratification most of the time (Figure 13). In general, as can be seen in Figures 8 and 11 the velocity
distributions in the horizontal section are greatly dependent on wind speed and its direction at the
water surface. Higher wind velocities induce strong horizontal circulation as corroborated by Lee [53].
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Figure 12 shows the simulated temperature values in a horizontal section at 1 m beneath the water
surface. As can be seen, the temperature distribution is not uniform and the temperature difference
between the points at similar depth is around 1.4 �C. The vertical distribution of temperature in
a vertical section is illustrated in Figure 13, which shows that the behavior of shallow and deep
parts are different, and shallow parts respond faster to air heating. Since surface temperature is a
complex function of several parameters, such as wind speed, incoming short-wave (solar) radiation,
wind direction, humidity, air temperature, etc., it is difficult to detect a general clear pattern in water
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temperature. However, generally, the simulated results indicate that heating during the day is normally
related to incoming solar radiation, while cooling at night is more complicated and is more a function
of wind speed and its direction. Water in the surface layer starts to warm after sunrise as incoming
solar radiation increases (around 7:00:00 a.m.), and this increase continues until short-wave radiation
reduces (at 3:00 p.m.), after which surface water temperatures reduce gradually.
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Apart from the wind effects on flow field in water bodies, the coupling energy and momentum
equations drive the circulation. As solar radiation increases, the temperature in the top layers increases.
This increase extends vertically by effective thermal conductivity to the bottom of the lake. With
an increase in wind during the day, the velocities at the surface also increases, but no significant
vertical circulation is seen throughout the water because of the existence of stable stratification. Water
temperature in the top layer is more sensitive to the meteorological conditions. Steeper temperature
gradients in the top layers near the water surface are correctly predicted by the model due to the high
heat fluxes at the water-air interface.

The main sources of error in the results could be related to the following:

1) Estimating heat fluxes over the water surface as boundary condition is very uncertain especially
for latent heat flux. The location, climate, shape, depth, bathymetry, atmospheric stability
conditions, etc. make it difficult to estimate evaporation accurately from the water surface.

2) There are no measurements for some important parameters that can affect the flow field and
temperature in the water body, such as turbidity, and heat fluxes at the bottom and side walls
where using simplified temperature boundary conditions could be considered as a source of error.

3) The measurements were taken only at one point. This means that the distribution of parameters
over the water surface was assumed homogeneous. For shallow and small lakes with limited
fetch, this assumption could produce a large error in the results.

4) Coupling the turbulent flow and heat transfer in a shallow water body is complex and
computational issues such as numerical errors, mesh dependency and residuals control should
be considered.

5) Errors in field measurements on the water surface especially for water surface temperature or
heat fluxes.

Due to the limitation of computational resources, it is not possible to use a finer mesh or very
small time steps. In this study different settings for numerical schemes and mesh sizes as well as
the time steps were considered to find the optimum situation to make a balance between the needed
computational resources and the desired accuracy according to the aims of simulations. For the
computational grid used alongside the implemented adaptive time-stepping technique (Section 5.2),
different time step values (0.1 ⁄ Dt ⁄ 10 seconds) were used in this simulation to prevent numerical
stability issues. Four days of simulations, as described in this paper, took about 20 h on the HPC
Cloud-based virtual machine with 12 Intel processors at 2.7 GHz and 96 GB RAM [72].
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8. Conclusions

The temperature profile in a shallow and small lake in a semi-arid region was simulated. The
main aim of the simulation was to find how the flow field and temperature distribution vary spatially
and temporally in the shallow inland water body. As the flow in the water body is fully 3-D and
turbulent, the full 3-D modified equations of the flow considering the temperature in the water body
were solved by a CFD approach using OpenFOAM. The results for Lake Binaba show that the model
overestimates the temperature distribution in the water body. This could be related to using boundary
conditions with a high degree of uncertainties. The accuracy of the model mainly depends on the error
in input meteorological parameters. The profile temperatures and flow pattern in water bodies have
been found to have strong correlations with the air temperature, incoming short-wave radiation and
wind velocity over the water surface. The effects of other meteorological parameters were considered
implicitly in the heat fluxes over the water surface as boundary conditions. One of the big challenges in
modeling very shallow lakes is implementing heat fluxes over the water surface accurately especially
for the latent heat flux (evaporative heat flux).

According to the results, the lake model could be improved in the following ways: (1) improving
the temperature boundary condition on the bottom and sides of the lake by considering heat fluxes
through the sediments; (2) improving the methods to estimate heat fluxes over the water surface as
temperature boundary condition; (3) considering the effects of the reflected penetrated short-wave
radiation in the water body as an extra source term in the lake; and (4) an optimization method to find
the optimized number of cells and the regions that should be refined in the lake.

The developed approach could be used for water quality, biological and environmental
simulations of shallow water bodies as well.
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