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Experimental characterization of the turbulent boundary layer over a porous trailing edge for noise abatement
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Abstract

The hydrodynamic and acoustic fields for a NACA 0018 with solid and porous trailing edge inserts are investigated. The porous inserts, covering 20% of the chord, are manufactured with metal foams with cell diameters of 450 and 800 μm and permeability values of $6 \times 10^{-10}$ and $2.7 \times 10^{-9}$ m$^2$. The experiments are performed at a chord-based Reynolds number of $2.63 \times 10^5$ and an angle of attack of 0°. The porous trailing edge with higher permeability provides up to 11 dB noise attenuation with respect to the solid case for frequencies below a cross-over Strouhal number $St = 0.26$. Lower noise abatement (up to 7 dB) takes place below $St = 0.3$ for the insert with lower permeability. Conversely, noise increase with respect to the solid case is measured above the previously defined $St$ value. A decrease in turbulence intensity is reported (up to 3% of the free-stream velocity), with lower intensity being measured for the insert with lower permeability. It is also observed that the permeability of the insert is linked to the increase of the anisotropy of highly energetic turbulent motions, being stretched in the streamwise direction, and the reduction of the eddy convection velocity (up to 20% with respect to the baseline case). In view of the results, the reduction of the velocity fluctuations is proposed as one of the mechanisms for low frequency noise abatement, being more relevant for the metal foam insert with lower permeability.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

Broadband trailing edge noise is generated by turbulence structures convecting over the trailing edge of an airfoil [1]. This source of noise is relevant for the wind turbine industry since it represents the main contributor to the overall noise produced by modern wind turbines [2]. For this reason, passive and active noise reduction techniques such as the boundary layer injection/suction [3–5], the aeroacoustic optimization of the airfoil shape [6,7], the use of trailing edge serrations [8–10], finlets [11] or trailing edge brushes [12,13] have been considered. Among others, the usage of permeable trailing edges has been shown to be effective in reducing noise, but the relation between the pore characteristics and the degree of noise reduction has not yet been studied in detail, nor has the responsible mechanism been identified. For this reason, noise reduction due to the presence of permeable trailing edges is analysed in this manuscript.

The idea of using porous materials for noise attenuation dates back to the investigation of Graham [14] on the silent flight of the owl in the 30s. Since then, porous materials have been applied to mitigate noise generated at the leading edge [15] and the trailing edge flap [16]. Recently, novel applications of porous materials in blunt bodies, such as cylinders [17] or flat plates...
or their use between serrations cut into the airfoil (poro-serrated trailing edge) demonstrated their capability to break down vortex shedding, hence reducing the associated acoustic tone. Similarly to the poro-serrated edges, the application of combs between serrations overcame the baseline acoustic tone. Applying the serrations, thus promoting destructive interference among them.

Another approach previously addressed in the literature was the partial or total manufacture of airfoils with porous materials; in comparison with the application of trailing edge add-ons, this strategy represents a favored solution from a structural integrity point of view, specifically relevant for wind turbines at high loading. For instance, Geyer et al. carried acoustic measurements on fully porous SD7003 airfoils showing trailing edge noise reduction up to 10 dB with respect to the baseline solid airfoil. It was also found that the frequency range at which noise reduction was measured depends on specific foam properties such as porosity and resistivity. The fully porous airfoil did show noise attenuation benefits, but this solution also caused a decrease of up to 80% in lift, compared to the baseline airfoil, and up to ten times more drag. To mitigate the loss in aerodynamic performance, Geyer and Sarradj restricted the use of porous materials to the trailing edge. They found far-field noise abatement up to 8 dB even with a porous extent limited to the last 5% of the chord. With that configuration, only a 6% increase in drag was reported while the decrease in lift was negligible.

Further acoustic measurements on partially porous airfoils were carried out by Herr et al. Different permeable materials were tested on a DLRF16 airfoil trailing edge with a porous insert length equal to 10% of the chord. They reported noise reduction with respect to the solid case at lower frequencies (up to \( f = 10 \text{ kHz} \)) and noise increase above this frequency. The noise increase, attributed to a surface roughness contribution, was linked to the pore size. Larger noise abatement at lower frequencies was obtained using materials with higher permeability. However, no boundary layer data were reported in this investigation.

Despite the extensive far-field noise datasets, published data on the hydrodynamic field over the porous trailing edge are limited. This is due to the fact that it is difficult to accurately measure the flow within the material and in the near-wall regions. Additionally, numerical computations are expensive and the results depend on the closure model that accounts for flow through porous media.

Previous studies show a high dependence of the mean flow field and turbulence intensity above the insert on the characteristics of the porous material. Nevertheless, the effect of the porous treatment on the turbulence intensity remains unclear; it is shown to decrease or increase with respect to the solid case for porous materials with similar properties. Such behavior might be indicative of a strong dependence not only on the material but also on set-up characteristics such as the model, length of porous insert or angle of attack. Furthermore, measurements on completely and partially porous airfoils showed changes in the boundary layer topology, i.e. an increase in the boundary layer and displacement thickness with respect to the reference case. This modification suggests that classic theory of noise generation at solid edges is not adequate for porous inserts.

Given the inconclusive aspects of noise attenuation using permeable materials encountered in previous literature, the current investigation presents a study where the boundary layer above porous trailing edge inserts and their noise scattering are characterized. Measurements are carried out on a NACA 0018 airfoil at a chord-based Reynolds number of \( 2.63 \times 10^5 \) and no incidence. Time-resolved Particle Image Velocimetry (PIV) is employed to acquire the 2D-2C velocity field at the midspan plane above the two different open-cell metal foam inserts, as well as a reference (solid) one. Relevant quantities for trailing edge noise generation on solid edges, such as root-mean-square (r.m.s.) velocity, integral length scales, spectra of the velocity fluctuations and convection velocity, are evaluated close to the trailing edge to analyze whether they can be linked to the far-field noise, measured with a microphone array. The metal foams are characterized in terms of permeability and porosity, and a detailed description of their topology is also included.

The manuscript is organized as follows. First, the measurement set-up, the metal foam characterization procedure and properties, the data reduction procedure, and the acoustic phased array and PIV arrangement are presented in Section 2. Then, far-field noise measurements, mean flow field, statistics and velocity spectra are discussed in Section 3. Finally, in Section 4 a summary of the findings is reported.

2. Experimental Measurements

2.1. Wind tunnel facility and model

The experiments are performed in the anechoic vertical open-jet wind tunnel (AV-Tunnel) at Delft University of Technology. It has a contraction ratio of 15:1 and it can be operated at a free-stream velocity up to 45 m/s. The rectangular test section is 40 \( \times \) 70 cm\(^2\). The turbulence intensity is below 0.1% for the entire range of operative velocities. The free-stream velocity distribution across the test section is uniform within 0.5%. A NACA 0018 airfoil (Fig. 1(a)), with chord \( c \) and span \( L \) lengths of 0.2 m and 0.4 m (span-chord ratio \( L/c = 2 \)), is installed between two 1.2 m long side plates to guarantee two-dimensional flow (Fig. 3(a)). The airfoil, located 50 cm away from the contraction exit, is manufactured using Computer Numerical Control Machining (surface roughness: 0.05 mm) from a solid aluminium plate. It has exchangeable trailing edges to allow the testing of different porous materials, as well as the reference configuration. The porous trailing edge inserts, manufactured using Electrical Discharge Machining, cover the last 20% (0.04 m) of the chord (Fig. 1(b)) to guarantee relevant changes in the flow field and acoustic emissions with respect to the solid case. Pictures of the two types of inserts used in the experiments, with cell diameter...

Fig. 1. Sketch of the NACA 0018 airfoil with porous insert. The aluminum body is represented in pale purple while the metal foam insert appears in dark purple. (a) General view. (b) Side view. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

Fig. 2. Differential pressure coefficient $\Delta C_p$ distribution along the chord of the airfoil.

of $d_c = 450 \mu m$ and $d_c = 800 \mu m$ are respectively presented in Fig. 3(b) and (c). The current experimental set-up is employed due to the availability of extensive aerodynamic [31–33] and acoustic [34,35] validation data regarding wind energy research.

Two coordinate systems, detailed in Fig. 1(a) and (b), are used in the present manuscript. Both coordinate systems have the origin at the intersection between the trailing edge and the midspan plane of the airfoil. The $X − Y − Z$ system, used to describe the experimental set-up, has the $X$ and $Z$-axis aligned with the chord and the trailing edge of the airfoil. The $x − y − z$ coordinate system, used for the boundary layer analysis, is rotated with respect to the previously defined streamwise-vertical plane $X − Y$ so that the $x$ and $y$ directions are parallel and normal to the top surface of the trailing edge insert, respectively.

In order to assess the angle of attack $\alpha$, static pressure measurements are obtained through 15 differential pressure Honeywell TruStability transducers (range: $−2.5–2.5$ kPa; accuracy: $12.5$ Pa). Data are recorded at a sampling frequency of 100 Hz for 10 s. The pressure transducers are connected to 30 pressure taps of 0.4 mm diameter, located within chordwise positions $−0.99 \leq X/c \leq −0.34$, and equally distributed between the suction and the pressure sides. The taps are tilted $15^\circ$ with respect to the midspan plane of the airfoil ($Z = 0$) to avoid interference between the wake of the cavities and sensors located downstream. The angle of attack is evaluated by comparing the measured surface pressure distribution with the one given by the vortex-panel method XFOIL [36], as shown in Fig. 2. Data are presented in terms of the differential pressure coefficient $\Delta C_p$, defined as:

$$\Delta C_p = \frac{\Delta P}{\frac{1}{2} \rho_\infty U_\infty^2}$$

as a function of $X/c$. Note that the differential static pressure $\Delta P$ is precisely the quantity measured by the sensors, and that measurements performed at $X/c = −84$, −79 and −34% are not shown since the orifices were covered by the trip or blocked by dust during the experiments. For the sake of clarity, static pressure distributions corresponding to angles of attack with values up to $0.3^\circ$ are also shown. Measured data agree with the $\alpha = 0^\circ$ curve retrieved from XFOIL within the uncertainty range.

Turbulent boundary-layer transition is forced at $X/c = −0.8$ at both suction and pressure sides with carborundum particles of $0.84 \text{ mm}$ diameter randomly distributed on a $10 \text{ mm}$ tape strip. A stethoscope probe [31,37,38] is employed to confirm that the boundary layer flow downstream the strip location is turbulent; a detailed description of the system employed in the present experiment is presented in Lentink et al. [39]. The experiments are performed at a chord-based Reynolds numbers of $2.63 \times 10^5$, corresponding to a free-stream velocity $U_\infty = 20 \text{ m/s}$, and an angle of attack of $0^\circ$.

2.2. Porous materials

Porous inserts are fabricated with two different types of Alantum NiCrAl open-cell metal foams. Both foams have been manufactured by electrodeposition of pure Ni on a polyurethane foam and subsequent coating with high-alloyed powder [40]. Thus, they share a homogeneous microstructure consisting of the three-dimensional repetition of a dodecahedron-shaped cell, as seen in the microscopy images presented in Fig. 4. Additionally, it has been verified that the cell diameter $d_c$, defined in the microscopy pictures, is in agreement with the nominal $d_c$ (450 and 800 $\mu m$) provided by the manufacturer Alantum.
2.2.1. Porosity

The porosity of the metal foam $\sigma$ is defined as:

$$\sigma = 1 - \frac{\rho_p}{\rho_b}$$

(2)

where $\rho_p$ and $\rho_b$ are respectively the density of the foam and the base alloy (NiCrAl). The density of the porous foam $\rho_p$ is calculated as the ratio between the weight and the volume of $10 \times 10 \times 5$ mm$^3$ samples. The samples are weighted using a Mettler Toledo AB204S analytical balance. In order to retrieve the density of the base alloy $\rho_b$, the approximate composition is obtained by energy-dispersive X-ray spectroscopy (EDS). The EDS analysis is carried out employing a Jeol JSM-7500F Field Emission Scanning Electron Microscope on the same samples used to calculate $\rho_p$. The measured values for the porosity are presented in Table 1. It is verified that the porosity of the $d_e = 450$ μm and $d_e = 800$ μm metal foams is respectively 89.3 and 91.7%, in agreement with nominal data provided by the manufacturer (85 and 90%).
The rig, supplied by air at 10 bar, allows to measure $\sigma$ where $\rho$ is the fluid density, $\mu$ is the dynamic viscosity, $v_d$ is the Darcian velocity (defined as the ratio between the volumetric flow rate and the cross-section area of the sample) and $K$ and $C$ are the permeability and the form coefficient, accounting for pressure loss due to viscous and inertial effects respectively. These two properties are obtained by least-squares fitting of Eq. (3) to 20 pressure drop data, measured for Darcian velocities ranging between 0 and 2.5 m/s.

The permeability measurements are carried out using the experimental rig shown in Fig. 5, specifically built for this purpose. The rig, supplied by air at 10 bar, allows to measure $\Delta p$ between two pressure taps placed 5 cm upstream and downstream of the test section. The pressure taps are connected to a Mensor 2101 differential pressure sensor (range: $-1.2$–$15 \text{ kPa}$; accuracy: 2 Pa). The volumetric flow rate is controlled using an Aventics pressure regulator and measured by a TSI 4040 volumetric flow meter (range: 0–2.5 m/s; accuracy: 2% of reading) located upstream the pipe.

The test section consists of an aluminum cylinder, into which 55 mm diameter metal foam disks are inserted. Previous studies [42,43] showed that the permeability/drag coefficient measured on thin samples are biased due to the prevalence of entrance/exit effects on the measured pressure drop. To study the effect of the sample thickness, $t$, on $K$ and $C$, samples with $t$ ranging from 10 mm to 60 mm are tested. It is verified that values of $K$ and $C$ obtained on foam samples with 50 and 60 mm thickness are approximately equal, i.e. entrance/exit effects are negligible. These values, reported in Table 1, are in agreement with those published in previous literature [44,45].

On previous research on trailing edge noise reduction using porous media [46,47], the air flow resistivity $R = \Delta p / (t v_d)$ was used to characterize the flow-metal foam interaction. This metal foam property, estimated in the present manuscript as $R = \mu / K$, is also presented in Table 1 for comparison.

### 2.2.2. Permeability

The static pressure drop $\Delta p$ across a homogeneous sample of permeable material with thickness $t$ is described by the Hazen-Dupuit-Darcy equation [41].

$$\frac{\Delta p}{t} = \frac{\mu}{K} v_d + \rho C v_d^2$$

where $\rho$ is the fluid density, $\mu$ is the dynamic viscosity, $v_d$ is the Darcian velocity (defined as the ratio between the volumetric flow rate and the cross-section area of the sample) and $K$ and $C$ are the permeability and the form coefficient, accounting for pressure loss due to viscous and inertial effects respectively. These two properties are obtained by least-squares fitting of Eq. (3) to 20 pressure drop data, measured for Darcian velocities ranging between 0 and 2.5 m/s.

2.2.3. Scattered noise and related boundary layer quantities

The hydrodynamic quantities driving the generation of broadband trailing edge noise on a solid airfoil, which are analysed in the remaining of the manuscript, are described in this section. Under the assumptions of large span-to-chord ratio ($L/c > 1$) and frozen turbulence [48], Amiet’s analytical model [49] relates the far-field acoustic pressure to wall-pressure fluctuations close to the trailing edge for acoustic wavelengths sufficiently smaller than the chord. The general expression for the power spectral density of the far-field acoustic pressure $S_{pp}(X, Y, Z, \omega)$ for an observer placed at the midspan plane of the airfoil ($Z = 0$) is given by Refs. [49,50].

$$S_{pp}(X, Y, Z = 0, \omega) = \left( \frac{\omega c Y}{4 \pi c_0 \sigma^2} \right)^2 \frac{L}{2} |\varphi|^{2} \phi_p \Lambda_{plz}$$

where $\sigma = X^2 + \beta^2 Y^2$ is the flow-corrected distance between observer and trailing edge, $\beta = \sqrt{1 - (U_{\infty}/c_0)^2}$ is the Prandtl-Glauert factor and $\varphi$ is the acoustically weighted lift function. In Eq. (4), the product of the power spectral density $\phi_p$ and the spanwise coherence length $\Lambda_{plz}$ of the surface pressure fluctuations, evaluated at the trailing edge, acts as the source of the

---

1 The reader is referred to the original publication of Amiet [49–51] for its detailed description.
far-field acoustic scattering. Using the TNO-Blake model [29,52], this term can be linked to boundary layer kinematic quantities. In this formulation, valid for solid airfoils at low angles of attack [30,53], the source term is computed as

$$
\phi_p \delta^n = 4\pi \rho^2 \int_0^\infty \Lambda_{vv}(x) U_c(x) \Phi_{vv}(x,f) \left( \frac{\partial U(x)}{\partial y} \right)^2 \frac{V^2(x)}{U_c(x)^2} e^{-2k y} dy
$$

(5)

where $x = (x,y)$ defines the position of the reference point, $\Phi_{vv}(x,f)$ is the power spectral density of the wall-normal velocity fluctuations, $\Lambda_{vv}(x)$ is the wall-normal correlation length of the wall-normal velocity fluctuations and $U_c(x)$ is the streamwise convection velocity of the turbulent structures. In the reminder of the study, these quantities are calculated above the permeable and solid inserts, where differences might explain changes in broadband trailing edge noise emission.

The power spectral density of the velocity fluctuations $\Phi_{ii}(x,f)$ is defined as:

$$
\Phi_{ii}(x,f) = \int_{-\infty}^{\infty} R_i(x, \tau)e^{-2\pi f \tau} d\tau
$$

(6)

where the auto-correlation function $R_i(i = [u,v])$ is defined as:

$$
R_u(x, \tau) = \frac{u(x, t)u(x, t + \tau)}{u^2(x)}
$$

(7a)

$$
R_v(x, \tau) = \frac{v(x, t)v(x, t + \tau)}{v^2(x)}
$$

(7b)

with $\tau$ being the time delay. To calculate $\Phi_{ii}(x,f)$, Hanning windows of 128 elements and 50\% overlapping were used, thus resulting in a frequency resolution of 78 Hz. Agreement between the energy content of the signal in the time and frequency domain (Parseval’s theorem [54]) is assessed.

Another important noise production related parameter, the length scale $\Lambda_{vv}(x)$ is linked to the wall-normal length of turbulence structures. This quantity, calculated on the uncorrelated data set, is defined as:

$$
\Lambda_{vv}(x) = \int_0^\infty R_v(x + \xi, \tau = 0)dy = \int_0^\infty \frac{v(x, y)v(x, y + \xi)}{\sqrt{v^2(x,y)v^2(x,y + \xi)}} dy
$$

(8)

where $\xi = (\xi_x, \xi_y)$ refers to the separation vector (note that $\xi_y = 0$ since only the wall-normal length scale is considered). Convergence of the $\Lambda_{vv}(x)$ values within the number of acquired uncorrelated samples is verified. The integration is performed within the range $y \in [0.2\delta_{99}, 1.7\delta_{99}]$ similarly to Kamruzzaman et al. [55] and Arce León et al. [35].

The streamwise convection velocity $U_c(x)$ is calculated following the method proposed by Romano [56]:

$$
U_c(x) = 2\pi \xi_x \frac{df}{d\phi(x + \xi_x, y,f)}
$$

(9)

where $\phi(x + \xi_x, y,f)$ refers to the phase of the cross-spectra of the wall-parallel fluctuations $u$ between two points separated by a wall-parallel distance $\xi_x$.

An example of the variation of $\phi(x + \xi_x, y,f)$ with frequency for $\xi_x = 1.5 \text{ mm}$ is shown in Fig. 6. The measured slope $df/d\phi(x + \xi_x, y,f)$ is practically constant within the low frequency range. Nevertheless, deviation from linearity takes place at higher frequencies due to loss of correlation. In order to avoid mislead on the calculation of $U_c(x)$, measured $\phi(x + \xi_x, y,f)$ are fitted with a line considering data up to cut-off frequency $f_{co} = 500 \text{ Hz}$, similarly to Avallone et al. [10]. Dependence of the calculated convection velocity on $f_{co}$ is also studied, being assessed that fitting data up to $f_{co} = 1 \text{ kHz}$ yields similar results. Due to the employed measurement technique, a wide range of different separation lengths $\xi_x$ is available. The ultimate $U_c(x)$ value is estimated as the mean of the ensemble of $U_c(x)$ values corresponding to different $\xi_x$. 
Fig. 7. (a) Distribution of phased microphones within the array. Coordinates are shown in the airfoil system $X − Y − Z$. The shaded area in grey represents the airfoil position with the flow direction in the positive $X$ direction. (b) Source plot of the reference case for the 1/3 octave band with center frequency at $f = 1.6$ kHz. The projection of the airfoil in the $X − Z$ plane is depicted. The integration area is depicted as a dashed box.

2.4. Acoustic phased array set-up

A phased microphone array consisting of 64 G.R A.S. 40 PH free-field microphones (frequency response: $±1$ dB; frequency range: 10 Hz to 20 kHz; max. output: $135$ dB ref. $2 \times 10^{-5}$ Pa; nominal phase spreading: $±3°$) with integrated CCP pre-amplifiers is employed for measuring the far-field noise generated at the trailing edge. The distribution of the microphones is an adapted Underbrink design [57] with 7 spiral arms of 9 microphones each, and an additional microphone located at the center of the array (Fig. 7(a)). The diameter of the array $D_a$ is 2 m and the distance from the array plane to the airfoil trailing edge $d_{a-TE}$ is 1.43 m. The center of the array is approximately aligned with the center of the airfoil trailing edge.

A sampling frequency of 50 kHz and a recording time $T$ of 60 s are used for each measurement. The acoustic data is separated in time blocks of 8192 samples ($\Delta t = 164$ ms) for each Fourier transform and windowed using a Hanning weighting function with 50% data overlap, thus providing a frequency resolution of 6.1 Hz. The cross-spectral matrix (CSM) of the measured acoustic pressure is obtained by averaging the Fourier-transformed sample blocks over time. In previous studies [58] with a similar experimental set-up, the source power was retrieved within an accuracy of 1 dB. Beamforming is performed on a square grid ranging between $−2 < X/c < 2$ and $−2 < Z/c < 2$ and distance between grid points of 1 cm. The minimum distance at which the array can resolve two sources is given by the Rayleigh criterion [59,60] as

$$R \approx d_{a-TE} \tan \left( \frac{1.22c_0}{fD_a} \right)$$  \hspace{1cm} (10)

where $c_0$ is the speed of sound. For the highest measured frequency shown in the present investigation ($f = 3$ kHz), Eq. (10) yields a minimum distance of $R \approx 10$ cm. Hence, the space between grid points is 10 times smaller than the maximum resolution of the array. Conventional frequency domain beamforming [61] is applied to the acoustic data. The minimum frequency for the acoustic spectra is 500 Hz. In order to minimize the effect of neighbouring sources of noise, integration of the source map in the range $−0.33 < Z/c < 0.33$ and $−0.4 < X/c < 0.4$ (dashed box in Fig. 7(b)) is performed [35]. This method has been shown to provide with very satisfactory results for trailing edge noise data obtained through simulations [62] and experiments [63,64].

2.5. High speed Particle Image Velocimetry

Two-dimensional two-component (2D2C) PIV measurements are performed in the wall-parallel/wall-normal plane ($x − y$) at the midspan of the airfoil. The experimental set-up is depicted in Fig. 8(a).

Seeding is produced by a SAFEX Twin-Fog Double Power fog generator using a glycol-based solution with mean droplet diameter of 1 μm. Illumination is provided by laser pulses generated by a Quantronix Darwin Duo 527-80-M double cavity Nd:YLF system (laser wavelength: 527 nm; energy: 30 mJ/pulse). Laser optics are used to turn the laser beam into a laser sheet of approximately 1 mm thickness.

Images are recorded using a Photron Fastcam SA-1 CMOS camera ($1024 \times 1024$ pixel$^2$, 12 bit, pixel size 20 μm), placed at 25 cm from the measurement plane. The camera is equipped with a Nikon NIKKOR 105 mm f/2.8G ED macro-objective set at $f_\phi = 5.6$. The image acquisition and the illumination are triggered synchronously using a LaVision high speed controller.

Time-resolved data is acquired at a sampling frequency of 5 kHz (5457 image pairs). The sensor of the camera is cropped to $1024 \times 512$ pixels. The final field of view (FOV), shown in Fig. 8(b), is of $0.2c \times 0.1c (40 \times 20$ mm$^2$) with a digital resolution of
Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera</td>
<td>Photon Fastcam SA1.1</td>
</tr>
<tr>
<td>Acquisition frequency</td>
<td>10 kHz</td>
</tr>
<tr>
<td>Separation time between camera exposures</td>
<td>100 μs</td>
</tr>
<tr>
<td>Acquisition sensor</td>
<td>512 × 1024 px²</td>
</tr>
<tr>
<td>Field of view (FOV)</td>
<td>20 × 40 mm²</td>
</tr>
<tr>
<td>Digital resolution</td>
<td>25 px/mm</td>
</tr>
<tr>
<td>Magnification factor</td>
<td>0.51</td>
</tr>
<tr>
<td>Interrogation window</td>
<td>24 × 24 px²</td>
</tr>
<tr>
<td>Overlap factor</td>
<td>75%</td>
</tr>
<tr>
<td>Vectors per velocity field</td>
<td>88 × 172</td>
</tr>
<tr>
<td>Vector spacing</td>
<td>0.24 × 0.24 mm²</td>
</tr>
<tr>
<td>Free-stream pixel displacement</td>
<td>40 px</td>
</tr>
</tbody>
</table>

approximately 25 px/mm. The measured area above the trailing edge is confined between $-0.14 \leq x/c \leq 0$ in the wall-parallel direction and $0 \leq y/c \leq 0.09$ in the wall-normal direction. Due to the presence of laser reflections at the surface discontinuity, data measured at $-0.02 < x/c \leq 0$ are not reported. The separation time between camera exposures is set at 100 μs allowing for reshuffling of the image pairs into a continuous sequence (10914 images) with an effective sampling frequency of $f_s = 10$ kHz.

Processing of the images is carried out using LaVision DaVis 8.4 software. A multi-pass cross-correlation algorithm [65] with window deformation [66] is applied to the sequence of images resulting in 10913 vector fields. The final interrogation window size is 24 × 24 pixel² with 75% of overlapping, yielding a final spatial resolution of 0.94 mm and a vector spacing of 0.24 mm. Finally, spurious vectors are discarded by applying a universal outlier detector [67] and are replaced by interpolation based on adjacent data. The main characteristics of the camera and the acquisition parameters are summarized in Table 2.

2.5.2. Uncertainty analysis

The estimation of the PIV uncertainty is carried out quantifying the random and systematic (bias) errors. The random error is due to uncertainty on the cross-correlation analysis, which cannot accurately represent the stochastic nature of turbulence. The cross-correlation error is associated to the sub-pixel interpolation (3-points Gaussian fit). This error is estimated at 0.1 pixel based on the study of Westerweel [68]. The effect of turbulence on the convergence of statistic quantities, which depends on the total number of uncorrelated samples ($N_s = 364$), is also taken into account.

The most important systematic errors are typically peak-locking, particle slip, calibration errors and lack of spatial resolution. Peak-locking consists of a bias of the correlation peak position towards integer displacement. In order to minimize this source of error, the particle image is kept larger than 2 pixels, as suggested in Raffel et al. [69]. The histogram of the round-off residual of the particle displacement $\Delta x_i - \lfloor \Delta x_i \rfloor$, where $\lfloor \cdot \rfloor$ refers to the round function, is depicted in Fig. 10(a); it shows that no bias towards integer values is present on the instantaneous PIV snapshots. In Fig. 10(b), the cumulative sum of the measured decimal
particle displacement, used to quantify this source of error, is shown. The error due to peak-locking is found to be always around one order of magnitude smaller than the cross-correlation error, hence it is considered negligible.

Another source of systematic error is the particle slip, caused by the lag between the tracer and the flow subject to measurement. The particle slip error [70] is calculated as $U_{	ext{slip}} = r_{	ext{slip}} a_p$, where the particle acceleration $a_p$ is obtained through the material derivative of the velocity field. The response time associated to the tracer particle $r_{	ext{slip}} = 0.5 \text{ ms}$ is satisfactory for the average particle acceleration found in the boundary layer (2900 m/s$^2$), yielding a final $U_{	ext{slip}}$ of 0.01% of the free-stream velocity.

Spatial calibration of the camera is applied using a three-dimensional known target, with a positioning error of $\pm 0.5$ mm. To account for any optical distortion, images are mapped using a third order polynomial fit (r.m.s of fit: 0.26 pixel) which allows mapping of the physical space into the sensor one.

Using a linear propagation approach [71], the uncertainty on the mean and r.m.s. velocity have respectively upper bound values of $0.02 U_\infty$ and $0.04 \sqrt{u'^2}$, found at the point of maximum intensity of the velocity fluctuations defined in section 2.5.1. These values are verified using the error quantification method introduced by Wiencke [72]. The latter gives an uncertainty on the mean quantities of $0.01 U_\infty$ and on the r.m.s. quantities of $0.03 \sqrt{u'^2}$, considering a 95% confidence interval.

Finally, the error in the measurement of flow structures size due to the finite dimension of the interrogation window is quantified using the method proposed by Schrijer et al. [73]. Due to the multi-pass iterative cross-correlation algorithm, flow structures up to $0.21 \delta_{\text{min}}$ can be measured with an accuracy within 10%, with $\delta_{\text{min}}$ the minimum boundary layer thickness reported in this manuscript.
3. Results and discussion

3.1. Far-field noise measurements

Trailing edge noise for both permeable inserts and the solid case are presented in Fig. 11(a). The results are expressed in terms of Sound Pressure Level $L_p$ in decibels relative to $p_{ref} = 20 \mu Pa$, defined by:

$$L_p = 10\log_{10} \left( \frac{p}{p_{ref}} \right)^2$$

as a function of the Strouhal number $St$ based on the displacement thickness $\delta^*$ and the free-stream velocity $U_\infty$. Note that the $\delta^*$ values used in $St$ are measured at $x/c = -0.02$ for each trailing edge insert, and are reported later in section 3.2.1.

It is interesting to note that the spectra show different slopes depending on the type of porous insert. This might be indicative of a modification of the noise source (turbulent flow) and/or the radiation efficiency of the edge, i.e. reduction in the acoustic impedance discontinuity. More in detail, up to $St = 0.26$ spectra measured for the $d_c = 450 \mu m$ metal foam insert shows similar slope to the baseline case, while the $d_c = 800 \mu m$ insert shows a larger slope. For the $d_c = 450 \mu m$ case, the spectra is shifted towards lower $L_p$ values suggesting that the impedance discontinuity might not be strongly affected by the porous insert, but the energy of the source, i.e. turbulent fluctuations, decreases. Such hypothesis is investigated in detail in the remainder of the manuscript.

Spectra for both porous treatments have similar slopes above $St = 0.28$, denoting that noise within this $St$ range is related to the same phenomena. The fact that porous treatments cause equal or higher noise production than the solid insert, and that $L_p$ is increased with cell size suggests that this high-$St$ noise contribution can be attributed to surface roughness noise [46]. This was demonstrated [74] by stopping the flow communication between suction and pressure sides for a trailing edge manufactured with open-cell metal foam.

The difference between far-field noise for the porous treatments with respect to the solid insert $\Delta L_p = L_p^{\text{porous}} - L_p^{\text{solid}}$ is shown in Fig. 11(b). It shows noise abatement below cross-over $St = 0.26$ (1.6 kHz) and $St = 0.3$ (1.9 kHz) for metal foams with $d_c = 800 \mu m$ and $d_c = 450 \mu m$, respectively. Noise abatement below $St = 0.12$ is larger for the $d_c = 800 \mu m$ metal foam insert; a maximum noise decrease of 11 dB is measured at $St = 0.09$. On the other hand, the $d_c = 450 \mu m$ metal foam treatment leads to the lowest measured $\Delta L_p$ values within the range $St = 0.16–0.3$; it is precisely at the beginning of this range where a maximum noise attenuation of 7 dB is measured. The results confirm that the use of higher permeability metal foam treatments leads to larger noise abatement, in agreement with Herr et al. [26]; however, the frequency range where noise reduction is measured is smaller. This observation also holds for data reported in the aforementioned study, where noise reduction up to 11 kHz was achieved with different low permeability/high resistivity metal foams (up to $R = 278$ kN/m$^4$ at $Re = 1 \times 10^6$). Finally, noise increase with respect to the solid trailing edge is measured above the cross-over $St$. Maximum excess noise $\Delta L_p$ values of 8 and 10 dB are respectively observed for $d_c = 450 \mu m$ and $d_c = 800 \mu m$ metal foam inserts at a $St = 0.45$.

In order to assess the general noise reduction performance of the metal foam inserts as perceived by the human ear, the overall A-weighted Sound Pressure Level $L_A$ [75] is presented in Table 3. It is found that metal foam inserts cause a considerable reduction of the $L_A$ with respect to the baseline case: 4.8 dBA and 6.4 dBA for the $d_c = 450 \mu m$ and the $d_c = 800 \mu m$ metal foam inserts respectively; hence, in spite of the high-frequency noise increase described above, the use of open-cell metal foams at the trailing edge represents an effective strategy for noise abatement.
3.2. Flow field

In this section, a description of the flow-field for the three measured cases is presented. In order to investigate whether changes within the boundary layer due to porous inserts support the observed changes in noise production, the properties of the mean and turbulent flow field, and the quantities described in section 2.3 are further investigated and compared. The analysis is performed in the $x - y$ coordinate system, at three different locations to characterize the evolution of the boundary-layer flow-field: $x/c = −0.08$, $x/c = −0.05$ and $x/c = −0.02$.

3.2.1. Mean flow field

The analysis of the boundary layer mean flow above the permeable and solid trailing edge is performed on the dataset containing uncorrelated PIV snapshots. First, data measured above the solid trailing edge insert are compared to previous studies.

The boundary layer displacement thickness $\delta^*$ and momentum thickness $\theta$ are calculated following the method proposed by Spalart and Watmuff [76]. In this formulation, the integrals are truncated at the edge of the boundary layer $\int_0^\infty dy$ stabilizes.

Values of $\delta^*$ and $\theta$ near the trailing edge ($x/c = −0.02$) are compared with those obtained in previous experimental studies [32,35] and XFOIL [36] for a similar test case (solid NACA 0018, $\alpha = 0^\circ$, $Re = 2.6 \times 10^5$) in Table 4. For completeness, values of the boundary layer thickness $\delta_{99}$, defined such as $U(\delta_{99}) = 0.99U_*$, and the shape factor $H = \delta^*/\theta$ are also presented. Quantities obtained in the present investigation show good agreement with the experimental data presented in Avalonne et al. [32], while they overestimate the values of Arce León et al. [35] and XFOIL [36]. This discrepancy is likely caused by the use of a different tripping element.

The friction coefficient $C_f = \tau_w/(0.5\rho U_*^2)$, where $\tau_w$ refers to wall shear stress, is also presented in Table 4. This quantity cannot be evaluated directly since data are not available close to the wall; for this reason, the Clauser chart method [77] is employed to calculate it. The method retrieves $C_f$ through a fit of measured data to the logarithmic law, defined by:

$$U^+ = \frac{1}{k} \ln (y^+) + C \tag{12}$$

where $k = 0.4$ and $C = 5$. The logarithmic law is expressed in terms of wall units $U^+ = U/U_*$ and $y^+ = y/U_*$, where $U_* = \sqrt{\tau_w/\rho}$ represents the friction velocity and $v$ the kinematic viscosity. As seen in Table 4, $C_f$ values obtained through this method show good agreement with experimental data presented in Arce León et al. [35] and XFOIL.

Profiles of the mean wall-parallel velocity component $U$ for the three configurations are compared in Fig. 12(a)-(c). The $y$-axis and $U$ are respectively normalized with the boundary layer thickness $\delta_{99}$ and the free-stream velocity $U_\infty$. Data are shown between $0.2 < y/\delta_{99} < 1.4$. The results at $x/c = −0.08$ show a less full velocity profile for both permeable cases, becoming emptier for increasing permeability values (increasing cell diameter). Decrease in $U/U_\infty$ with respect to the solid surface, i.e. a velocity deficit, occurs within $0.5 < y/\delta_{99} < 0.8$ for the $d_c = 450 \mu m$ foam insert, while it affects the whole profile for the $d_c = 800 \mu m$ foam. The velocity deficit is also found in previous experiments on rough surfaces [78,79] or porous trailing edge inserts [25] and it is attributed to higher surface drag caused by roughness.

It is also seen that independently on the material $U$ decreases in the streamwise direction outside the boundary layer; this is attributed to the divergence of the streamlines from the wall-parallel direction. Conversely, the material influences the magnitude of the adverse pressure gradient within the boundary layer; at outer boundary layer positions ($y/\delta_{99} > 0.4$), the solid surface allows higher velocity at $x/c = −0.08$, while at $x/c = −0.02$ higher or similar velocity values are measured above permeable inserts. This indicates that the porous treatments decrease the magnitude of the adverse pressure gradient within this region. On the other hand, within the inner region the velocity deficit becomes larger for increasing $x/c$. Hence, a stronger
adverse pressure gradient takes place due to the use of permeable materials.

In Fig. 13, the boundary layer thickness $\delta_{99}$ (a), displacement thickness $\delta^*$ (b) and momentum thickness $\theta$ (c) for the three trailing edge inserts are compared. Note that boundary layers over solid and permeable walls have different characteristics, i.e. the classic no-slip condition present at solid surfaces does not apply on permeable walls. In the present study, the method previously described to calculate $\delta_{99}$, $\delta^*$ and $\theta$ over the solid surface is also applied on permeable walls, neglecting flow through the foam insert.

It is found that all the integral quantities have larger values for the $d_c = 800 \mu m$ metal foam insert. On the other hand, $\delta_{99}$ and $\delta^*$ measured above the $d_c = 450 \mu m$ metal foam are similar to the solid insert, whereas $\theta$ is lower. These results point out the dependence of the boundary layer topology on the characteristics of the metal foam. Increase of $\delta_{99}$, $\delta^*$ and $\theta$ with permeability is reported in Geyer et al. [24] on fully porous airfoils. The fact that here the increase is measured only over one type of the metal foam might be explained by the shorter porous extension employed.

Increase of $\delta^*$ and $\theta$ for the $d_c = 800 \mu m$ metal foam insert with respect to the solid case is caused by the velocity deficit described previously, which leads to an increased mass and momentum deficit. The velocity deficit is also present above the $d_c = 450 \mu m$ metal foam insert, although its magnitude is smaller. In this case, the mass and momentum deficits are balanced by the increase of $U$ at the outer boundary layer region, also described above. It can be concluded that only the $d_c = 800 \mu m$ porous treatment causes significant changes in the boundary layer topology with respect to the baseline case, whereas the $d_c = 450 \mu m$ and the solid insert lead to similar results. This result is in line with the noise reduction features described in section 3.1.

Mean wall-normal velocity $V/U_\infty$ profiles are plotted in Fig. 14(a)–(c). Results show that increasing the cell diameter (i.e. the permeability) of the metal foam leads to larger $V$; considering that $U$ decreases with $K$, it is concluded that the permeability enhances the divergence of the streamlines from the wall. The $V$ profiles for the three configurations vary in the streamwise direction showing smaller differences at the trailing edge; these phenomena might be linked to a weak flow recirculation within the porous medium, as observed by Showkat Ali et al. [80].

3.2.2. Turbulent flow field

In Fig. 15(a)–(c), profiles of the r.m.s. wall-parallel velocity $\sqrt{u'^2}/U_\infty$ are plotted. The results show reduction of $\sqrt{u'^2}/U_\infty$ within a major part of the boundary layer due to the porous treatment. In the present investigation, a larger reduction in turbulence levels is measured for the metal foam with smaller $d_c$, i.e. lower permeability.
More specifically, decrease in $\sqrt{\frac{u^2}{U_{\infty}}}$ with respect to the reference case is found above the $d_c = 450 \mu m$ metal foam insert independently of $x$ or $y$. Conversely, a dependence on the location is found for the $d_c = 800 \mu m$ porous insert; while at $x/c = -0.08$ turbulence intensity is always lower or equal to the solid case, an increase is measured closer to the wall at $x/c = -0.05$ and $x/c = -0.02$.

The analysis of the r.m.s. wall-normal velocity profiles $\sqrt{\frac{v^2}{U_{\infty}}}$, plotted in Fig. 16(a)–(c), yields similar conclusions: as for $\sqrt{\frac{u^2}{U_{\infty}}}$, permeable inserts allow a general reduction of $\sqrt{\frac{v^2}{U_{\infty}}}$ with respect to the solid surface. Again, the reduction is larger for the metal foam insert with lower permeability ($d_c = 450 \mu m$). Conversely, no increase in $\sqrt{\frac{v^2}{U_{\infty}}}$ with respect to the reference case is measured independently of the location or type of foam.
Reduction of turbulence intensity within the outer boundary layer region due to permeable metal foams was also found in Showkat Ali et al. [18] on experiments on a flat plate with a permeable extension. Similarly to the present results, increase in $\sqrt{\overline{u'^2}/U_\infty}$ with respect to the solid case, attributed to the increase of friction along the rough surface, was limited to the inner part of the boundary layer. Nevertheless, in previous experimental research on porous trailing edge inserts on asymmetric airfoils at incidence [81], an increase of the r.m.s. velocity fluctuations at the suction side above porous treatments was reported. This discrepancy might be due to the different set-up; the imbalance of pressure between suction and pressure side of the trailing edge caused by the incidence leads to a steady cross-flow blowing within the measurement location, which is known to increase the turbulence intensity in boundary layers [82].

Interestingly, permeable inserts bring the maximum level of turbulence closer to the wall; for solid edges, this is supposed to increase the scattering efficiency, hence far-field noise [83], in disagreement with results described in section 3.1. The difference might be explained by the permeability of the inserts, which might reduce the acoustic impedance jump at the edge through the presence of unsteady flow inside the insert; this hypothesis is supported by the change of slope of acoustic spectra reported above for the most permeable foam insert.

The apparent lack of correlation between the flow field statistics and the far-field acoustic emission of permeable inserts might also be contributed by the fact that the surface slope of a rough surface acts as a filter between the wall-pressure wavenumber spectrum and the far-field acoustic emission [84].

For boundary layer analysis, the Reynolds shear stress $-\overline{uv}/U_\infty^2$ is used to describe coherent turbulent motions [85]. In Fig. 17(a)–(c), profiles of $-\overline{uv}/U_\infty^2$ at $x/c = -0.08$, $x/c = -0.05$ and $x/c = -0.02$ are shown. It is found that metal foam inserts lead to decreased $-\overline{uv}/U_\infty^2$ values within the boundary layer, indicating that permeable treatments reduce the energetic content of coherent structures responsible for momentum transfer to and away from the wall and usually related to wall-pressure fluctuations [86]. In agreement with $\sqrt{\overline{u'^2}/U_\infty}$ and $\sqrt{\overline{v'^2}/U_\infty}$, the lowest Reynolds shear stress values are measured above the less permeable metal foam insert ($d_c = 450 \mu m$). The fact that the decrease of the energy of the fluctuations does not vary linearly with permeability could be related to the presence of flow through the insert, as hypothesized previously, that can promote stronger vortices for metal foam inserts with higher permeability. It is also interesting to note that for the baseline case the $-\overline{uv}/U_\infty^2$ hump becomes broader and moves away at more downstream locations; this effect is less strong for the porous inserts.

The previous analysis has shown that permeable treatments affect the characteristics of turbulent flow; to further investigate this aspect, a quadrant analysis is performed. With this technique, the instantaneous fluid motions contributing to the total Reynolds shear stress $-\overline{uv}$ are assigned to the quadrant $Q_n$ ($n \in \{1,2,3,4\}$) in terms of the sign of $u$ and $v$ [87]. The classification is performed as follows

\begin{align}
Q_1 & \in \{u > 0, v > 0\} \quad \text{(13a)} \\
Q_2 & \in \{u < 0, v > 0\} \quad \text{(13b)} \\
Q_3 & \in \{u < 0, v < 0\} \quad \text{(13c)} \\
Q_4 & \in \{u > 0, v < 0\} \quad \text{(13d)}
\end{align}

In wall-bounded flows, the larger contribution to the total Reynolds stress is due to events in $Q_2$ and $Q_4$, which respectively account for ejections of low-momentum fluid away from the wall and sweeps of high-momentum fluid towards the wall [88].

An example of quadrant analysis is shown in Fig. 18 together with the hyperbolae $|uv| = -5 \overline{uv}$, which are used to identify the intense events, i.e. turbulent motions in which the instantaneous Reynolds shear stress is at least 5 times larger than the mean Reynolds stress $\overline{uv}$ (events outside the hyperbolae). These events can be related to high amplitude wall-pressure peaks.
Fig. 18. Example of quadrant analysis performed at \((x/c = -0.04, y/\delta_{99} = 0.3)\) in the baseline case. The hyperbolae \(|uv| = -5\) are plotted with a black dashed line. The fitted ellipse is depicted in grey. The set of parameters defining the ellipse \((\beta, a_h, a_v)\) is also sketched.

Fig. 19. Variation of the fraction of intense events \(N_{Qn}^e / N_E\) in each quadrant with \(y\). (a) \(Q_1\) (b) \(Q_2\) (c) \(Q_3\) (d) \(Q_4\).

[89,90], being then relevant for trailing edge noise. The choice of a constant value equal to 5 is based on previous studies [91,92] on wall-bounded flows. In order to improve the quality of the statistical analysis, the vector spacing is increased to 0.72 mm; thus, each quadrant analysis contains a total of \(N_E = 3276\) events.

The number and the energy budget of intense events in \(Q_n\) are respectively quantified by the fraction of intense events \(N_{Qn}^e / N_E\) and their contribution to the total Reynolds shear stress \(\overline{uv}_{Qn}^e\), calculated as

\[
\frac{\overline{uv}_{Qn}^e}{N_E} = \frac{\sum_{m=0}^{N_{Qn}^e} \overline{uv}_{Qn,e,m}^e}{N_E} \tag{14}
\]

Since it has been verified that \(N_{Qn}^e / N_E\) and \(\overline{uv}_{Qn}^e\) do not depend on the \(x\) location, data within \(-0.08 < x < -0.02\) are further averaged in the streamwise direction. Furthermore, data measured within \(0.8 < y/\delta_{99} < 1\) are not shown since within this region \(-\overline{uv}\) is low.

The variation of \(N_{Qn}^e / N_E\) with \(y\) is plotted in Fig. 19(a)–(d) for the four quadrants. Results show that, above the solid trailing edge insert, the majority of intense events are in \(Q_2\) and \(Q_4\), with ejection and sweep motions being predominant within the outer and inner boundary layer, respectively. Similar findings are reported in previous research [35,90], where they were linked to the appearance of hairpin-like vortices within the boundary layer.

It is found that metal foam inserts alter significantly the intense events distribution along \(y\) independently on the quadrant. Within the outer region \((y/\delta_{99} > 0.5)\), porous treatments decrease \(N_{Q2}^e / N_E\) up to 0.01, while \(N_{Q4}^e / N_E\) increases by the same magnitude. More interestingly, closer to the wall the number of intense events in all the quadrants increases due to the porous treatments; a maximum increase of 0.02 \(N_E\) in \(Q_1\), \(Q_3\) and \(Q_4\), and about 0.03 \(N_E\) in \(Q_2\) is always measured at \(y/\delta_{99} = 0.2\) above the most permeable insert.

The increase of the number of intense events close to the wall with increasing permeability of the treatment might be linked to the cross-flow through the foam. This hypothesis is further supported by the increase of intense events within \(Q_1\) and \(Q_3\), which are residual in conventional boundary layer flows; hence, the flow inside the foam insert would cause streamwise ejection and upstreamwise sweeping motions. This scenario is also in agreement with the fact that, contrarily to the solid insert, the maximum \(-\overline{uv} / U_\infty^2\) value for the porous treatments remains close to the wall independently of the streamwise position, as described above.
The analysis of the absolute contribution of intense events in each quadrant to the total Reynolds shear stress $|\overline{uv}_Q e / \overline{uv}|$, shown in Fig. 20(a)–(d), supports the previous hypothesis: since the number of intense events is increased near the wall, the relative contribution of the intense events to the total Reynolds stress is also increased.

Besides the number and the intensity, the distribution of intense events within the quadrants can also provide relevant information about the vortex structure within the boundary layer, as suggested by Suga et al. [93]. In order to quantitatively discuss this aspect, at each boundary layer location an ellipse centred at $(u = 0, v = 0)$ is least-squares fitted to the entire ensemble of events.

As in Suga et al. [93], three parameters (depicted in Fig. 18) are used to characterize the ellipse: the tilt angle with respect to the $u$-axis $\beta$, and the semi-major $a_h$ and semi-minor $a_v$ axes. Similarly to the analysis of $N_Q e_2 / N_Q e_1$ and $\overline{uv}_e / \overline{uv}$, it is found that the variation of $\beta$, $a_h$ and $a_v$ with $x$ is negligible. Therefore, data are streamwise averaged and the variation of the fitting parameters with $y$ is obtained. The tilt angle $\beta$ and the ratio of vertical-to-horizontal axis $a_v / a_h$ are respectively plotted in Fig. 21(a) and (b).

Results show that the ratio $a_v / a_h$ is constant and approximately equal to 0.5 independently of the insert or wall-normal position. Note that this does not imply that the size of the ellipse is equal for all the inserts, but that the aspect ratio of the ellipses is similar. More interestingly, a significant decrease of $\beta$ due to porous treatments is found: lower values of $\beta$ are reported for increasing permeability of the metal foam and decreasing $y$. The fact that the change in $\beta$ due to porous treatments takes place along the entire boundary layer indicates that it is mainly caused by the reduction of the $v$ component of the intense events in $Q_2$ and $Q_4$, while the $u$ component is similar or higher. In other words, porous treatments enhance the anisotropy of highly energetic turbulent motions by stretching the flow in the $x$ direction. This has consequences on trailing edge noise production of porous inserts; as seen in Eq. (5), the wall-normal velocity is related to the generation of surface pressure fluctuations, which are the source for broadband trailing edge noise. Therefore, the stretching of these intense ejections ($Q_2$) and sweeping motions ($Q_4$) due to porous treatments might be responsible for the previously observed low-frequency noise reduction.

### 3.2.3. Velocity power spectra

Considering the relevant differences in the turbulent field reported in section 3.2.2 and their implications on noise production, it is worthwhile to analyse the spectra to determine which spectral range is affected by the porous treatments.

The power spectral density of the wall-parallel velocity fluctuations $\Phi_{uu}$ at $x/c = -0.02$ is shown in Fig. 22 for the three cases. Data at $x/c = -0.08$ and $x/c = -0.05$ are not plotted for the sake of conciseness. Two different wall-normal locations, $y/\delta_9 = 0.4$ and $y/\delta_9 = 0.8$, are presented to analyse the effect of the permeable inserts on $\Phi_{uu}$ across different regions of the boundary layer.
Fig. 22. Spectral density of the wall-parallel velocity fluctuations $\Phi_{uu}$ at $x/c = -0.02$. In each plot, data measured at $y/\delta_99 = 0.4$ and $y/\delta_99 = 0.8$ are presented. Dashed-dotted line refers to Kolgomorov $-5/3$ decay law.

Fig. 23. Spectral density of the wall-normal velocity fluctuations $\Phi_{vv}$ at $x/c = -0.02$. Legend as in Fig. 22.

It has to be taken into account that the temporal resolution is limited by PIV, with the frequency analysis of the measured signals being restricted to 3/4 of the Nyquist frequency \[89\]. Hence, the following analysis is limited to $f = 3.75$ kHz, i.e. $St \approx 0.5$. Fig. 22 reveals that only the spectra measured at $y/\delta_99 = 0.8$ follows the $-5/3$ Kolmogorov decay \[94\] correctly up to $St = 0.5$, where it becomes flattened. Data measured closer to the wall ($y/\delta_99 = 0.4$) presents a plateau in the spectra starting at a frequency of approximately 3 kHz ($St \approx 0.4$). Such phenomena takes place because of lower signal-to-noise ratio due to the presence of laser reflections near the wall.

Results show higher turbulence energy at $y/\delta_99 = 0.4$ independently on the insert, in agreement with results discussed in section 3.2.2. At $y/\delta_99 = 0.8$, the $d_c = 450 \mu m$ porous treatment causes a decrease in $\Phi_{uu}$ with respect to the baseline case across the entire $St$ range, with a maximum difference of 5 dB at the lowest reported $St = 0.02$. Conversely, for the $d_c = 800 \mu m$ metal foam insert a decrease of $\Phi_{uu}$ with respect to the solid case is only measured up to $St = 0.12$, with a maximum reduction of 4 dB at $St = 0.06$; above the cross-over $St$ the spectral content is similar to the solid case. Closer to the wall, it is observed that the $d_c = 450 \mu m$ insert only leads to attenuation of $\Phi_{uu}$ below $St = 0.2$, with maximum reduction of 3 dB at $St = 0.04$. At this wall-normal position, $\Phi_{uu}$ levels measured above the $d_c = 800 \mu m$ foam insert are similar (below $St = 0.04$) or slightly higher than the baseline case (up to 2 dB).

The spectra of the wall-normal velocity fluctuations, $\Phi_{vv}$, at $x/c = -0.02$ is considerably lower than the wall-parallel component; hence, the signal-to-noise ratio is lower with respect to the one of $\Phi_{uu}$. The analysis of $\Phi_{vv}$ yields similar conclusions to those of the wall-parallel component. At $y/\delta_99 = 0.8$, the $d_c = 450 \mu m$ permeable treatment leads to attenuation of $\Phi_{vv}$ with respect to the baseline case independently of the $St$, with a maximum difference of 5 dB at the lowest measured $St$. The $d_c = 800 \mu m$ insert causes a decrease in $\Phi_{vv}$ below $St = 0.33$, with a maximum decrease of 4 dB at the same $St$. At $y/\delta_99 = 0.4$, the magnitude of the maximum reduction with respect to the solid surface is decreased to 4 dB for the $d_c = 450 \mu m$ metal foam insert. The $d_c = 800 \mu m$ metal foam insert leads to attenuation in $\Phi_{vv}$ below $St = 0.09$; above this $St$, the porous insert and the baseline case show similar $\Phi_{vv}$ values.
Assuming Taylor’s “frozen turbulence” hypothesis\(^2\), noise radiation at a certain frequency \(f\) is only due to turbulence being convected over the trailing edge with streamwise wavenumber \(k = 2\pi f/U_c\) [30, 53]. Therefore, the reduction of \(\Phi_{uu}\) and \(\Phi_{vv}\) within the low frequency range can be linked to noise attenuation. For the \(d_c = 450\, \mu m\) porous insert, low frequency noise attenuation and velocity fluctuation spectra variation with respect to the baseline case have approximately the same magnitude, which suggest that the reduction of the energy of the source might be a significant contributor for the change in the low frequency acoustic scattering with respect to the solid edge. This is supported by the fact that both inserts share similar boundary layer topology and slope of the acoustic spectra. Conversely, larger low frequency noise attenuation is found for the metal foam insert with higher permeability (\(d_c = 800\, \mu m\)), in disagreement with the measured velocity fluctuation spectra. A hypothesis that would explain this inconclusive result is that the reduction of turbulence energy within the boundary layer is only partially accountable for noise reduction, while other mechanisms arise. One of these might be the change of the structure of highly energetic turbulent motions reported in section 3.2.2.

Another aspect of noise scattering by permeable inserts that remains unclear is the previously reported high frequency noise increase with respect to the baseline case; the changes of the velocity spectra within that frequency range do not support such a feature.

3.2.4. Wall-normal integral length scale

As seen in Eq. (5), \(\Lambda_{vv|y}/\delta^*\) can be used to link the size of turbulence structures with wall-pressure fluctuations in solid edges. For this reason, the wall-normal distribution of \(\Lambda_{vv|y}/\delta^*\) at three different streamwise locations, \(x/c = -0.08, x/c = -0.05\) and \(x/c = -0.02\), are respectively presented in Fig. 24(a)–(c) for wall-normal positions \(0.2 < y/\delta_{99} < 1\).

It is observed that, at \(x/c = -0.02\), \(\Lambda_{vv|y}/\delta^*\) is between 1 and 2.5 times the displacement thickness at that location; comparable values are found in Arce León et al. [35] and Kamruzzaman et al. [96] at the trailing edge of a NACA 0018 airfoil measured in similar aerodynamic conditions.

At \(x/c = -0.08\) (Fig. 24(a)), it can be seen that permeable inserts modify significantly \(\Lambda_{vv|y}\) only below \(y/\delta_{99} = 0.6\), where a maximum relative decrease with respect to the solid edge of 50\% is reported. At more downstream positions a decrease of \(\Lambda_{vv|y}\) with respect to the baseline case is also observed, with its magnitude depending on the metal foam and the location. For instance, at \(x/c = -0.05\) (Fig. 24(b)), a reduction of \(\Lambda_{vv|y}\) is measured for the \(d_c = 450\, \mu m\) porous treatment along the entire boundary layer. Conversely, closer to the trailing edge (Fig. 24(c)), the \(d_c = 800\, \mu m\) metal foam insert shows reduction for the entire boundary layer. At this streamwise position, a maximum relative reduction of 50\% with respect to the solid case is measured above both porous materials.

\(\Lambda_{vv|y}\) is related to the largest wall-normal turbulence scale present within the boundary layer [97]; therefore, the decrease of this quantity with increasing permeability of the porous treatment at \(x/c = -0.02\) is in agreement with the stretching of strong turbulent motions reported in section 3.2.2. This indicates that porous treatments not only reduce the turbulent kinetic energy associated to the wall-normal velocity component of these motions but also their extent. The fact that, close to the edge, the wall-normal length scale decreases with the permeability of the insert suggests that it is also relevant for noise reduction for permeable treatments.

3.2.5. Wall-parallel convection velocity

Finally, the last turbulence quantity included in Eq. (5) that is addressed in the present manuscript is the convection velocity \(U_c\).

Fig. 25 plots the convection velocity \(U_c/U_\infty\) profiles measured at \(x/c = -0.02\); only this streamwise location is shown since it is found that its magnitude does not vary significantly with \(x\). The streamwise convection velocity measured over the solid surface ranges between 0.5 and 0.9\(U_\infty\). Similar values are found in Arce León et al. [35]. The permeable treatments produce a
A general decrease in the streamwise convection velocity, with stronger attenuation for increasing values of permeability/pore size. Relative reductions compared to the solid case of up to 11% and 20% are measured respectively for the \( d_c = 450 \, \mu m \) and \( d_c = 800 \, \mu m \) inserts. Small regions where convection velocity increases up to a 5% due to porous materials are also measured, although they are usually confined to outer positions \( (y/\delta_{99} > 0.9) \).

Reduction of \( U_c \) measured over permeable inserts might also contribute to noise abatement within the low frequency range. To support this, maximum decrease in \( U_c/U_\infty \) and \( L_p \) with respect to the baseline airfoil is found over the same metal foam insert \( (d_c = 800 \, \mu m) \). However, the small difference between \( U_c \) measured above both permeable inserts seems unlikely to be able to explain alone the very different magnitude of low frequency noise abatement.

4. Conclusions

An experimental aeroacoustic study of a NACA 0018 airfoil with solid and porous trailing edge inserts covering 20% of the chord length is performed. Far-field noise is measured by means of a phased microphone array. Low frequency noise attenuation of up to 7 and 11 dB are respectively observed for the \( d_c = 450 \, \mu m \) and \( d_c = 800 \, \mu m \) metal foam inserts at \( St = 0.16 \) and \( St = 0.09 \). Conversely, at higher frequencies up to 8 and 10 dB noise increase, caused by surface roughness, are reported. A reduction of the frequency range affected by noise attenuation with increasing permeability is also described.

Planar PIV measurements are employed to monitor the flow field over the inserts. The analysis of the boundary layer reveals important variations in the mean flow and turbulence properties. In particular, increase of the boundary layer and displacement thickness with respect to the solid case is measured for the metal foam insert with higher permeability. However, the \( d_c = 450 \, \mu m \) metal foam and solid inserts have similar boundary layer topology. A decrease of the mean wall-parallel velocity, attributed to a higher surface drag, is reported for the insert with larger cell size. Relevant changes in the turbulence intensity and Reynolds shear stress due to metal foam treatments are also described; a decrease of these quantities is reported, with lower values being measured for the \( d_c = 450 \, \mu m \) insert. Further analysis in the frequency domain show that the attenuation of velocity fluctuations affects mostly the low frequency range: a maximum reduction of 5 and 4 dB are respectively measured at \( St = 0.02 \) for \( d_c = 450 \, \mu m \) and \( d_c = 800 \, \mu m \) metal foam inserts. In view of these results, it is proposed that the reduction of turbulence velocity fluctuations might be one of the changes contributing to noise abatement, particularly for the \( d_c = 450 \, \mu m \) insert. Conversely, a relevant increase of high frequency fluctuations content with respect to the solid case, which would support reported high frequency noise increase, is not observed. Further insight into the properties of highly energetic turbulent motions within the boundary layer is obtained through the quadrant analysis. This technique suggests a milder acoustic impedance jump at the edge, which would benefit noise abatement. It also reveals that the permeability decreases the amplitude of the wall-normal velocity component of such motions, i.e., it enhances their anisotropy; this modification can be linked to low frequency trailing edge abatement. To support this finding, the analysis of the wall-normal integral scale shows up to 50% reduction with respect to the baseline case, with larger reduction being measured for the insert with higher permeability. Finally, it is found that porous treatments decrease the streamwise convection velocity, with a maximum reduction relative to the solid surface of 20% measured for the \( d_c = 800 \, \mu m \) insert. It is therefore concluded that the variation of this quantity also supports low frequency noise attenuation.

The previously described modifications of boundary layer properties do not fully explain reported changes in acoustic scattering of porous edges. Thus, the contribution of other likely causes for trailing edge noise production in porous treatments, such as the modification of the acoustic impedance of the edge or the reduction in spanwise coherence of the wall-pressure fluctuations, requires further assessment.
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