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SUMMARY
In seismic exploration, the delineation of large bodies with hard exterior contrasts but nearly constant interior properties is a challenge. Examples include salt diapirs, salt slabs, anhydrite or basalt layers. Salt geometries are of particular interest because they often have hydrocarbon reservoirs on their sides or underneath. This paper introduces a parametric level-set method for the reconstruction of such geometries in seismic full-waveform inversion (FWI). The level-set determines the outline of the salt geometry and evolves during the inversion in terms of its underlying parameters. For the latter, we employ Gaussian radial basis functions that can represent a large class of shapes with a small number of parameters. This keeps the dimensionality of the inverse problem small, which makes it easier to solve. First tests on a simple 2-D square box model show dramatic improvements over classic FWI.

INTRODUCTION
Full-waveform inversion attempts to obtain detailed estimates of subsurface medium parameters by fitting observed seismic data to modeled data. The absence of usable low-frequency data can make the reconstruction of large-scale variations extremely difficult. Tomographic methods, such as traveltime tomography (TT) or migration velocity analysis (MVA), can fill in the spectral gap to some extent. However, these methods are often based on the assumption that the model parameters can be separated in a smoothly varying background velocity and an oscillatory reflectivity component. Based on either diving waves or reflected events, TT and MVA can retrieve the smooth background. Migration subsequently retrieves the reflectivity. FWI bridges the gap between velocity estimation and migration to some extent, but still needs a kinematically accurate background model to start with.

When the separation-of-scale assumption is violated, traditional velocity estimation methods break down. To overcome this issue, several non-linear extensions of conventional MVA have been proposed (Symes, 2008; Biondi and Almomin, 2013). Although these approaches promise to address the ill-posedness of FWI, they are computationally very demanding.

A particularly relevant setting in which the separation-of-scales argument fails to hold is in the presence of strong contrasts, such as salt diapirs, salt slabs, anhydrite or basalt layers. Salt geometries are of particular interest because they often have hydrocarbon reservoirs on their sides or underneath. In these settings, it is reasonable to assume that the subsurface can be described as one or more continuous bodies (salt) with known constant material parameters, surrounded by continuously varying parameters (sediment). Such prior knowledge is very powerful and can help overcome issues with ill-posedness and missing data (Hansen, 1998; Asnaashari et al., 2013; Esser et al., 2016). In this abstract we describe the use of a level-set approach to represent such bodies and cast the inversion in terms of its underlying parameters.

THEORY
The classical least-squares formulation of FWI (Virieux and Operto, 2009) is defined as
\[
\min_m \left\{ f(m) := \frac{1}{2} \| F(m) - d \|_2^2 \right\},
\]
where \( m(x) \in \mathcal{M} \) is the spatially varying model parameter (e.g., the sound speed), \( F : \mathcal{M} \rightarrow \mathcal{D} \) is the forward modeling operator that maps from the model space \( \mathcal{M} \) to the data space \( \mathcal{D} \), and \( d \) represents the observed data.

The optimization problem (1) is typically solved using a Newton-like algorithm (Pratt et al., 1998) as
\[
m^{(k+1)} = m^{(k)} - \lambda_k H_k^{-1} \nabla f(m^{(k)}),
\]
where \( \lambda_k \) is the step size and \( H_k \) denotes (an approximation of) the Hessian of \( f \) at iteration \( k \). The gradient of the objective is given by
\[
\nabla f(m) = J^*(F(m) - d),
\]
where \( J(m) \) is the Jacobian of \( F \) and \( J^* \) denotes its adjoint.

The ill-posedness of the problem requires regularization. We distinguish two types: implicit regularization, where we add a penalty \( \rho(m) \) to the objective in (1) such that \( \rho(m) \approx 0 \) when \( m \in \mathcal{M} \), or explicit regularization, where we expand \( m \) in an appropriate basis. For example, when we expect the model to vary smoothly, we may choose a representation of the form
\[
m(x) = \sum_{i=1}^n m_i \phi_i(x),
\]
where \( \phi_i(x) \) are smooth basis functions, such as B-splines. Alternatively, we can add a penalty term that penalizes the derivatives of \( m \), e.g., \( \rho(m) = \| \nabla m \|_2^2 \) with \( \nabla \) the gradient operator. Such a regularization is motivated by a separation-of-scales argument. Indeed, when the scales of the model are separable, we can invert for a smoothly varying velocity from low-pass filtered data (Bunks et al., 1995).

In some geological settings, however, the scales do not separate, and we need to find an alternative form of regularization. In case we expect our model to have strong discontinuities, a popular choice is a Total-Variation (TV) regularization with \( \rho(m) = \| \nabla m \|_1 \) (Rudin et al., 1992; Lin and Huang, 2014). A disadvantage is that such a regularization acts globally and induces the model to be blocky everywhere.
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In this paper, we propose a mixed representation for the particular case of salt bodies. We represent $m$ as

$$m(x) = \begin{cases} m_1 & \text{if } x \in \Omega, \\ m_0(x) & \text{otherwise.} \end{cases}$$

Here, $\Omega$ indicates the salt-body, $m_1$ is the constant value of the model parameter inside the salt body and $m_0(x)$ denotes the spatially varying parameters in the sediment. It is not straightforward to come up with a penalty term that promotes such structure on $m$, but we can represent the model explicitly as

$$m(x) = (1 - a(x))m_0(x) + a(x)m_1,$$

where $a(x) \in \{0,1\}$ is an indicator function given by

$$a(x) = \begin{cases} 1 & \text{if } x \in \Omega, \\ 0 & \text{otherwise.} \end{cases}$$

Figure 1 sketches three different models, representing the smooth variation, blocky structure and a combination of both. Model 1 typically refers to the sediment structure, while model 2 represents the salt geometry. We generally expect a seismic velocity distribution similar to model 3, combining model 1 & 2.

The inverse problem now consists in finding the set $\Omega$ — or equivalently, the indicator function $a(x)$ — and the model parameters $m_0(x)$ and $m_1$. Because of the requirement that $a \in \{0,1\}$, this is a combinatorial optimization problem. Although efficient (heuristic) algorithms exist for such problems (Batenburg and Sijbers, 2007), we choose a different route and represent $a$ with a level-set function.

**Level-set method**

The basic idea behind level-set methods is to represent the boundary of the domain $\Omega$ as the zero contour of a level-set $\phi(x)$. The domain itself is then defined by $\Omega = \{ x | \phi(x) \geq 0 \}$ and negative values of $\phi(x)$ corresponds to points outside $\Omega$ (Osher and Fedkiw, 2001). This then leads us to represent the indicator function as $a(x) = h(\phi(x))$, where $h$ is the Heaviside function. Figure 2 shows three examples of a level-set function and its corresponding domain $\Omega$.

We now express the model as

$$m(x) = m_0(x)\{1 - h(\phi(x))\} + m_1 h(\phi(x)).$$

Depending on the regularity of $\Omega$, we can impose additional smoothness constraints on $\phi$. The conventional level-set method now aims to find a function $\phi$ such that the corresponding model parameters explain the data, i.e. $F(m_0(x)\{1 - h(\phi(x))\} + m_1 h(\phi(x))) \approx d$. (Burger, 2001; Dorn and Lesselier, 2006). In order to be able to compute sensitivities of the objective with respect to $\phi$, we need to differentiate the Heaviside function, yielding $h'(x) = \delta(x)$ with $\delta$ the Dirac delta function. For numerical computations, it is more convenient to introduce a smooth approximation of the Heaviside function, for example,

$$h_{\epsilon}(x) = \frac{1}{2} \left[ 1 + \frac{2}{\pi} \arctan \left( \frac{\pi x}{\epsilon} \right) \right].$$

Figure 3 shows an example of the Heaviside function and its smooth approximation.

The level-set method was originally introduced for tracking regions in fluid flow applications, providing a natural way to evolve the level-set by solving a Hamilton-Jacobi equation (Osher and Sethian, 1988). In applications like FWI, it is not obvious how to update the level-set away from the boundary of the domain, because $h_{\epsilon}'(x)$ quickly tends to zero. To address this issue, we follow Aghasi et al. (2011) and parametrize the level-set function using $n$ terms as

$$\phi(x) = \sum_{i=1}^{n} \alpha_i \Psi(||\beta_i(x - \chi_i)||_2),$$

where $\Psi$ is a smooth approximation of the Heaviside function.
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where $\chi_i$ are the nodes, $\beta_i$ is a scaling factor, $\alpha_i$ are the weights and $\Psi$ is a radial basis function (RBF), e.g., $\Psi(r) = \exp(-r^2)$. We can now express the inverse problem, for fixed $m_0$ and $m_1$, as

$$\min_{\alpha} \left\{ g(\alpha) := \|F(m(x, \alpha)) - d\|_2^2 \right\},$$

(2)

where $m(x, \alpha) = m_0(x)[1 - h_x(\phi(x; \alpha))] + m_1 h_x(\phi(x; \alpha))$. The gradient of $g$ with respect to the weights is readily computed with the chain rule;

$$\frac{\partial g}{\partial \alpha} = \langle \nabla f, (m_1 - m_0) h_x' (\phi) \rangle \Psi(\| \beta(\cdot - \chi) \|) ,$$

(3)

where $\langle \cdot, \cdot \rangle$ denotes the inner product. Because of the infinite support of the radial basis functions, each basis function contributes to the definition of the boundary. Hence, the derivative $\frac{\partial g}{\partial \alpha}$ will never vanish, unless we are at a (local) minimum where $\nabla f = 0$. An added benefit of this parametrization over the conventional level-set method is that the dimensionality is greatly reduced. Instead of having a finely gridded function as unknown, we now have only $n$ unknowns. This formulation further opens up the possibility for adaptive refinement by optimizing over the location of the nodes $\chi_i$ and scale factors $\beta_i$. We can readily solve the optimization problem (2) using a gradient-based method.

EXAMPLES

To demonstrate the feasibility of the parametric level-set approach, we present two numerical experiments. First, we show that complicated salt bodies can be represented accurately using a single parametric level-set function. Then, we show how the level-set approach can be used to effectively retrieve a square anomaly in a smooth background. In the following examples, the centers ($\chi_i$) and scaling factors ($\beta_i$) are kept fixed. The scaling factors are chosen in accordance with the spacing between the nodes $\chi_i$ to produce reasonable overlap between neighboring RBFs.

SEAM Model

As a first step, we demonstrate the reconstruction of a salt body on the 2-D SEAM model (Fehler and Kelicher, 2011) as a pure imaging problem, without seismic data. Figure 4 displays the velocity model with two salt bodies, having a velocity of 4800 m/s. The wave speed varies from 1490 m/s to 4800 m/s in the sediment. The model is discretized on a grid of $876 \times 756$ points with a grid spacing of 20 m in x and 10 m in z. We abstract the salt body image, $a(x)$, from the velocity model by assigning a value of 1 to the salt and 0 elsewhere. To find the corresponding level-set function, we solve the following least-squares problem

$$\min_{\alpha \in \mathbb{R}^n} \| h_x(\phi(x; \alpha)) - a \|_2^2 ,$$

using a standard Quasi-Newton method. A total of $n = 600$ Gaussian RBFs with $\beta = 5 \times 10^6$ are spread equidistantly over the model grid to parametrize the level-set function. The dimensionality is reduced by a factor of $10^3$ in this case. Figure 5 shows the recovered salt geometry after 200 iterations.

Full-waveform inversion

As the next step, we test FWI in combination with the parametric level-set method as a penalty term, on the simple but non-trivial model depicted in Figure 6. The background velocity increases linearly with depth from 2400 m/s to 2500 m/s. The square anomaly has a constant velocity of 3000 m/s. The model is defined on a 2000 m by 2000 m grid with a grid spacing of 10 m in both directions. The basement reflector is included to produce a more favorable setting for waveform inversion. Note, however, that the reflector is not present in the initial model. We synthetically generate the observed data with 20 sources and 100 receivers placed at top of the model, over a range of 4–16 Hz with a spacing of 0.2 Hz using a frequency-domain finite difference code.

The objective is optimized with respect to the weights $\alpha$ only, keeping the nodes, scaling factors, and the parameters $m_0(x)$ and $m_1$ fixed at their true value. We invert the data using a multi-scale approach in 6 batches: [4–6], [6–8], ..., [14–16], with 10 frequencies each. The optimization is performed by a Quasi-Newton method, L-BFGS, with 100 iterations per frequency batch.

The initial model for conventional FWI is the background model. Figure 7 shows the reconstructed model. The result predicts the upper and lower surface of the anomaly to some extent but fails to identify its proper shape. The basement reflector is reconstructed to some extent, but is curved upward in the center, indicating a failure to correctly identify the velocity of the anomaly.

For the parametric level-set approach, we use 400 Gaussian RBFs with $\beta = 10^{-4}$, spread over the model grid as shown in
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Figure 6: True velocity of the model with sources and receivers at the top

Figure 7: Reconstructed model from classic FWI without the level-set approach

Figure 8: Initial model for the parametric level set with RBF centers

Figure 9: Reconstructed model from FWI with the parametric level-set approach

CONCLUSIONS

We presented the application of the parametric level-set method to full-waveform inversion and salt geometry determination. A small number of Gaussian radial basis function suffice to approximate the level set of a complex salt geometry, leading a large reduction of the problem’s dimensionality and an intrinsic regularization of the problem. We successfully demonstrated the capability of the method by image reconstruction of a complex body, using the level-set representation by itself, as well as by full-waveform inversion on a simple but non-trivial model, using both the least-squares data misfit and the level-set representation.
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