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Chapter 1

Educational Theories and Learning Analytics: From Data to Knowledge

The Whole Is Greater Than the Sum of Its Parts

Jacqueline Wong, Martine Baars, Björn B. de Koning, Tim van der Zee, Dan Davis, Mohammad Khalil, Geert-Jan Houben, and Fred Paas

1 Introduction

Without theories, people could view research findings as disorganized collections of data, because researchers and practitioners would have no overarching frameworks to which the data could be linked.

Schunk (2012, p. 10)

At all levels of education, the widespread use of new technologies such as interactive learning environments, learning management systems (LMS), intelligent tutoring systems (ITS), and online learning provides access to large amounts of student data (e.g. user interaction with online course content; Gašević, Dawson, & Siemens, 2015). Despite being a rich source of information, student data automatically collected in online learning environments is typically not transformed into useful information for teaching and learning (Greller & Drachsler, 2012) and is used poorly across the educational domain (Dawson, Gašević, Siemens, & Joksimovic, 2014). In starting to transform large amounts of student data into useful information for
learning, educational researchers recently have taken an interest in learning analytics approaches (Knight & Buckingham Shum, 2017).

Although learning analytics is an evolving discipline, it draws on research, methods, and techniques from multiple established disciplines such as data mining, information visualization, psychology, and educational sciences (Gašević et al., 2015). Learning analytics is commonly defined as “the measurement, collection, analysis, and reporting of data about the learners and their contexts for the purposes of understanding and optimizing learning and the environment in which it occurs” (Siemens & Long, 2011, p. 34). Trace data, also known as audit trails, log files, and event traces, are captured in online environments as students study the learning materials (Hadwin, Nesbit, Jamieson-Noel, Code, & Winne, 2007). By utilizing learning analytics to examine the trace data, patterns related to learning processes can be identified to deepen our understanding of how students learn and add to the development of learning theories. In turn, this will help guide the design of instructional materials to support and enhance learning.

Given that understanding learning is a highly complex issue (Phillips, 2014), many learning theories have been developed over the last century based on different views of what learning is (Murphy & Knight, 2016). Learning theories are important not only because they can help to explain the phenomenon of learning but also because design principles for learning environments, materials, and tasks can be derived from the theories (Ertmer & Newby, 1993). Moreover, learning theories can help to convert information from learning analytics into actionable knowledge for instructional and learning design.

Importantly, as expressed by Ifenthaler (2017), a synergistic relationship between instructional design and learning analytics exists. On one hand, instructional designers can better evaluate the learning environment, materials, and tasks by processing data about the learners and their complex interactions within the learning environment using learning analytics approaches. On the other hand, learning analytics require theories and principles on instructional design to guide the transformation of the information obtained from the data into useful knowledge for instructional design. Consistent with Ifenthaler’s (2017) view, this chapter emphasizes the importance of taking learning theories into account when employing learning analytics in studies to support study success.

The aim of this chapter is to discuss how learning theories and learning analytics could be integrated in educational research since the whole is greater than the sum of its parts. We will first discuss the definition of learning and the role of learning theories. Then, a qualitative analysis of studies employing learning analytics to examine the current role of learning theories in research using learning analytics will be presented. Section 4 discusses the studies reviewed and proposes an iterative educational research loop to integrate both educational theories and learning analytics.
Understanding Learning

Building strong connections with the learning sciences was listed as one of the future directions of learning analytics by Ferguson (2012). The author reasoned that a good understanding of how learning occurs, how learning can be supported, and how student characteristics influence learning are needed if the goal of learning analytics is to understand and optimize learning. To understand the “how” of learning, one has to first define what learning is. Alexander, Schallert, and Reynolds (2009) proposed that learning can be defined as “a multidimensional process that results in a relatively enduring change in a person or persons, and consequently how that person or persons will perceive the world and reciprocally respond to its affordances physically, psychologically, and socially. The process of learning has as its foundation the systemic, dynamic, and interactive relation between the nature of the learner and the object of the learning as ecologically situated in a given time and place as well as over time” (p. 186). This definition encapsulates the many perspectives of learning that were derived from the evolution of learning theories.

Evolution of Learning Theories

Based on a recent review of papers published in Review of Educational Research (RER) journal over the last century, Murphy and Knight (2016) found that learning sciences have been guided by three predominant theoretical lenses: behavioural, cognitive, and contextual. The authors used the word “lenses” to analogously refer to the theories that researchers use. Just like how a certain lens may be more suitable for taking pictures in one situation than another, one learning theory may be more suitable for understanding learning in one environment than another. At the beginning of the twentieth century, learning was viewed as a change in behaviour (for an overview of learning theories, see Ormrod, 1999). Using the behavioural lens (e.g. Skinner, 1977), researchers focused on the responses of individuals to the environment and the ways to condition the desired responses. Several theories, such as classical conditioning and drive reduction theory, emerged from the behavioural viewpoint. In the middle of the twentieth century, the cognitive lens (e.g. Ausubel, 1969) was used, viewing learning as a change in the mind of an individual. The focus was on understanding the mental processes that influence the processing and storing of information in the mind. Multiple theories, such as information processing theory and cognitive constructivism, developed under the cognitive lens. Although behavioural and cognitive lenses explained changes in one’s behaviour and mind, researchers were missing theories to explain social factors that influence learning that occurred in groups. The contextual lens arose to fill this gap. Under the contextual lens (e.g. Vygotsky, 1978), learning was viewed as contextually bound and a result of social interactions. Theories that developed from the contextual lens included social constructivism and social learning theory.

Murphy and Knight (2016) concluded that the shift in theoretical lens occurs when findings from new studies cannot be explained by the existing lens.
However, a shift in theoretical lens does not invalidate the prior lens. Instead, each theoretical lens offers researchers the filter to focus on different areas of learning. More importantly, multiple theories can coexist and be simultaneously used to guide instructional practice. Therefore, it is at the discretion of learning scientists and learning analysts to recognize these nuanced perspectives of learning provided by the different lenses and apply learning theories based on the learning materials, learning conditions, learning tasks, and learner characteristics.

3 Role of Educational Theories in Learning Analytics

Given that learning theories evolved to accommodate new findings from studies, one might question if there is a need for learning theories. There is no doubt that a learning theory has to be built upon collective findings from studies (Alexander, 2006). Yet, without a theory to begin with, researchers will not know what to look out for. This conundrum of not knowing what to look for is magnified in research utilizing learning analytics since studies conducted in online learning environments usually involve the collection of immense amounts of data. Therefore, a good theory is needed to guide researchers (Alexander, 2006). Using the theoretical lens of a learning theory, researchers will be better positioned to formulate their research questions, make hypotheses about what learning outcome to expect, make decisions on the research methods, and finally, make interpretations of the results derived from learning analytics approaches (Murphy & Knight, 2016).

Since one of the aims of learning analytics is to advance educational research and practice, it is of interest to take a look at how well learning theories are being referred to or investigated in studies employing learning analytics to support study success. Na and Tasir (2017) found mixed effects of the use of learning analytics interventions to support students’ success. However, it is not clear whether the learning analytics interventions in the studies reviewed were based on specific learning theories or whether any learning theories were mentioned in the studies. Gaining insight into this is important to aid our understanding of how learning analytics can affect study success. Therefore, the current study extends the Na and Tasir study by investigating whether studies employing learning analytics to support study success take into account learning theories and, if so, to what extent the learning theories are guiding the studies. The main research question addressed in our review is as follows:

Which learning theories have been used in the studies examining learning analytics approaches to support study success?

3.1 Research Methodology

The review methodology consisted of four sequential steps qualifying it as a systematic qualitative review: (a) literature search based on keywords to identify relevant papers, (b) assessment of search results to select a set of primary studies, (c)
categorising and integration of the results, and (d) reporting the findings (Gikandi, Morrow, & Davis, 2011).

The aim of the first step was to identify published papers examining study success using learning analytics. Given that learning analytics has been applied to examine success in different domains and at various levels of education, broad search terms (i.e. study success, student success, and achievement) were used to capture all forms of success and achievement related to study and student. The search string “learning analytics” AND (“stud* success” OR “achievement”) was used to search for papers indexed in the databases of Scopus (http://www.scopus.com) and Web of Science (http://www.webofknowledge.com/wos) in December 2017. These two databases were chosen because of their multidisciplinary indexing of articles across journals and conferences. We only included papers published in journals and conferences over the last 7 years starting from 2011 when the first learning analytics and knowledge conference proceeding was published. After removing duplicates, 164 papers that were published in 46 journals and 33 conference proceedings remained.

The second step was to select a set of primary studies. Given the aim of the study was to qualitatively review the role of learning theories in studies employing learning analytics, impact factors were used to identify papers that were published in top five journals and conferences. We ranked the scientific influence of the 46 journals based on impact factors obtained from Scimago Journal and Country Rank (SJR; SCImago, 2007) and Journal Citation Reports (JCR). The two impact factors were taken into account as SJR is built on Scopus database, while JCR is built on Web of Science database. We ranked the conferences using H-index obtained from Google Scholar Metrics since conferences were not ranked by SJR or JCR. Table 1.1 shows

Table 1.1 Number of papers selected based on five highest-ranked journals according to the journal titles in alphabetical order

<table>
<thead>
<tr>
<th>Publications</th>
<th>Number of papers</th>
<th>SJR</th>
<th>JCR</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Computers &amp; Education</em></td>
<td>6</td>
<td>2.61</td>
<td>3.82</td>
</tr>
<tr>
<td><em>International Journal of Computer-Supported Collaborative Learning</em></td>
<td>6</td>
<td>1.47</td>
<td>3.47</td>
</tr>
<tr>
<td><em>Computers in Human Behaviour</em></td>
<td>1</td>
<td>1.60</td>
<td>3.44</td>
</tr>
<tr>
<td><em>Internet and Higher Education</em></td>
<td>4</td>
<td>2.83</td>
<td>4.24</td>
</tr>
<tr>
<td><em>Journal of Computer Assisted Learning</em></td>
<td>1</td>
<td>1.65</td>
<td>1.25</td>
</tr>
<tr>
<td><em>Soft Computing</em></td>
<td>1</td>
<td>.75</td>
<td>2.47</td>
</tr>
<tr>
<td><em>Conference titles</em></td>
<td><em>H-index</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Americas Conference on Information Systems (AMCIS)</td>
<td>1</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>ACM Conference on International Computing Education Research (ICER)</td>
<td>2</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>Conference on User Modeling, Adaptation and Personalization (UMAP)</td>
<td>1</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>IEEE Global Engineering Education Conference (EDUCON)</td>
<td>2</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>International Learning Analytics and Knowledge Conference (LAK)</td>
<td>2</td>
<td>32</td>
<td></td>
</tr>
</tbody>
</table>
the distribution of papers published across the top five journals and conferences according to the SJR, JCR, and H-index. This selection process resulted in a set of 27 papers published in 6 journals and 5 conferences.

The 27 papers went through a second selection process based on the study type (i.e. experimental, correlational, student survey only, and conceptual/review). We selected only empirical papers (i.e. experimental and correlational studies) for the review, specifically papers that used learning analytics approaches to analyse trace data obtained from the online learning environments. This allowed us to examine whether the studies referred to learning theories when employing learning analytics approaches to analyse the trace data. We refer to the definition of learning analytics as “the measurement, collection, analysis, and reporting of data about the learners and their contexts for the purposes of understanding and optimizing learning and the environment in which it occurs” (Siemens & Long, 2011, p. 34). Therefore, we selected studies that collected data about the learner in online learning environment. During this selection process, papers that used student surveys only (Atif, Bilgin, & Richards, 2015; Tan, Yang, Koh, & Jonathan, 2016; Zhuhandar, Yang, & Lytras, 2013), reviews (Tlili, Essalmi, Jemni, & Chen, 2016), and conceptual papers (Kim & Moon, 2017; Wise & Schwarz, 2017; Yassine, Kadry, & Sicilia, 2016) were removed. This resulted in a final set of 20 empirical papers involving the analysis of trace data using learning analytics approaches.

In the third step, the 20 papers were read in detail and categorised according to the learning theories mentioned in the papers. Information on the studied learning environment, the learning analytics techniques/application applied, and the types of data collected were extracted from each paper. Finally, the findings of the papers were integrated and qualitatively reviewed based on the learning theories mentioned in the papers to answer the research question.

3.2 Results and Discussion

Among the set of 20 papers, there were only two (quasi)experimental papers (i.e. Rowe et al., 2017; Tabuenca, Kalz, Drachsler, & Specht, 2015) comparing different treatment conditions. Tabuenca et al. (2015) compared the effects of delivering notifications between a fixed and a random schedule to support self-regulated learning, while Rowe et al. (2017) compared the use of in-game measures of implicit science knowledge either as a bridge or as a supplement to teaching activities to enhance learning. The rest of the 18 papers were correlational studies.

3.2.1 Learning Theories and Learning Analytics Applications

After categorising the papers, 16 studies were found to mention theories related to learning, while the other four studies did not. Table 1.2 shows a summary of the learning theories mentioned in the 16 studies, the learning environments in which
the studies were deployed, the learning analytics approaches used, and the types of data that were collected. Most studies tended to be situated within self-regulated learning \((n = 6)\), followed by motivation \((n = 2)\), and social constructivism \((n = 2)\). Another six individual studies used other concepts related to learning (i.e. learner effort, feedback, deep learning, engagement, implicit knowledge, and a combination of concepts).

Self-Regulated Learning

Self-regulated learning (SRL) was the most employed theory related to learning in the selected studies. Models of SRL characterize self-regulated learners as students who actively use and adjust their learning strategies to achieve their learning goals (Bos & Brand-Gruwel, 2016; Kizilcec et al., 2017). There were six studies (i.e. Bos & Brand-Gruwel, 2016; Jovanović et al., 2017; Kizilcec et al., 2017; Siadaty et al., 2016; Tabuenca et al., 2015; You, 2016) which examined the use of learning analytics albeit in different learning environments (e.g. MOOCs and LMS). You (2016) used hierarchical regression analyses to identify events from data generated in learning management systems (LMS) to predict course achievement in e-learning courses. The results showed that students who accessed the content videos within the instructor-scheduled time and watched the full length of the video were the strongest predictor of course achievement, followed by the number of late submissions, the number of course logins, and whether the course information was downloaded.

Instead of predictive modelling, Jovanović et al. (2017) employed an exploratory learning sequence analysis to compare learning sequences of high performers and low performers in a flipped classroom. Low performers mostly focused on summative assessments that counted towards their final course scores, while high performers engaged with all the activities (i.e. formative assessment, summative assessments, reading materials, and videos) evenly. Using agglomerative hierarchical clustering based on Ward’s method, the authors identified five student profiles (i.e. intensive, highly strategic, strategic, selective, and highly selective) based on the activities that students chose to engage in (e.g. focus on summative assessment or focus on course video). While the learning analytics approach helped to detect and describe differences in students’ learning behaviour, it could not provide reasons as to why students’ behaviour differed.

To be able to explain differences in students’ behaviours, Kizilcec et al. (2017) correlated student behavioural data with student self-reports about their learning approach. The authors examined the relationship between SRL survey data, student interactions with course contents in MOOC, and personal goal attainment. The results showed that students’ self-reported level of SRL was related to their intentions in completing the course. Students who scored higher on goal setting and strategic planning were more likely to attain their goals, while students who reported more help-seeking were less likely to attain their goals. In general, students with higher self-reported use of SRL strategies spent more time revisiting assessments.
<table>
<thead>
<tr>
<th>Learning theories used</th>
<th>Authors</th>
<th>Learning environment</th>
<th>LA technique/application</th>
<th>Trace data collected</th>
<th>Performance-related measures</th>
</tr>
</thead>
</table>
| Self-regulated learning (SRL) | Bos and Brand-Gruwel (2016) | LMS, blended course | – Clustering
– Multiple regression analysis | Time spent viewing recorded lectures, number of formative assessment completed and score on the formative assessment, time spent using the LMS, and number of clicks in the LMS (e.g. announcements, video files, viewing grades) | Mid-course and final course assessment, self-reported inventory of learning styles (ILS) |
|                        | Jovanović, Gašević, Dawson, Pardo, and Mirriaí (2017) | Flipped course with learner dashboard | – Learning sequence analysis
– Clustering | Number of correctly and incorrectly solved summative and formative assessment items, number of solutions requested, number of videos played, number of access to content, dashboard, and schedule | Midterm and final exam scores |
|                        | Kizilcec, Pérez-Sanagustín, and Maldonado (2017) | MOOCs | – Logistic regression models
– Transition graphs | Number of transitions from one interaction state type (e.g. begin a video to complete a video) and time spent on each type of learning material, number of learning materials interacted | Course goals (i.e. earning a course certificate, complete all assessments, and complete all lectures), self-reported self-regulation of learning |
<p>|                        | Siadaty, Gašević, and Hatala (2016) | Learn-B environment | – Trace-based methodology | Number of actions performed by students in the learning environment (e.g. clicking on different competencies, choose an available learning path, rate a learning path) | Perceived usefulness of the features provided in the learning environment |
|                        | Tabuenca et al. (2015) | Online course with support from mobile application | – SQL queries to examine the distribution of study time | Students log their study time on the mobile application which in turn visualizes the summary of their recording that shows the time spent per assignment | Course grades, self-reported self-regulation of learning |</p>
<table>
<thead>
<tr>
<th>Theory</th>
<th>Source</th>
<th>Platform</th>
<th>Methodology</th>
<th>Measured Variables</th>
<th>Analysis</th>
<th>Course Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motivation (achievement goal)</td>
<td>You (2016)</td>
<td>LMS, e-learning</td>
<td>Hierarchical regression</td>
<td>Time spent viewing the instructional videos, number of course logins, number of late submission, students’ reply to instructor’s post, fulfilment of attendance, number of posting in the discussion board</td>
<td>Midterm and final exam scores</td>
<td></td>
</tr>
<tr>
<td>Motivation (achievement goal)</td>
<td>Lonn, Aguilar, and Teasley (2015)</td>
<td>Summer bridge programme</td>
<td>Multiple linear regression</td>
<td>An early warning system that assigned students one of the three statuses (i.e. encourage, explore, engage) based on the points students earned on their coursework, difference between the course average, and number of logins</td>
<td>Course grades, pre- and post-measures of self-reported achievement goals (i.e. mastery and performance approach and performance-avoidance orientation)</td>
<td></td>
</tr>
<tr>
<td>Motivation (mastery, value beliefs, individual interest, and situational interest)</td>
<td>Barba, Kennedy, and Ainley (2016)</td>
<td>MOOC</td>
<td>Structural equation modelling</td>
<td>Number of clicks on videos and number of quiz attempts</td>
<td>Final grade</td>
<td></td>
</tr>
<tr>
<td>Socio-constructivism (interaction types: student-content, student-instructor, student-student)</td>
<td>Joksimović, Gašević, Loughin, Kovanović, and Hatala (2015)</td>
<td>LMS</td>
<td>Hierarchical linear mixed models using restricted maximum likelihood (REML) estimate</td>
<td>Number of time spent on four types of interaction (i.e. student-student, student-content, student-teacher, student-system)</td>
<td>Final course grades</td>
<td></td>
</tr>
<tr>
<td>Social learning theory</td>
<td>Carter and Hundhausen (2016)</td>
<td>Social programming environment</td>
<td>Chi-squared test</td>
<td>Number of interaction types (i.e. post, reply, receive a suggestion), topic of post, progress in the course</td>
<td>Average grade for programming assignment and final course grade</td>
<td></td>
</tr>
<tr>
<td>Learner effort (distributed practice)</td>
<td>Zhao et al. (2017)</td>
<td>MOOC</td>
<td>k-means clustering</td>
<td>Time spent watching videos and quiz score</td>
<td>Eligibility to earn a course certificate</td>
<td></td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>Authors</th>
<th>Learning environment</th>
<th>LA technique/application</th>
<th>Trace data collected</th>
<th>Performance-related measures</th>
<th>Scores on the group project’s final solution</th>
<th>Feedback (process-oriented)</th>
<th>Scores on the group project’s final solution</th>
<th>Final grades</th>
<th>Pre-/post-assessment improvement</th>
<th>Final course grades</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sedrakyan, Snoeck, and de Weerdt (2014)</td>
<td>Process model discovery and dotted chart analysis (JMermaid)</td>
<td>– Process model discovery and dotted chart analysis (JMermaid)</td>
<td>Event log of students’ group work during the modelling process (i.e. create, edit, delete, redo, and copy)</td>
<td>Time spent in the learning environment, number of times an action was performed (i.e. write a command, open a webpage, open a file with an editor, and use the C compiler, memory profiler, and C debugger), time spent performing each action</td>
<td>Final grades</td>
<td>– Multiple regression analysis</td>
<td>– Multiple regression analysis</td>
<td>Final course grades</td>
<td>Final course grades</td>
<td></td>
</tr>
<tr>
<td>Deep learning</td>
<td>Virtual appliance – Multiple regression analysis</td>
<td>– Multiple regression analysis</td>
<td>Number of reading days, number of reading sessions, time spent reading, number of pages read, number of highlights, number of bookmarks, number of notes</td>
<td>Implicit knowledge measured by in-game behaviour involving specific strategic moves in game</td>
<td>Final course grades</td>
<td>– Hierarchical linear regression analysis</td>
<td>– Hierarchical linear regression analysis</td>
<td>Final course grades</td>
<td>Final course grades</td>
<td>Final course grades</td>
</tr>
<tr>
<td>Rowe et al. (2017)</td>
<td>Computer game – Approach map for network clustering</td>
<td>– Approach map for network clustering</td>
<td>– Approach map for network clustering</td>
<td>LMS in blended course – Combining of concepts (active participation, engagement, consistent effort and awareness, interaction)</td>
<td>– Approach map for network clustering</td>
<td>– Approach map for network clustering</td>
<td>– Approach map for network clustering</td>
<td>Final course grades</td>
<td>Pre-/post-assessment improvement</td>
<td>Final course grades</td>
</tr>
<tr>
<td>Kim, Park, Yoon, and Jo (2016)</td>
<td>LMS in blended course – Combining of concepts (active participation, engagement, consistent effort and awareness, interaction)</td>
<td>– Combining of concepts (active participation, engagement, consistent effort and awareness, interaction)</td>
<td>– Combining of concepts (active participation, engagement, consistent effort and awareness, interaction)</td>
<td>Time spent on LMS, number of LMS visits, number of discussion board visits, interval between discussion board visits, number of replies received by a student generated by a student</td>
<td>Final course grades</td>
<td>– Random forest technique to create a prediction model for student engagement</td>
<td>– Random forest technique to create a prediction model for student engagement</td>
<td>Final course grades</td>
<td>Pre-/post-assessment improvement</td>
<td>Final course grades</td>
</tr>
</tbody>
</table>
Based on the results, the authors suggested MOOC instructors to guide students in goal setting and strategic planning activities.

Instead of analysing temporal learning sequences, Bos and Brand-Gruwel (2016) chose a more direct method of counting the number of times an activity was done and the time spent on the activities in the learning environment. Similar to Kizilcec et al.'s (2017) study, Bos and Brand-Gruwel (2016) combined SRL survey data with data generated in a LMS platform. In the study, students were first clustered based on their scores on the administered SRL surveys. The analysis resulted in three clusters: (1) students who reported lack of regulation when external regulation is absent, (2) students who reported use of self-regulation strategies when external regulation is absent, and (3) students without a clear regulation strategy. The results showed that although students in the three clusters used the online resources to a similar extent (e.g. number of videos watched), they benefited differently from the use of the same resources. Frequencies of login and time spent in the LMS alone were found to be poor predictors of students' performance. This is not surprising given that the duration measured may not be the actual time students spent processing information on the page in an online environment.

Two studies were found to examine interventions that support SRL. Siadaty et al. (2016) examined the relationship between students' perceived usefulness of the interventions and actual use of SRL interventions. Seven SRL scaffolds were embedded in a technologically enhanced learning environment: (1) usage information, (2) social context of the workplace, (3) progress towards goal attainment, (4) peer-recommended learning goal, (5) system-recommended competencies, (6) system-recommended learning path, and (7) learning resources students own or have shared with the organization. The authors predefined activities in the online environment to measure SRL processes. For example, rating a learning path in the online environment is a measurement of self-evaluation as a SRL process. The analysis of students' activities in the online environment showed that (1) frequencies of planning activities were related to looking at usage information, social context of workplace, and system-recommended competencies and learning path, (2) frequencies related to performance phase were related to information about social context of the workplace and learning resources they own or have shared with the organization, and (3) frequencies related to reflection phase were related to competences of goals. The findings suggested that providing information on social context of the workplace had the highest impact on processes of SRL. The authors concluded that recommender system technology should be integrated in modern workplace environments to support SRL. Although this study showed that recommender system technology enhances SRL on the whole, it is not clear which factors in particular (e.g. system-recommended competencies or system-recommended learning path) influenced SRL. Moreover, a recommender system might increase students’ reliance on the recommendations instead of their own regulation of learning.

In another experimental intervention study by Tabuenca et al. (2015), a within-subjects design was used to examine the effect of a mobile tool for tracking and monitoring study time on SRL. At different time points in the study, students received notifications containing tips for time management that were either generic...
or based on learning analytics at random time or on a fixed schedule. Students reported an increase in perceptions of time management and planning skills after the notification intervention. Students specifically preferred notifications sent early in the day with learning analytics information about their personal time management and behaviour. Activities in the time logs showed that students were more active at certain time periods and on certain days, and there were more records of study time whenever notifications were sent. However, students who had more time logs did not score higher in the final exam than students who had less time logs.

The six discussed studies exemplify the complexity of examining SRL in an online environment. SRL processes consist of a broad range of learning strategies such as time management, goal setting, and planning. The studies used different learning analytics approaches to examine the trace data. Trace data can be examined by aggregating an action in terms of frequencies and time spent on the online materials (e.g. Bos & Brand-Gruwel, 2016), action in context such as submitting an assignment on time (e.g. You, 2016), transitions of activities (e.g. Kizilcec et al., 2017), and learning sequences (e.g. Jovanović et al., 2017). The learning analytics approaches provide insights into what students do in the online environment that might relate to SRL. However, trace data alone are insufficient to explain students’ behaviour. Among the selected studies, four studies attempted to shed more light on this by relating trace data to self-report data. The combination of trace data and self-reports enables a deeper understanding on the relationship between SRL and students’ behaviour. For example, students who reported higher levels of SRL also spent more time revisiting assessments (Kizilcec et al., 2017). It should be noted that these studies involved primarily correlational analyses, so causality cannot be inferred from these studies. Therefore, there is a need for more experimental studies such as the Tabuenca et al.’s (2015) study. Together, the selected studies suggest that SRL is a promising area in which learning theories and learning analytics converge.

Motivation

Two studies (i.e. Barba et al., 2016; Lonn et al., 2015) examined motivation, each with a different theoretical approach. Barba et al. (2016) examined the impact of general motivation (i.e. individual interest, mastery approach, utility value beliefs) and state-level motivation (i.e. situational interest). Motivation in this study was defined as systems of beliefs that can be activated by contextual and personal factors. Using structural equation modelling, they investigated the relationship between motivation, participation, and study success in MOOCs. The different types of motivation were measured by surveys, whereas participation in MOOC activities was measured by the number of videos viewed and the number of quizzes attempted. The results showed that students who reported a mastery approach towards learning attempted more quizzes. Students’ report of higher situational interest was related
to larger number of videos watched. The strongest predictor of final grades in the MOOCs was the number of quizzes attempted followed by situational interest. These results suggest that it is important for MOOC designers to focus on supporting situational interest.

The study by Lonn et al. (2015) focused on achievement goal theory to measure the effects of a learning analytics intervention in a summer bridge programme. Achievement goal theory was used to conceptualize students’ two types of motivation orientation: mastery goals focus on the development of personal competencies, while performance goals focus on showing competence compared to others. The intervention in Lonn et al.’s (2015) study consisted of an early alert system that tracked students’ progress to identify whether they were at risk. Student advisors in the course could then look at the information provided by the early alert system and act accordingly. Results of the study showed that the mastery approach decreased over time, suggesting that the learning analytics intervention is negatively correlated to mastery approach. Therefore, the study suggested that this learning analytics intervention should be implemented with caution as it may have a negative influence on student motivation.

Both discussed studies used surveys to measure motivation instead of predefining student activities in the log data as proxies of motivation (as was, e.g. done in the SRL study by Siadaty et al., 2016). This could be due to the fact that motivation is a cognitive process related to goal-directed behaviour (Schunk, 2012). The two studies exemplify the important relationship between learning theories and learning analytics. Barba et al. (2016) linked student motivation to participation, providing insights to how motivation can be manifested in learning behaviours. This suggests that learning analytics can help to quantify learning behaviours to deepen our understanding of motivation—what behaviours are related to motivation. Lonn et al.’s (2015) study showed that learning analytics interventions can affect motivation. This suggests that learning theories can help guide the implementation of learning analytics interventions—how can motivation be supported to enhance study success.

Social Constructivism

Two studies (i.e. Carter & Hundhausen, 2016; Joksimović et al., 2015) were categorised under the theoretical framework of social constructivism. As discussed in Sect. 2, social constructivism can be viewed from a contextual lens. Under this view, learning does not occur only within the learner but is contextualized and dependent on the environment. These studies examined the interactions in online learning environments and related the interactions to theory of social constructivism. Carter and Hundhausen (2016) examined peer interactions using trace data generated in a programming environment where students could pose and answer questions. The results showed that students who asked a question, received a suggestion, and acknowledge the suggestion were more likely to make progress in the course and achieve better final grades.
Joksimović et al. (2015) not only examined student-student interaction but also interaction between student and instructor, student and content, and student and system in an online course. The analytical approach involved identifying the interactions, classifying them into interaction types, calculating the frequency and time spent on each interaction type, and statistically analysing the relationship between interaction types and final grades. The results showed that student-system interactions were positively related to final grades, while student-content interactions were negatively related to final grades. Also, student-instructor interactions were negatively correlated to final grades in core courses only. Based on these results, the authors suggested that the different courses (i.e. core, elective, and foundational courses) require different forms of interactions to support the learning process.

The discussed studies demonstrate that using learning analytics enables researchers to examine the effect of actual interactions instead of relying on only perceived interactions. The results from the two studies showed that interactions such as student-student interactions (Carter & Hundhausen, 2016) or student-system interactions (Joksimović et al., 2015) can differentially affect grades. Future studies can build on these two studies to further compare different properties of interactions (e.g. asynchronous, synchronous, virtual, augmented). In addition, learning analytics can also be used to help students monitor their interactions. To conclude, there is a reciprocal relationship between learning analytics and social constructivism. Learning analytics provide evidence for learning from a social constructivist perspective, while social constructivism helps to make sense of interaction data provided by learning analytics.

Studies Using Specific Learning Concepts

In this section, other specific learning concepts mentioned in individual papers are discussed. What stands out is that the extent to which the learning theories were discussed in the studies as well as the moment at which they were introduced varied. Most studies introduced the learning theories at the beginning but failed to link the patterns or clusters obtained back to the learning theories. In some studies, certain concepts related to learning were mentioned although no clear learning theories were stated.

Zhao et al. (2017) investigated the link between assessment and learner effort within a MOOC. Educational researchers suggest that learner effort should be distributed evenly across topics and course weeks. This appears to be related to the concept of distributed practice (Dunlosky & Rawson, 2015). Results of the study showed that MOOC students behaved differently after meeting the minimum passing requirement. Some students reduced their engagement with videos and quizzes after passing, suggesting that students who passed did not necessarily have complete mastery of all course content. The authors concluded that differences in post-passing behaviours may be related to students’ motivation for taking the course. However, student motivation was not actually measured in this study.
The role of feedback is mentioned in Sedrakyan et al.’s (2014) study. Feedback can be linked to several learning theories depending on the focus of the feedback (Thurlings, Vermeulen, Bastiaens, & Stijnen, 2013). Feedback is also viewed as an important component of self-regulated learning (Butler & Winne, 1995). Sedrakyan et al. (2014) examined whether quality of work can be predicted by differences in students’ learning patterns. Based on a three-dimensional analysis (i.e. hierarchical, modelling, and time trend), the results showed that the quality of work can be predicted by students’ learning pattern. This suggested that instructors can identify poor-performing students and provide process-oriented feedback during the task to enhance their quality of work. The potential of feedback to support learning is proposed but not investigated in the study.

Romero-Zaldivar et al. (2012) employed the concept of deep learning (Webb, 1997) to evaluate the effectiveness of a virtual appliance where students interact with the tools from a pre-installed application on the computer. Based on the assumption of deep learning, learning is enhanced when students have high level of interactions with the learning tools. Predictive modelling based on the frequency and time spent with the tools in the learning environment showed that students’ final grades can be predicted by the use of two out of the six tools available. However, the authors did not relate the activities back to the concept of deep learning.

Likewise, predictive modelling was used in Junco and Clem’s (2015) study in which theory of engagement was mentioned. The authors gave a brief background on the theory on engagement by Astin (1984) which suggested that amount of learning is related to the amount of time and effort that students invest. Course outcomes were predicted based on the usage data generated from a digital textbook. The results showed that time spent reading was significantly related to course grades. Also, students in the top tenth percentile used more highlights than students in the lower 90th percentile. The study did not further examine the texts that were highlighted, as such, it is not clear how students were using the highlights to support their reading.

Rowe et al. (2017) examined the assessment of implicit science knowledge in digital games. Implicit knowledge is defined as what learners are able to do given their existing understanding. In-game measures of implicit learning were first developed using educational data mining technique. The digital games were then either used as a bridge for science class or as an extra activity outside of class or not used at all in an experimental study. Using hierarchical linear models, the results showed that the in-game measures of implicit knowledge correlated to external measures of learning (i.e. post-assessment). Moreover, students did better in the course when teachers use information about students’ implicit knowledge for explicit teaching.

Kim et al. (2016) constructed proxy variables in an asynchronous online discussion environment to measure various concepts related to learning: active participation in the course, engagement with discussion topics, consistent effort and awareness, and interaction. Psychological and behavioural characteristics of high-performing students were then identified for each concept. For instance, psychological and behavioural characteristics of consistent effort and awareness were responsibility, punctuality, time management, and intrinsic motivation.
These characteristics were further operationalized by proxy variables that can be measured by the log file data such as interval regularity of visit to the online environment, total time spent, number of LMS visits, number of discussion board visits, and number of posts. To evaluate how well the proxy variables were able to predict good and poor performers, the authors used random forest technique to develop the prediction model. The results indicated that, using the proxy variables, the prediction model was highly accurate. The authors suggested that for whole-class discussions, students can be encouraged to reply to others and be supported to work towards more in-depth discussion. For team-based discussion, the authors suggested employing support for cognitive engagement at the beginning and sustain engagement throughout the course.

The studies mentioned above suggest that learning analytics have the potential to provide information on various learning-related concepts. Learning analytics add value to educational research through the collection of different sources of data (e.g. trace data) and measuring and analysing the data in ways that can be related to learning theories (e.g. predictive models and clustering). However, for learning analytics to achieve the potential of providing deeper insights to learning, it is important to first clearly determine which learning theories are being investigated so that decisions can be made on which data to be collected and which analytical method to be used.

### 3.2.2 Absence of Learning Theories

Out of the 20 empirical studies that used correlational and experimental design, 16 studies were found to mention certain learning theories or concepts related to learning. The four studies that did not mention any learning theories were mainly focused on using exploratory approaches to identify student behaviours predictive of academic achievement. Studies by Brooks, Erickson, Greer, and Gutwin (2014) and Liu and d’Aquin (2017) used clustering methods to identify groups of learners that were most likely to be successful. The third study by Carter, Hundhausen, and Adesope (2015) argued that theories in learning research lacked the ability to predict “student performance that are dynamic, robust, and continuously updated throughout a course”. Therefore, they proposed a normalized programming state model that explained how removing compilation errors from a programme is related to better achievement. Finally, Marbouti, Diefes-Dux, and Madhavan (2016) compared seven prediction methods to evaluate the models’ accuracy in identifying at-risk students: (1) Logistic Regression, (2) Support Vector Machine, (3) Decision Tree, (4) Multi-Layer Perceptron, (5) Naive Bayes Classifier, (6) K-Nearest Neighbour, and (7) ensemble model. The accuracy of the models depends on the performance data collected which can be affected by quality and reliability of the grading. This suggests that there is no one prediction method that is the most accurate. Together, while the studies using various learning analytics methodologies without mentioning learning theories do provide insights into factors influencing student success, we argue that more direct links with learning theories would help to advance the conversation from “what are the factors that influence learning?” to “how and why do these factors influence learning?”.
4 Conclusion and Suggestions for Future Research

The aim of the current review was to investigate which theories have been used in studies employing learning analytics to support study success. We searched for studies in two major databases and selected 20 empirical papers for the final review. Based on the studies reviewed, self-regulated learning (SRL) appears to be widely referenced in studies employing learning analytics (i.e. Bos & Brand-Gruwel, 2016; Jovanović et al., 2017; Kizilcec et al., 2017; Siadaty et al., 2016; Tabuenca et al., 2015; You, 2016). There are also two studies related to theories about motivation (i.e. Barba et al., 2016; Lonn et al., 2015) and two studies related to theories on social constructivism (i.e. Carter & Hundhausen, 2016; Joksimović et al., 2015). There are several single studies on different concepts related to learning such as learner effort (i.e. Zhao et al., 2017), feedback (i.e. Sedrakyan et al., 2014), deep learning (i.e. Romero-Zaldivar et al., 2012), engagement (i.e. Junco & Clem, 2015), and implicit knowledge (i.e. Rowe et al., 2017). Kim et al.’s (2016) study is the only exception that examined multiple concepts related to learning (i.e. active participation, engagement, consistent effort and awareness, interaction).

All of these studies are examples of how learning theories are used in studies that employed learning analytics to examine student behaviours in online learning environments. We observed that, at present, learning theories have been used in studies employing learning analytics in two ways. First, learning theories help to guide decisions on the types of data to be collected and the learning analytics approaches to take. From the studies, it is noted that similar data points (e.g. time spent on an activity) can be used as proxies related to different learning theories (e.g. SRL and engagement). Therefore, learning theories play an important role in explaining the concept of learning that is being measured. For example, researchers examining SRL may focus on learning sequences (e.g. Jovanović et al., 2017), while researchers taking the perspectives of socio-constructivism may focus on students’ interactions with instructors and other students. Second, learning theories help researchers to explain why students might behave in certain ways and why behaving in certain ways might lead to study success. For example, students who are better at SRL are more inclined to revisit assessments and, hence, more likely to be successful learners (Kizilcec et al., 2017).

Although this chapter has identified several learning theories mentioned in studies employing learning analytics approaches to support study success, a trend that we observed is that learning theories are often briefly mentioned or introduced at the beginning of the articles but rarely circled back to contextualize the results with the learning theory mentioned (e.g. Romero-Zaldivar et al., 2012). While the first part (introducing the theory) is certainly a step in the right direction, we contend that a robust, thorough employment of learning theory in learning analytics should use the results obtained from the various analyses to make direct inferences about the applicability of the theory on the learning behaviour observed (and also, perhaps, the method applied, as learning analytics borrows from a very wide variety of methodologies). As learning analytics is a young, blossoming, interdisciplinary field, it is comprised of researchers from a plethora of other fields, each bringing
with them various levels of expertise in different topics. And, as is often the case in interdisciplinary research, knowledge from some fields will inevitably be more prominent than others. For example, a large part of learning analytics research comes from computer science departments (Dawson et al., 2014). To move forward within the learning analytics field, it is imperative that learning analytics researchers, regardless of their base discipline, go beyond a surface-level understanding of the learning theory or theories they are employing. Instead of having it merely as a framing at the beginning of a paper, the learning theories should be integral to the research narrative and provide explanations at every stage about how the theory informed each decision along the way.

Learning theories play an important role in transforming results obtained from learning analytics into insights about learning. While learning analytics can help to identify patterns of student behaviours and add new understanding to the field of educational research, it alone does not provide explanations for underlying mechanism. The analysis of trace data in Jovanović et al.’s (2017) study helped to detect series of student actions corresponding to the unfolding of learning strategies used by the students, yet the results fall short in explaining what underlying factors could have accounted for the differences in the use of learning strategies between different groups of students. In accordance with learning theory related to self-regulated learning in Zimmerman’s model (Zimmerman & Campillo, 2003), the use of learning strategies is preceded by self-motivational beliefs and processes of task analysis. By adopting Zimmerman’s model in their study, Jovanović et al.’s (2017) could examine whether motivational beliefs influence students’ use of learning strategies manifested in the different series of student actions. When using learning theories, researchers should recognize that a theory may have a number of constructs, for instance motivational beliefs can include self-efficacy beliefs, goal orientation, and task interest. Therefore, discussions among researchers are needed to discern learning theories that may align better with learning analytics. The potential of learning analytics can only be realized when the nuances of learning theories are aligned with the nuances of the data.

Another trend that we observed was the considerable overlap in the analytical techniques found in several studies. For instance, regression was mostly used as the analytical method in the first stage followed by clustering in the second stage (Bos & Brand-Gruwel, 2016; You, 2016; Lonn et al., 2015; Romero-Zaldivar et al., 2012; and Junco & Clem, 2015). There were also studies that explore novel analytics approaches such as trace-based methodology (Siadaty et al., 2016) and process model discovery (Sedrakyan et al., 2014). The multiple analytics approaches used in the studies demonstrate the ability of learning analytics to deep dive into rich data sources of log files, discussion forums, time spent on tasks, and number of interactions to extrapolate learning as a holistic and social process based on students’ behaviours. However, as noted by Gašević et al. (2015), the interpretation of students’ behaviours can change depending on the understanding of the students’ internal conditions (e.g. cognitive load, self-efficacy, achievement goal orientation, and interest) as well as external conditions (e.g. instructional design and previous experience with using the tool). Therefore, future studies should include multiple sources of data that can be derived from learning theories (e.g. prior knowledge, self-report of motivation) to supplement the analysis of student data generated in the online environments.
We propose an iterative loop as illustrated in Fig. 1.1 to guide future educational research employing learning analytics. The iterative loop starts with a theory of learning (learning theory 1.0) that is used to examine how students learn in a learning environment. This is followed by theory-guided data collection so that a predefined set of data is collected. Subsequently, theory-guided selection of learning analytics methods is used to analyse the data. The analysis based on learning analytics can either provide evidence to support the hypotheses derived from learning theory 1.0 or suggest how the theory can be developed (learning theory 1.n). The process is iterative until the findings fit a theory. Rowe et al.’s (2017) study is an example of a study which already fits well with what we proposed. Based on theory of implicit knowledge, data were collected in a digital game environment to detect student actions related to implicit knowledge based on learning analytics approaches. Hypotheses were derived to examine whether students whose teachers used the digital game to assess implicit knowledge as a bridge in class would perform better than students whose teachers use the digital game as a supplementary activity and students whose teachers did not use the digital game at all. New data are collected in the digital game environment along with course grade to understand how assessing implicit knowledge can support the teacher and ultimately enhance learning.

Beside the iterative loop, we also suggest three ways in which learning theories can and should be used. First, learning theories can guide decisions on which research questions to investigate or not to investigate. By keeping abreast of the development of learning theories, future studies employing learning analytics can focus on research questions that are not yet answered instead of running the risk of claiming new discoveries that are perhaps long-established findings. For example, in digital learning environments, it is typically easy to collect data about students’ levels of activity, which is commonly found to be a great predictor of study success (e.g. You, 2016). This mirrors the finding that in higher education, class attendance is one of the strongest predictors of study success (Credé, Roch, & Kiesczynka, 2010).
Second, learning theories can guide the operationalization of research questions into testable hypotheses, which is a critical step in designing an empirical test. Knowledge from educational research helps to sidestep collection of problematic or inappropriate variables. For example, researchers might be tempted to rely on students’ evaluations of online courses and educational technologies to infer about better or more effective approaches. However, student evaluations of courses and/or teachers are only minimally related to learning outcomes and should not be used as a proxy of learning (Clayson, 2009).

Finally, learning theories can guide the design and evaluation of tools and interventions. In the learning analytics literature, dashboards and other educational technologies are a popular subject of research. Learning theories provide highly relevant frameworks to guide the process of creating as well as evaluating dashboards and other educational technologies. For example, the added, or possibly detrimental, value of visualizations in dashboards can and should be empirically assessed, for example, by using cognitive load theory (Sweller, 2011) and the cognitive-affective theory of multimedia learning (Mayer, 2011). Similarly, these large fields of research are invaluable to design and create dashboards and other tools based on decades of relevant empirical research.

In conclusion, the current study shows that learning theories are often mentioned without much depth in the studies employing learning analytics. While learning analyst may be proficient with analytical approaches, they may be less familiar with the nuances of learning. Similarly, learning scientist may be apt at recognizing the nuances of learning but not equipped with skills to perform the analytics using trace data. Therefore, the study of learning can benefit from the joint effort of learning scientists and learning analysts in conducting research that integrate learning theories and learning analytics. This will help to achieve an understanding of learning of which the whole is greater than the sum of its parts.
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