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Abstract: Light-emitting diode (LED) arrays have attracted increased attention in the area of high power intelligent automotive headlamps because of their superiority in disposing of the power limit of an individual LED package and controllably luminous intensity and illumination pattern. The optical and chromatic performances of an LED array do not equal to the sum of individual LED packages’ performances, as the thermal interactions between individual LED packages can’t be ignored in the actual application. This paper presents a thermal-electrical-spectral (TES) model to dynamically predict the optical and chromatic performances of the LED array. The thermal-electrical (TE) model considering the thermal coupling effect in the LED array is firstly proposed to predict the case temperature of each individual LED package, and the Spectral power distributions (SPDs) of individual LED package is then decomposed by the extended Asym2sig model to extract the spectral characteristic parameters. Finally, the experimental measurements of the designed LED arrays operated under usage conditions are used to verify the TES model. Some validation case studies show that the prediction accuracy of the proposed TES model, which is expressed as a quadratic polynomial function of current and case temperature, can be achieved higher than 95%. Therefore, it can be concluded that this TES model offers a convenient method with high accuracy to dynamically predict the optical and chromatic performances of LED arrays at real usages.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

In recent decades, light-emitting diode (LED), as one of new generation solid-state lighting (SSL) light sources, draws worldwide attention in lighting and beyond-lighting industry, as it benefits in small volume, low power consumption and environmental friendship [1]. With the advantages over other conventional light sources such as incandescent bulbs, halogen lamps, xenon HID lamps, LED has progressed rapidly to be applied in general lighting [2] and many special fields such as plant lighting [3], automotive lighting [4], healthcare lighting [5] and visible light communication (VLC) [6]. However, the luminous intensity of a single LED package can’t satisfy the high power and high illumination application because of the power limit of an individual LED package and its efficiency droop effect [7–9]. So, the LED array prepared by several arranged LED individuals [10–12] is emerged in high power applications, such as street lighting, automotive lighting, detector lighting, etc. Moreover, it also can achieve adjusting of the illumination pattern and luminous intensity by controlling each LED individuals independently [13].
Normally, LED converts a part of electric energy to light, meanwhile, most of electric energy is converted to heat leading to high junction temperature. The luminous efficacy of LED is always deteriorated when it operates under high temperature and high current condition [14]. With increase the current of LED, more electric energy is consumed as its efficiency droop effect. Besides, high junction temperature also accelerates the lumen degradation. Thus, thermal management becomes one of critical research focuses for LEDs from chip to systems [1,4,15–18]. The optical and chromatic performances of an individual LED package is directly influenced by its driven current and surrounding temperature. The temperature distribution of a LED array will be affected more from the thermal coupling effect deriving from the adjacent LED individuals. Therefore, the prediction of temperature, optical and chromatic performances for a LED array encounters challenges from the complex impact factors, such as driven current, application temperature, electrical-thermal coupling of a single LED and thermal coupling between LED neighborhoods [19]. There have been some researches on thermal coupling effect by using the thermal resistance matrix method, that provides a theoretical guidance on the thermal management of LED array [20–22]. Lu et al. [19] proposed a new and effective method to estimate the thermal resistance matrix of a LED array. However, they only used the thermal resistance matrix to predict the temperature rise of the LED array, and an extra sensor was needed to measure the temperature of reference position.

In the prediction of optical performances for white LED (WLED), Hui et al. [23] proposed a general photo-electro-thermal (PET) theory for WLED which can relate the luminous flux with input power and thermal resistance. In this proposed PET model, the suitable input power could be selected for WLED under the certain thermal design. After that, they updated this general PET theory with the new coefficients $k_e$ and $k_h$ [24]. Moreover, Chen et al. [25] used the PET theory to estimate the optical power, wall-plug efficiency and the coefficient of heat-dissipation for WLEDs and they also combined the PET theory to a photo-detector system to estimate the dynamic/transient optical power and junction temperature for WLEDs [26]. Currently, they also improved the full PET theory to predict the fall and rise time of luminous flux for WLEDs by adding the photodiode as the measurement component [27]. Combining the electrical-thermal model, electrical-luminous model and thermal-luminous model together, the thermal–electrical–luminous model derived from the automatic control theory was proposed by Huang et al. to study the dynamic performances of RGB LED [28]. Lin et al. [29] proposed a novel method based down-conversion luminescence efficiency (DCLE) concept, connecting the total absorption ratio of phosphor, to estimate the conversion efficiency of phosphor accurately of phosphor converted WLED. In addition, some researchers [30–33] built the equivalent circuit to simulate the photo-electro-thermal coupling effect for WLEDs, and they used the Simulation Program with Integrated Circuit Emphasis (SPICE) to simulate the junction temperature, luminous flux or power density of WLEDs. Besides optical performances, the chromatic performances, such as correlated color temperature (CCT), chromaticity coordinate and color rendering index (CRI), are also essential metrics for characterizing the WLEDs. In the recent years, some researchers realized that color shift became another critical failure mode impacting the service life of the WLEDs applied in high color rending area [34,35]. And there have been some models proposed aiming to predict the chromatic performance of WLEDs. For instance, Chen et al. [36] linked the CCT to luminous flux for a WLED array with two types of WLEDs based on the PET theory. The PET theory was combined with spectral power distribution (SPD) by them to predict the CCT and CRI [37]. Ye et al. [38] proposed an electrical–thermal–luminous–chromatic model, combining the electrical-thermal model and the thermal-luminous-chromatic model, to predict the chromatic performance of WLED under certain operation temperatures. Fu et al. [39] provided an empirical model based on the band gap transition scheme described by the Gaussian functions and experimentally verified the accuracy in prediction of chromatic characteristics for WLED. However, most of current researches develop models for the individual WLED packages,
few of them consider the thermal coupling effect in predicting of the optical and chromatic performances for LED array.

To achieve dynamic prediction of the optical and chromatic performances for LED array under different operation conditions, the thermal-electrical-spectral (TES) model that combines the Thermal-Electrical (TE) model with the SPD model is proposed. The TE model considers the thermal coupling effect with the purpose to predict the temperature distribution of LED array. The SPD model is developed to disassemble, reconstruct and superimpose the SPDs aiming to achieve the dynamic prediction of optical and chromatic performances for LED array. Lastly, the prediction accuracy of proposed TES model under different operation conditions will be validated. The remainder of the paper is organized as follows: Section 2 introduces the test samples and experiments designed in this paper. Section 3 proposes and implements the TE model and TES model. Section 4 discusses the prediction accuracy. Finally, section 5 proposes the concluding remarks.

2. Test samples and experiments

In this section, the designs of test sample and experiments used in this paper are introduced.

2.1. Test samples

As shown in Fig. 1(a), the phosphor converted white LED (pc-WLED) chip scale package (CSP) used in this study is composed of an InGaN LED chip (SIRIUS-KIK3014) with the size of 0.78*0.38*0.14mm as the light emitter and the phosphor/silicone composite with the size of 1.2*1.0*0.5mm as the light and color converter. The phosphor/silicone composite is a mixture of silicone, yellow phosphor: YAG: Ce$^{3+}$ (Intematix YAG-04) and red phosphor: CaAlSiN$_3$:Eu$^{2+}$ (Intematix R6535). The rated current and voltage of test sample are 120mA and 3.0V, respectively. The LEDs are soldered on an aluminum printed circuit board (PCB) with the size of 60*60*1.6mm, named Sample LED1, Sample LED4, Sample LED6, Sample LED9, as shown in Fig. 1(b). The distance of two adjacent LEDs is 5mm at both rows and columns.

Fig. 1. Schematic diagram of (a) pc-WLED CSP and (b) LED array test samples used in this study.

2.2. Experimental and simulation setups

As shown in Fig. 2, the temperature distributions of test samples were collected by a thermal measurement setup, which contains an infrared camera (Model: Fluke Ti55FT with the accuracy of ±2°C) and a thermal control platform to control the PCB temperature (Model: Everfine LED-220T). The integrating sphere test system with thermal control platform (Model: Everfine
HASS2000) was used to acquire photoelectric and chromatic parameters and SPD of test samples. The ambient temperature of all experiments and stimulations are set as 22 °C.

![Experimental setup illustration](image)

**Fig. 2.** Illustration the experimental setups for photoelectric parameters, SPD, and temperature measurements.

The thermal simulation based on the Fine Element Analysis (FEA) used in this study was conducted in Autodesk CFD 2018 to estimate the case temperatures of test samples. The key material parameters are listed in Table 1 and Table 2. The density of air flow changes with the environment controlled by the equation of state.

<table>
<thead>
<tr>
<th>Table 1. The assumed Thermal Resistance Used in The FEA Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Items</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Thermal resistance of LED</td>
</tr>
<tr>
<td>Thermal contact resistance</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. The Key Material Parameters Used in The FEA Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Materials</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Air flow</td>
</tr>
<tr>
<td>PCB</td>
</tr>
</tbody>
</table>

3. **Modeling and implement**

In this section, the Thermal-Electrical model and Thermal-Electrical-Spectral model are proposed and implemented.

3.1. **Thermal-electrical modeling**

For the encapsulating material with low thermal conductivity ~ 1×10⁻⁴ W/cm·K, it is assumed that all the heat is transferred to the heatsink through heat conduction, then the heat is dissipated to the ambient through heat convection on the surface of heatsink. The heat transfer path of an individual LED is showed in Fig. 3(a), and its equivalent thermal resistance network can be modeled as indicated in Fig. 4(a). According to the thermal resistance theory, the case temperature can be calculate using Eq. (1).

\[ T_c = T_a + P_{th}(R_a + R_b) \]  

where \( T_a \) is ambient temperature (22°C), \( R_a \) is the thermal-conduction resistance between the LED and PCB, \( R_b \) is the thermal-convection resistance between the heatsink and ambient. Because
the thermal power $P_{th}$ includes two parts: (1) the heat energy generated from the blue chip and (2) the energy generated from self-heating of phosphor, the maximum temperature at surface of LED is assumed as the case temperature used in this paper.

![Schematic diagram](image)

**Fig. 3.** Schematic diagram of (a) pc-WLED CSP and (b) LED array test samples used in this study.

![Equivalent thermal resistance network](image)

**Fig. 4.** Equivalent thermal resistance network in (a) an individual LED and (b) a LED array.

In a LED array, as shown in Fig. 3(b), all LEDs transfer the heat to the heatsink, then all heat from the heatsink is dissipated to the ambient. Meanwhile, each LED is thermally influenced by the neighborhoods, resulting the rise of its case temperature, which is called the thermal couple effect. Thermal resistance network of a LED array is illustrated in Fig. 4(b) and its case temperature can be calculated by using Eq. (2).

$$T_{ci} = T_a + P_{thi}(R_{ai} + R_b) + \Delta T_{ci}$$  \hspace{1cm} (2)$$

where $T_i$, $P_{thi}$, $\Delta T_{ci}$ are the case temperature of $i^{th}$ LED, the thermal power of $i^{th}$ LED and the case temperature rise caused by thermal coupling effect of other LEDs respectively. The $\Delta T_c$ can be calculated using Eq. (3).

$$\Delta T_c = \begin{bmatrix} \Delta T_{c1} \\ \Delta T_{c2} \\ \vdots \\ \Delta T_{cN} \end{bmatrix} = \begin{bmatrix} 0 & r_{12} & \cdots & r_{1N} \\ r_{21} & 0 & \cdots & r_{2N} \\ \vdots & \vdots & \ddots & \vdots \\ r_{N1} & r_{N2} & \cdots & 0 \end{bmatrix} \begin{bmatrix} P_{th1} \\ P_{th2} \\ \vdots \\ P_{thN} \end{bmatrix}$$  \hspace{1cm} (3)$$

where the $r$ is the thermal coupling constant which represents the degree of thermal couple effect. Combining Eq. (2) and Eq. (3), the case temperature can be calculated with Eq. (4).

$$T_c = \begin{bmatrix} T_{c1} \\ T_{c2} \\ \vdots \\ T_{cN} \end{bmatrix} = T_a + \begin{bmatrix} R_{a1} + R_b & r_{12} & \cdots & r_{1N} \\ r_{21} & R_{a2} + R_b & \cdots & r_{2N} \\ \vdots & \vdots & \ddots & \vdots \\ r_{N1} & r_{N2} & \cdots & R_{aN} + R_b \end{bmatrix} \begin{bmatrix} P_{th1} \\ P_{th2} \\ \vdots \\ P_{thN} \end{bmatrix}$$  \hspace{1cm} (4)$$
The $R$ and $r$ can be derived by FEA stimulation. Taking the Sample LED4 as an example shown in Fig. 5(a), $\Delta T$ is temperature difference between the PCB temperature and the ambient, the total $P_{th}$ is the thermal power sum of all LEDs in Sample LED4. $R_b$ is the slope of linear-fitting of ($\Delta T \sim$ total $P_{th}$). The intercept of linear-fitting of ($\Delta T \sim$ total $P_{th}$) is assumed as the adjustment factor ($T_{ad}$) of $R_b$ to maintain the accuracy of PCB temperature. As shown in Fig. 5(b), $\Delta T_1$ is the temperature difference between the case temperature of 1st LED and the temperature of PCB. $R_{a1}$ is the slope of the linear-fitting of ($\Delta T_1 \sim$ $P_{th}$ of 1st LED). $\Delta T_2$ is the temperature rise of 2nd LED caused by the energy of 1st LED. $r_{12}$ is the slope of linear-fitting of ($\Delta T_2 \sim P_{th}$ of 1st LED).

Based on the above analysis, all $R$, $r$ and $T_{ad}$ can be acquired and the case temperature of the individual LED and LED array can be expressed as Eqs. (5) and Eqs. (6).

$$T_c = T_a + T_{ad} + P_{th}(R_a + R_b)$$  \hspace{1cm} (5)

$$T_c = \begin{pmatrix}
T_{c1} \\
T_{c2} \\
\vdots \\
T_{cN}
\end{pmatrix} = T_a + T_{ad} + \begin{pmatrix}
R_{a1} + R_b & r_{12} & \cdots & r_{1N} \\
r_{21} & R_{a2} + R_b & \cdots & r_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
r_{N1} & r_{N2} & \cdots & R_{aN} + R_b
\end{pmatrix} \begin{pmatrix}
P_{th1} \\
P_{th2} \\
\vdots \\
P_{thN}
\end{pmatrix}$$  \hspace{1cm} (6)

The case temperatures of Sample LED1, Sample LED4, Sample LED6 and Sample LED9 can be calculated by using the Eqs. (7)–(10) respectively.

$$T_c = 22 + 1.10 + P_{th}(68.69 + 17.57)$$  \hspace{1cm} (7)

$$T_c = \begin{pmatrix}
T_{c1} \\
T_{c2} \\
T_{c3} \\
T_{c4}
\end{pmatrix} = 22 + 2.55 + \begin{pmatrix}
85.01 & 17.94 & 17.67 & 17.78 \\
17.27 & 84.16 & 17.57 & 16.85 \\
17.19 & 17.76 & 84.95 & 17.70 \\
17.19 & 16.94 & 17.59 & 83.97
\end{pmatrix} \begin{pmatrix}
P_{th1} \\
P_{th2} \\
P_{th3} \\
P_{th4}
\end{pmatrix}$$  \hspace{1cm} (8)
The temperature distributions of designed test samples were measured by IR camera to verify the prediction accuracy of the proposed TE model. As shown in Fig. 6, the measured maximum case temperatures of Sample LED1, Sample LED4, Sample LED6 and Sample LED9 driven under the current of 125mA are 45.8°C, 62.1°C, 69.7°C, 82.3°C, respectively. Under the same operation condition, when the number of individual LED increases, the case temperature of LED array also increases, which is caused by the thermal coupling effect existing in the LED array. As shown in Fig. 7, the case temperature measurement results under three conditions, with driven currents as 65mA, 125mA and 185mA, were selected to verify the theoretical calculation results with the TE model. For all designed test samples, the theoretically calculated case temperatures are close to the corresponding measured values well under all operation conditions (see Fig. 7), in which the largest mean of prediction error is 2.76% and its variance is 1.58 (see Table 3). This result demonstrates that the proposed TE model with a high prediction accuracy is appropriate to be used in the following TES modeling.

\[
T_c = \begin{pmatrix} T_{c1} \\ T_{c2} \\ T_{c3} \\ T_{c4} \\ T_{c5} \\ T_{c6} \end{pmatrix} = 22 + 3.70 + \begin{pmatrix} 83.17 & 15.40 & 13.76 & 13.41 & 14.51 & 15.34 \\ 16.80 & 82.49 & 14.70 & 13.90 & 14.87 & 13.88 \\ 13.60 & 14.80 & 83.14 & 14.91 & 14.01 & 12.95 \\ 13.18 & 14.22 & 13.96 & 70.71 & 15.03 & 13.54 \\ 14.06 & 14.92 & 13.96 & 14.73 & 83.13 & 14.90 \\ 14.96 & 14.12 & 13.08 & 13.39 & 15.11 & 83.07 \end{pmatrix} \begin{pmatrix} P_{th1} \\ P_{th2} \\ P_{th3} \\ P_{th4} \\ P_{th5} \\ P_{th6} \end{pmatrix}
\]

(9)

\[
\]

(10)
Fig. 6. Infrared measurement results: (a) Sample LED1; (b) Sample LED4; (c) Sample LED6; (d) Sample LED9 driven under the current of 125mA

Fig. 7. The case temperature of the samples under different current: (a) Sample LED1; (b) Sample LED4; (c) Sample LED6; (d) Sample LED9.

Table 3. The Means and Variances of Prediction Errors for Different Test Samples

<table>
<thead>
<tr>
<th>Test samples</th>
<th>Means of prediction errors (%)</th>
<th>Variances of prediction errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample LED1</td>
<td>1.78</td>
<td>1.19</td>
</tr>
<tr>
<td>Sample LED4</td>
<td>1.17</td>
<td>0.71</td>
</tr>
<tr>
<td>Sample LED6</td>
<td>2.03</td>
<td>0.87</td>
</tr>
<tr>
<td>Sample LED9</td>
<td>2.76</td>
<td>1.58</td>
</tr>
</tbody>
</table>
3.2. Thermal-electrical-spectral modeling

Figure 8 illustrates the flowchart of optical and chromatic performance prediction for LED array. The implement procedure is explained step by step as follows:

![Flowchart](image)

**Fig. 8.** The flowchart of prediction methodologies

3.2.1. Step 1: Case temperature and SPD collection for the individual LED

Firstly, as shown in Fig. 9(a), the case temperatures of the individual LED (Sample LED1) were measured under different operation conditions by using IR camera. Then, their photoelectricity parameters and and SPDs were measured under same operation condition by using integrating sphere measurement system. Finally, the relationship between the photoelectricity parameters and the current, case temperature were experimentally obtained at this stage. Table 4 lists the experimental schemes for Sample LED1 and the measured case temperatures are showed in Fig. 9(b).

![Temperature Distribution](image)

**Fig. 9.** (a) The measured temperature distribution of Sample LED1 under the current of 120 mA and the PCB temperature of 60°C and (b) The measured case temperatures of Sample LED1 under different operation conditions

<table>
<thead>
<tr>
<th>Factors</th>
<th>Schemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Currents</td>
<td>From 40mA to 280mA with an interval of 20mA</td>
</tr>
<tr>
<td>PCB temperatures</td>
<td>From 20°C to 80°C with an interval of 10°C</td>
</tr>
</tbody>
</table>

3.2.2. Step 2: SPD decomposition

The SPD characterizes the relationship between the intensity and the wavelength of an illuminant. Three widespread used statistical functions, such as Gaussian model [40], Asymmetric double sigmoidal (Asym2sig) model [35] and Lorentzian model [34], are proposed to describe the SPD of the LED used in this paper. As for pc-WLED, the SPD always has some bell-shaped peaks that represent the light emitted by the chip and the light converted by mixture of several kinds of
phosphors. So, the SPD models for a pc-WLED need to be extended as multi-peak functions, as shown from Eq. (11) to Eq. (13):

1. The extended Gaussian SPD model:

\[
SPD_{LED}(\lambda) = a_1 e^{-\frac{2(\lambda - \lambda_{c1})^2}{w_1^2}} + a_2 e^{-\frac{2(\lambda - \lambda_{c2})^2}{w_2^2}}
\]

(11)

2. The extended Asym2sig SPD model:

\[
SPD_{LED}(\lambda) = b_1 \frac{1 - \frac{1}{1 + \exp[-(\lambda - \lambda_{c1})/v_1]}}{1 + \exp[-(\lambda - \lambda_{c1})/u_1]} + b_2 \frac{1 - \frac{1}{1 + \exp[-(\lambda - \lambda_{c2})/v_2]}}{1 + \exp[-(\lambda - \lambda_{c2})/u_2]}
\]

(12)

3. The extended Lorentzian SPD model:

\[
SPD_{LED}(\lambda) = \frac{2a_1}{\pi} \times \frac{w_1}{4(\lambda - \lambda_{c1}) + w_1^2} + \frac{2a_2}{\pi} \times \frac{w_2}{4(\lambda - \lambda_{c2}) + w_2^2}
\]

(13)

where \( \lambda \) is the wavelength; \( a_1, \lambda_{c1}, w_1, b_1, u_1 \) and \( v_1 \) are the area, peak wavelength, full width at half maximum (FWHM), the amplitude, variance of the low-energy and variance of the high-energy sides of the blue LED part spectrum, respectively; \( a_2, \lambda_{c2}, w_2, b_2, u_2 \) and \( v_2 \) are the area, peak wavelength, full width at half maximum (FWHM), the amplitude, variance of the low-energy and variance of the high-energy sides of the phosphor part spectrum, respectively.

All SPD data of individual LED (Sample LED1) were fitted by the proposed three extended SPD models. As an example, Fig. 10 presents the measured and fitted SPD data of Sample LED1 driven under the current of 120 mA with the case temperature of 64.8 °C. The means and variances of \( R^2 \) of three extends models, representing the Goodness-of-Fit, are shown in Table 5, which indicates that the extended Asym2sig model with the higher \( R^2 \) and the lower variance can be selected in this paper to extract the spectral characteristic parameters for the test samples.

![Fig. 10. The measured and fitted SPD data of Sample LED1 driven under the current of 120 mA with the case temperature of 64.8 °C](image)

### Table 5. The Means and Variances of \( R^2 \) of Three Extends Models

<table>
<thead>
<tr>
<th>SPD models</th>
<th>Means of ( R^2 )</th>
<th>Variances of ( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extended Gaussian SPD model</td>
<td>0.986061</td>
<td>0.003026</td>
</tr>
<tr>
<td>Extended Asym2sig SPD model</td>
<td>0.986359</td>
<td>0.002553</td>
</tr>
<tr>
<td>Extended Lorentzian SPD model</td>
<td>0.939333</td>
<td>0.006012</td>
</tr>
</tbody>
</table>
3.2.3. Step 3: TES modeling

The extracted eight spectral characteristic parameters of the extended Asym2sig model were then modelled as a function of current \( I \) and case temperature \( T_c \). According to the Eq. (14), a quadratic polynomial function is proposed as the TES model in this paper to relate the eight spectral characteristic parameters with \( I \) and \( T_c \).

**Thermal-Electrical-Spectral (TES) model:**

\[
z(I, T) = p_1 + p_2 I + p_3 T + p_4 I^2 + p_5 IT + p_6 T^2 \tag{14}
\]

in which \( z \) denotes each spectral characteristic parameter, and \( p_1 \) to \( p_6 \) are the parameters relevant to the fitted spectral characteristic parameters. The fitted surfaces agree well with the spectral characteristic parameters collected at different conditions and the fitting results of eight spectral characteristic parameters are listed in Table 6. The value \( (p_1 \) to \( p_6) \) of each spectral characteristic parameter was obtained after fitting. All \( R^2 \) values are higher than 0.95, especially for \( b_1, \lambda_{c1}, u_1, \) and \( b_2 \) with \( R^2 \) higher than 0.99. This means that the proposed quadratic polynomial based TES model is suitable to dynamically describe the changes of all spectral characteristic parameters for Sample LED1 operated under designed usage conditions.

**Table 6. The Fitting Results of Eight Spectral Characteristic Parameters with The Quadratic Polynomial Function**

<table>
<thead>
<tr>
<th>Spectral characteristic parameters</th>
<th>( p_1 )</th>
<th>( p_2 )</th>
<th>( p_3 )</th>
<th>( p_4 )</th>
<th>( p_5 )</th>
<th>( p_6 )</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( b_1 )</td>
<td>-0.00015</td>
<td>2.61e-05</td>
<td>5.92e-06</td>
<td>-9.80e-09</td>
<td>-5.60e-08</td>
<td>-4.43e-08</td>
<td>0.9999</td>
</tr>
<tr>
<td>( \lambda_{c1} )</td>
<td>446.3</td>
<td>-0.0154</td>
<td>0.0175</td>
<td>2.85e-05</td>
<td>-4.28e-05</td>
<td>0.000210</td>
<td>0.9969</td>
</tr>
<tr>
<td>( u_1 )</td>
<td>2.723</td>
<td>0.002938</td>
<td>0.01163</td>
<td>-1.89e-06</td>
<td>-6.74e-06</td>
<td>5.57e-05</td>
<td>0.9993</td>
</tr>
<tr>
<td>( v_1 )</td>
<td>9.552</td>
<td>-0.0156</td>
<td>0.03463</td>
<td>2.57e-05</td>
<td>-7.94e-06</td>
<td>4.06e-05</td>
<td>0.9952</td>
</tr>
<tr>
<td>( b_2 )</td>
<td>-1.28e-05</td>
<td>1.79e-05</td>
<td>3.04e-06</td>
<td>-1.04e-08</td>
<td>-2.96e-08</td>
<td>-3.02e-08</td>
<td>0.9999</td>
</tr>
<tr>
<td>( \lambda_{c2} )</td>
<td>565.4</td>
<td>-0.05124</td>
<td>0.08277</td>
<td>0.00154</td>
<td>-0.00051</td>
<td>0.000545</td>
<td>0.9808</td>
</tr>
<tr>
<td>( u_2 )</td>
<td>45.9</td>
<td>-0.00757</td>
<td>0.02428</td>
<td>2.47e-05</td>
<td>-9.58e-05</td>
<td>-4.35e-05</td>
<td>0.956</td>
</tr>
<tr>
<td>( v_2 )</td>
<td>51.87</td>
<td>0.01075</td>
<td>-0.02877</td>
<td>-4.49e-05</td>
<td>0.000177</td>
<td>-0.00025</td>
<td>0.9696</td>
</tr>
</tbody>
</table>

3.2.4. Step 4: Reconstruction of the SPD of the LED array

The SPD of LED array operated under certain conditions can be reconstructed by using the above proposed TES model. Meanwhile, the TE model is used to estimate the case temperature for each LED individuals in an LED array operated under the certain current and environment temperature. Given the case of powering 1\textsuperscript{st}, 2\textsuperscript{nd}, 3\textsuperscript{rd} and 4\textsuperscript{th}, 5\textsuperscript{th}, 6\textsuperscript{th} LED in Sample LED6 with the current 180mA and 60mA respectively, the calculated case temperature of each LED is 76.88°C, 77.46°C, 77.03°C, 56.79°C, 57.46°C, 56.78°C in turns. The predicted spectral characteristic parameters of each LED in sample LED6 are listed in Table 7.

**Table 7. The Predicted Spectral Characteristic Parameters of Each LED in Sample LED6**

<table>
<thead>
<tr>
<th>LED No.</th>
<th>( b_1 )</th>
<th>( \lambda_{c1} )</th>
<th>( u_1 )</th>
<th>( v_1 )</th>
<th>( b_2 )</th>
<th>( \lambda_{c2} )</th>
<th>( u_2 )</th>
<th>( v_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1\textsuperscript{st} LED</td>
<td>0.00365</td>
<td>446.45</td>
<td>4.32</td>
<td>10.36</td>
<td>0.00252</td>
<td>563.61</td>
<td>45.62</td>
<td>51.07</td>
</tr>
<tr>
<td>2\textsuperscript{nd} LED</td>
<td>0.00364</td>
<td>446.47</td>
<td>4.33</td>
<td>10.39</td>
<td>0.00251</td>
<td>563.65</td>
<td>45.62</td>
<td>51.05</td>
</tr>
<tr>
<td>3\textsuperscript{rd} LED</td>
<td>0.00365</td>
<td>446.45</td>
<td>4.32</td>
<td>10.37</td>
<td>0.00252</td>
<td>563.62</td>
<td>45.62</td>
<td>51.06</td>
</tr>
<tr>
<td>4\textsuperscript{th} LED</td>
<td>0.00138</td>
<td>447.00</td>
<td>3.71</td>
<td>10.78</td>
<td>0.00100</td>
<td>567.58</td>
<td>46.45</td>
<td>50.49</td>
</tr>
<tr>
<td>5\textsuperscript{th} LED</td>
<td>0.00138</td>
<td>447.03</td>
<td>3.72</td>
<td>10.80</td>
<td>0.00100</td>
<td>567.65</td>
<td>46.46</td>
<td>50.46</td>
</tr>
<tr>
<td>6\textsuperscript{th} LED</td>
<td>0.00138</td>
<td>447.00</td>
<td>3.71</td>
<td>10.78</td>
<td>0.00100</td>
<td>567.58</td>
<td>46.45</td>
<td>50.49</td>
</tr>
</tbody>
</table>
3.2.5. Step 5: SPD superposition
For an LED array, its SPD can be composed of the SPDs of all LED individuals, as shown in Eq. (15).

\[ SPD_{ARR}(\lambda) = \sum_{i=1}^{n} SPD_{LED_i}(\lambda) \]  

(15)

where \( SPD_{ARR}(\lambda) \) is the SPD of an LED array, \( SPD_{LED_i}(\lambda) \) is the SPD of \( i^{th} \) LED in this LED array. As shown in Fig. 11(a), the predicted SPD of Sample LED6 by summing of the SPD of each LED is basically consistent with the measured one.

![Fig. 11. (a) Superposition SPD of sample LED6 and verified by the measured SPDand (b) The predicted optical and chromatic parameters of Sample LED6](image)

3.2.6. Step 6: Optical and chromatic parameter calculation
Normally, the SPD is an intermediate to calculate the optical and chromatic characteristics according to the Commission Internationale de L’Eclairage (CIE) definitions, such as luminous flux, CCT, chromaticity coordinate. The optical and chromatic parameters of Sample LED6 operated under the condition mentioned in step 4 are predicted and shown in Fig. 11(b).

4. Model validation with case study
To verify the proposed TES model, four test samples designed in Fig. 1(b) operated under three different conditions, including all LEDs powered-on with same current, parts of LEDs powered-on with same current and LEDs powered-on with different currents, were considered in this part. Those power supply modes are popular in the actual operations of LED array.

4.1. Case 1: all LEDs powered-on with same current
Three currents, i.e. 65 mA, 125 mA and 185 mA, are selected to power-on all LEDs in four test samples, thus, there are totally 12 operation conditions in this case as list in Table 8. The prediction results of optical and chromatic parameters are shown in Fig. 12. There is no obvious tendency for luminous flux and CCT, however, the predicted chromaticity coordinate \(x\) and \(y\) are lower than those measured values. Overall the absolute prediction errors of luminous flux, CCT, chromaticity coordinate \(x\) and \(y\) are lower than 5%.

4.2. Case 2: parts of LEDs powered-on with same current
At some time, only parts of LEDs in an array are powered-on, such as transferring the high beam to low beam for an automotive headlamp. This case is also considered and verified in this study.
Fig. 12. The prediction results of optical and chromatic parameters when all LEDs powered-on with same current: (a) luminous flux; (b) CCT; (c) chromaticity coordinate $x$; (d) chromaticity coordinate $y$

Table 8. The Operation Conditions for All Test Samples When All LEDs Powered-on with Same Current

<table>
<thead>
<tr>
<th>Condition No.</th>
<th>Brief describes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition 1</td>
<td>Sample LED1: power-on with 65mA</td>
</tr>
<tr>
<td>Condition 2</td>
<td>Sample LED1: power-on with 125mA</td>
</tr>
<tr>
<td>Condition 3</td>
<td>Sample LED1: power-on with 185mA</td>
</tr>
<tr>
<td>Condition 4</td>
<td>Sample LED4: power-on with 65mA</td>
</tr>
<tr>
<td>Condition 5</td>
<td>Sample LED4: power-on with 125mA</td>
</tr>
<tr>
<td>Condition 6</td>
<td>Sample LED4: power-on with 185mA</td>
</tr>
<tr>
<td>Condition 7</td>
<td>Sample LED6: power-on with 65mA</td>
</tr>
<tr>
<td>Condition 8</td>
<td>Sample LED6: power-on with 125mA</td>
</tr>
<tr>
<td>Condition 9</td>
<td>Sample LED6: power-on with 185mA</td>
</tr>
<tr>
<td>Condition 10</td>
<td>Sample LED9: power-on with 65mA</td>
</tr>
<tr>
<td>Condition 11</td>
<td>Sample LED9: power-on with 125mA</td>
</tr>
<tr>
<td>Condition 12</td>
<td>Sample LED9: power-on with 185mA</td>
</tr>
</tbody>
</table>

and different operation conditions are shown in Table 9. As shown in Fig. 13, There is also no obvious tendency for luminous flux and CCT, however, the predicted chromaticity coordinate $x$ and $y$ are lower than those measured values. The prediction results show good agreement with the actual measurements, and the prediction error can be controlled under 4%.
Fig. 13. The prediction results of optical and chromatic parameters when parts of LEDs powered-on with same current: (a) luminous flux; (b) CCT; (c) chromaticity coordinate $x$; (d) chromaticity coordinate $y$

<table>
<thead>
<tr>
<th>Condition No.</th>
<th>Brief describes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition 1</td>
<td>Sample LED4: powering 1st, 2nd LED</td>
</tr>
<tr>
<td>Condition 2</td>
<td>Sample LED4: powering 1st, 3rd LED</td>
</tr>
<tr>
<td>Condition 3</td>
<td>Sample LED6: powering 1st, 2nd, 3rd LED</td>
</tr>
<tr>
<td>Condition 4</td>
<td>Sample LED6: powering 1st, 3rd, 5th LED</td>
</tr>
<tr>
<td>Condition 5</td>
<td>Sample LED9: powering 1st, 2nd, 3rd LED</td>
</tr>
<tr>
<td>Condition 6</td>
<td>Sample LED9: powering 1st, 3rd, 5th, 7th, 9th LED</td>
</tr>
<tr>
<td>Condition 7</td>
<td>Sample LED9: powering 1st, 2nd, 3rd, 4th, 5th, 6th LED</td>
</tr>
</tbody>
</table>
4.3. Case 3: LEDs powered-on with different currents

To get different lighting effects, it is necessary to individually control the luminous intensities of different LEDs in an LED array, therefore it is valuable to discuss the case of powering LEDs with different currents. The selected operation conditions are listed in Table 10. The corresponding results shown in Fig. 14 also present the high prediction accuracies of four optical and chromatic parameters with the absolute prediction error under 4%.

![Fig. 14. The prediction results of optical and chromatic parameters when LEDs powered-on with different currents: (a) luminous flux; (b) CCT; (c) chromaticity coordinate x; (d) chromaticity coordinate y](image)

<table>
<thead>
<tr>
<th>Table 10. The Operation Conditions for All Test Samples When LEDs Powered-on With Different Currents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition No.</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Condition 1</td>
</tr>
<tr>
<td>Condition 2</td>
</tr>
<tr>
<td>Condition 3</td>
</tr>
<tr>
<td>Condition 4</td>
</tr>
<tr>
<td>Condition 5</td>
</tr>
<tr>
<td>Condition 6</td>
</tr>
<tr>
<td>Condition 7</td>
</tr>
<tr>
<td>Condition 8</td>
</tr>
<tr>
<td>Condition 9</td>
</tr>
</tbody>
</table>
5. Conclusion

In this paper, a TES model integrating the TE model considering the thermal coupling effect with the SPD decomposition model is proposed to achieve the dynamic prediction of optical and chromatic performances for LED array. Meanwhile, a series of case temperature and SPD measurement experiments are conducted to build and verify the proposed TES model. The results indicate that: (1) the proposed TE model is feasible to describe the thermal coupling effect in an LED array, and this model has a high case temperature prediction accuracy for the LED array; (2) the quadratic polynomial based TES model is suitable to dynamically describe the changes of all spectral characteristic parameters of an individual LED operated under usage conditions; (3) the TES model can be used to predict the optical and chromatic parameters for LED arrays, and three case studies considering the actual usages in automotive headlamp LED arrays validate the proposed TES model with the prediction accuracy higher than 95%. Therefore, it is useful in developing new intelligent automotive headlamps by taking the electrical-thermal-optical balance and optimization into consideration.
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