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Summary

Adaptive Marchenko internal multiple attenuation

Curiosity regarding what we cannot see has always driven research. Science has helped us to uncover many of those hidden secrets. In particular, geophysics has helped us to image the inside of the Earth. By sending a seismic signal into the Earth and recording the signal that comes back, geophysicists can characterize the layers of the subsurface. Nowadays, geophysics is used for many purposes, for example, the localization of fossil fuels, the characterization of the subsurface for the construction of wind farms and the evaluation of reservoirs for geothermal energy. In order to decrease the risk and cost involved in these activities, we need images of the subsurface that are as accurate as possible.

These images can only be obtained if we fully understand the propagation of the seismic signal in the subsurface. A long-standing problem in geophysical imaging is the presence of internal multiple reflections. When imaging the subsurface, we assume that the signal only reflects once when there is a contrast in velocity and/or density (for example, when changing from sand to rock). However, in reality, the signal can reflect many times inside the subsurface before being recorded at the surface. When treating the arrivals that have reflected many times as arrivals that have only reflected once, we incorrectly image the subsurface and create ghost reflectors that do not exist. This problem is particularly strong in geological settings that have a complex structure with many strong velocity and/or density contrasts above an area of interest. This may happen, for example, when there is a reservoir of oil below a thick stratified salt layer. In such cases, the image of the area of interest is unreliable due to the presence of many ghost reflectors. Therefore, we have to use knowledge of wave propagation to predict and attenuate the internal multiples in the data prior to imaging.

In this thesis, I further develop the data-driven and wave-equation-based Marchenko method to make it suitable for the attenuation of internal multiples in seismic field data. In addition, I evaluate the performance of suitable methods by applying them to field datasets recorded in different geological settings. I start this evaluation by demonstrating that what we call the conventional Marchenko method is
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perhaps not the most suitable Marchenko method for the application to field data. I develop an alternative Marchenko method instead: the adaptive double-focusing method. I show that this method indeed produces improved results compared to the conventional Marchenko method when applying it to a line of 2D data of the Santos Basin, Brazil.

Since the 2D results show promise, I continue with the extension to 3D applications. I first identify the key acquisition parameters that affect the result of our Marchenko method on 3D synthetic data and conclude that the limited crossline aperture and the coarse sail line spacing have the strongest effect on the quality of the result. Based on this evaluation, I interpolate the sail line spacing on 3D field data acquired in the Santos Basin and use the adaptive double-focusing method to predict and subtract internal multiples. I conclude that 3D Marchenko internal multiple attenuation seems to be sufficiently robust for the application to narrow azimuth streamer data in a deep marine setting, provided that there is sufficient aperture in the crossline direction and that the sail lines are interpolated. In addition, the adaptive double-focusing method is suitable for the attenuation of internal multiples generated by a complex overburden and for simultaneously redatuming to a level below this overburden.

Next, I modify the adaptive double-focusing method to obtain an adaptive double dereverberation method that is suitable when only aiming to attenuate internal multiples generated in an overburden without redatuming. Moreover, this method does not require a velocity model. I apply this method to a 2D line of data acquired in the very shallow Arabian Gulf. Also, I assess how to meet the data requirements for the Marchenko method in shallow water environments (e.g., the removal of surface-related multiples, the deconvolution of the source signature) and demonstrate that the state-of-the-art Robust Estimation of Primaries by Sparse Inversion (R-EPSI) method is capable of producing the correct input data for the Marchenko method in such settings.

Subsequently, I discuss the role of the adaptive filter in the application of the Marchenko method to field data. I argue that developments in seismic data processing allow us to predict internal multiples with more accuracy, such that only a conservative adaptive filter is needed to correct for the unavoidable minor amplitude and phase discrepancies between the internal multiples in the data and the predicted internal multiples. I demonstrate this by using a conservative adaptive filter to subtract internal multiples that were predicted by applying an adaptive Marchenko multiple elimination method to a 2D line of field data acquired in the Norwegian North Sea.

Finally, based on the results presented in this thesis, I conclude that the Marchenko method is an effective, data-driven and robust method for the prediction of internal multiples in marine seismic data. Different Marchenko methods are suitable for different purposes. There are two key elements for the successful application of a Marchenko method to field data: 1) the acquisition geometry needs to be sufficiently dense and 2) a careful processing workflow needs to be constructed that accounts for the specifics of the geological setting at hand, with significant emphasis on amplitude and phase preservation.
Samenvatting

Adaptieve Marchenko interne meervoudige reflectie onderdrukking

Nieuwsgierigheid naar het onzichtbare is altijd een belangrijke drijfveer voor onderzoek geweest. De wetenschap heeft ons geholpen om veel van deze verborgen geheimen te ontdekken. Meer specifiek, het vakgebied van de geofysica heeft ons geholpen om de verschillende lagen in de aarde te karakteriseren. Geofysici sturen een seismisch signaal de aarde in en nemen het signaal dat terugkomt op. Tegenwoordig wordt geofysica voor veel doeleinden gebruikt, bijvoorbeeld voor het lokaliseren van fossiele brandstoffen, het karakteriseren van de ondergrond voor de bouw van windmolenparken op zee, en het evalueren van de ondergrond voor geothermie. Om de risico’s en de kosten van deze activiteiten te beperken hebben we een zo nauwkeurig mogelijk beeld van de ondergrond nodig.

Een nauwkeurig beeld van de ondergrond kan alleen worden verkregen als we de propagatie en verstrooiing van het seismische signaal in de ondergrond volledig begrijpen. Een al lang bestaand probleem bij geofysische beeldvorming is de aanwezigheid van interne meervoudige reflecties. Bij beeldvorming van de ondergrond gaat men er standaard van uit dat het signaal slechts één keer reflecteert wanneer er een contrast is in snelheid en/of dichtheid (bijvoorbeeld bij een overgang van zand naar gesteente). In werkelijkheid kan het signaal echter vele malen in de ondergrond reflecteren voordat het aan het oppervlak wordt geregistreerd. Wanneer we een meervoudig gereflecteerd signaal behandelen als een signaal dat maar één keer heeft gereflecteerd, verkrijgen we een onjuist beeld van de ondergrond. Dit probleem is vooral aanwezig in geologische omgevingen met veel sterke snelheids- en/of dichtheidcontrasten boven een interessegebied. Dit komt bijvoorbeeld voor wanneer er zich onder een dikke laag zout een oliereservoir bevindt. In dergelijke gevallen is het verkregen beeld van het interessegebied onbetrouwbaar vanwege de aanwezigheid van veel meervoudige reflecties. Daarom gebruiken we de kennis van golfpropagatie om de interne meervoudige reflecties in de data te voorspellen en te verwijderen voorafgaand aan het beeldvormingsproces.

In dit proefschrift ontwikkel ik de data-gedreven en op de golfvergelijking gebaseerde Marchenko methode om deze geschikt te maken voor de onderdrukking
van interne meervoudige reflecties in seismische velddata. Daarnaast evalueer ik de prestaties van deze geschikte methodes door ze toe te passen op velddata die in verschillende geologische omgevingen zijn verkregen. Ik begin deze evaluatie door aan te tonen dat wat we de conventionele Marchenko methode noemen niet altijd de meest geschikte Marchenko methode is voor de toepassing op velddata. Ik stel in plaats daarvan een alternatieve Marchenko methode voor: de adaptieve dubbele focuseringsmethode. Ik laat zien dat deze methode overtuigend betere resultaten oplevert dan de conventionele Marchenko methode bij toepassing op een lijn van 2D data verkregen in het Santos Bekken, Brazilië.

Aangezien de resultaten op 2D data veelbelovend zijn, ga ik door met de uitbreiding naar 3D toepassingen. Ik identificeer eerst de belangrijkste acquisitieparameters die van invloed zijn op het resultaat van de Marchenko methode toegepast op 3D synthetische data en concludeer dat de beperkte dwars-apertuur en de grote afstand tussen de acquisitie-lijnen het sterkste effect hebben op de kwaliteit van het resultaat. Op basis van deze evaluatie interpoleer ik de afstand tussen de acquisitie-lijnen op 3D velddata verkregen in het Santos Bekken, en gebruik ik dan de adaptieve dubbele focuseringsmethode om interne meervoudige reflecties te voorspellen en te verwijderen. Ik concluder dat 3D Marchenko interne meervoudige reflectie onderdrukking voldoende robuust lijkt voor de toepassing op beperkte-hoek data in een diepe mariene omgeving, onder de voorwaarde dat de dwars-apertuur voldoende is en dat er tussen de acquisitie-lijnen geïnterpoleerd is. Daarnaast laat ik zien dat de adaptieve dubbele focuseringsmethode geschikt is voor situaties waarin we interne meervoudige reflecties willen onderdrukken, en tegelijkertijd virtuele bronnen en ontvangers willen creëren op een niveau direct boven het interessegebied.

Vervolgens pas ik de adaptieve dubbele focuseringsmethode aan om een adaptieve dubbele dereverberatiemethode te verkrijgen die geschikt is voor situaties waarin er alleen wordt gestreefd naar het onderdrukken van interne meervoudige reflecties zonder het verplaatsen van de bronnen en ontvangers van het oppervlak naar een interessegebied. Bovendien vereist deze methode geen snelheidsmodel. Ik pas deze methode toe op een lijn van 2D data verkregen in de zeer ondiepe Arabische Golf. Ik kijk ook hoe we kunnen voldoen aan de data vereisten voor de Marchenko methode in een omgeving met ondiep water (bijv. het verwijderen van oppervlaktegerelateerde meervoudige reflecties, de deconvolutie van de bronsignatuur) en laat zien dat de ultramoderne Robust Estimation of Primaries by Sparse Inversion (R-EPSI) methode in staat is om in dergelijke omgevingen de juiste data voor de Marchenko methode te produceren.

Daarna bespreek ik de rol van het adaptieve filter bij de toepassing van de Marchenko methode op velddata. Ik stel dat ontwikkelingen in seismische dataverwerking het mogelijk maken om interne meervoudige reflecties nauwkeuriger te voorspellen, zodat alleen een conservatief adaptief filter nodig is om te corrigeren voor de onvermijdelijke kleine amplitude- en faseverschillen tussen de interne meervoudige reflecties in de data en de voorspelde interne meervoudige reflecties. Ik demonstreer dit door een conservatief adaptief filter te gebruiken om interne meervoudige reflecties te verwijderen die werden voorspeld door een adaptieve Marchenko methode toe te passen op 2D velddata verkregen in de Noorse Noordzee.
Ten slotte concludeer ik op basis van de resultaten in dit proefschrift dat de Marchenko methode een effectieve, data-gedreven en robuuste methode is voor de voorspelling en verwijdering van interne meervoudige reflecties in seismische data verkregen in mariene omgevingen. Verschillende Marchenko methoden zijn geschikt voor verschillende doeleinden. Er zijn twee belangrijke elementen voor het succesvol toepassen van een Marchenko methode op velddata: 1) de acquisitiegeometrie moet voldoende dicht zijn en 2) er moet een zorgvuldige data-verwerkingsprocedure worden opgezet die rekening houdt met de specifieke kenmerken van de geologische omgeving, met voldoende nadruk op amplitude- en fasebehoud.
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Introduction

Imagine that you are on the shore of a beautiful lake surrounded by mountains. The water is perfectly still, and the water surface shows a perfect reflection of the mountains. Now pretend that you have no sense of up or down: what are the real mountains and what is just a reflection? And what if we want to see the water in the lake, instead of only seeing the reflection of the mountains?

This is a problem that geophysicists face when making an image of the interior of the Earth. Geophysicists send a signal into the Earth, comparable to the sun that shines on the mountains. They hope to directly receive the signal back, like the light that reflects off the mountains and directly travels to our eyes. However, like the water in the lake reflecting the image of the mountains, there are many layers in the Earth’s subsurface that reflect the signal and bounce it around before sending it back to the surface. These layers are created by different materials, for example different types of rock. A change in material causes a contrast that reflects part of the signal. For example, going from sediments to a salt layer causes a strong contrast that results in part of the signal being reflected multiple times before coming back to the surface. These multiple reflections can overlay the actual feature that we wish to see, which gives us an unreliable image of the Earth. How do we know whether what we see is real, or whether it is just a multiple reflection? And how can we find out what the fake image is hiding?

1.1 Seismic imaging for subsurface characterization

1.1.1 The history of seismic imaging

For more than 4000 years, humanity has been using gas, oil, and its derivatives for many aspects in daily life. There are reports of wells being drilled in China as early as 347 BC [Vogel, 1993]. With the use of bamboo and a drill bit, Chinese
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engineers could already reach depths of 100 m or more. Their wells produced brine and natural gas, which were vital for China’s blooming salt industry. Well planning was entirely based on the topology or the location with respect to successful wells, which often resulted in new successful wells, but also frequently resulted in failure. Around the 11th century, deep-drilling was invented in the Sichuan province, four centuries before the Europeans developed a similar technique. Ever since, we have been drilling deeper and deeper to explore more of the subsurface. As a result, the need arose for a tool to optimize the process of exploration, such that well locations could be carefully selected to decrease risk and to optimize cost.

In the beginning of the 19th century, Andrija Mohorovičić, a Kroatian meteorologist and geophysicist, first employed seismic waves from earthquake recordings to make a model of the Earth’s interior. Soon afterwards, realization came that there was no need to wait for an earthquake to occur, but that artificial sources (for example, dynamite) could be used to send a signal into the Earth and record what comes back. The first petroleum discoveries using seismic reflection exploration date back to the 1920s [Telford et al., 1990]. After that, developments in both acquisition and processing rapidly followed. Using knowledge of wave propagation, combined with the properties of the different materials that the Earth consists of, we could now create an image of the subsurface. Rather than using the topology or the location with respect to successful wells, well planning became more accurate due to the use of these seismic images, thereby reducing risk and optimizing cost.

1.1.2 Multiples

Figure 1.1 shows some of the paths that seismic waves can take after being sent into the Earth. Figure 1.1a shows what we call a primary reflection, which is the ideal signal that we wish to record. It reflects off a contrast in the subsurface once before being recorded. Figure 1.1b shows an undesired part of the recorded signal: a surface-related multiple. Instead of being recorded directly after reflecting off a contrast, the signal now also reflects at the Earth’s surface and reflects again off a contrast in the subsurface before being recorded. In this thesis, we assume that this type of multiple has already been removed from the signal. We focus on the internal multiples as shown in Figure 1.1c. These multiples do not reflect off the Earth’s surface, but reflect multiple times at contrasts inside the Earth before being recorded.

Most current imaging methods are based on the assumption that the recorded wavefield only consists of the primary reflections. In reality, there are also internal multiples. Most imaging methods cannot handle internal multiples correctly and will place reflectors at incorrect positions (see Figure 1.2). These incorrect reflectors create artefacts in the image that can interfere with the reflectors that were correctly placed, thereby possibly masking the real structure in the area of interest.

Therefore, the resulting images cannot be completely trusted. Nevertheless, well planning is almost solely based on the interpretation of these incorrect images and therefore still involves a considerable amount of risk. This problem is currently particularly significant, since most of the easily accessible oil and gas has already been found and the remaining resources are more difficult to reach. As a result, the
1.2 The removal of internal multiples

In order to create an accurate image, either a new imaging method that utilizes the internal multiple reflections has to be developed, or internal multiples have to be removed from the reflection response prior to imaging such that the single-reflection
assumption is not violated. The focus of this thesis is on the latter approach, even though extra value could potentially be extracted from internal multiples by the first approach. The attenuation of internal multiples has been extensively studied, resulting in a variety of methods. These methods can be roughly divided into two categories: one that filters the data by using a difference in properties between primary reflections and multiple reflections, and one that uses the wave equation to predict and subtract internal multiples.

1.2.1 Category 1: Filtering methods

The methods of the first category are based on a difference in properties between the primary reflections and the internal multiple reflections. Typically, this difference appears in a particular domain, such as the frequency-wavenumber domain or the \( \tau-p \) domain. Filtering methods first transform the data into the relevant domain, in which primary reflections and internal multiple reflections occupy different sections of the data, and then apply a simple filter to mute the section that contains the internal multiple reflections [e.g. Hampson, 1986; Foster and Mosher, 1992; Zhou and Greenhalgh, 1994]. Next, these methods perform an inverse-transform to bring the filtered data back into the original domain (the time-space domain). The result is a multiple-free reflection response. Although filtering methods are straightforward and cheap, they are based on an assumption (primaries and internal multiples are separated in some domain) that does not hold in most geological settings (for example, when the subsurface has lateral variations and when velocity inversions are present). These methods typically only work for simple media, where they are preferred due to their low cost, but they are not suitable in most other cases.

1.2.2 Category 2: Wave-equation-based methods

Methods of the second category are based on the wave equation. They use the physics of wave propagation to predict and subtract the internal multiples from the reflection response. By multidimensionally convolving and correlating the data with itself, internal multiples can be predicted [Berkhout and Verschuur, 1997; Weglein et al., 1997; Jakubowicz, 1998; Ikelle, 2006]. Next, these predictions can be subtracted from the data to obtain a multiple-free reflection response that is suitable for imaging. However, some of these methods are recursive, starting at the surface and working their way down to the desired depth level. This causes errors to propagate from the shallow subsurface to the deep subsurface, where our zone of interest lies. Also, these methods often require the identification of multiple generators, thereby introducing bias into the process. Internal multiples that are not obvious might be missed and still cause artefacts in the resulting image. In addition, some of these methods predict kinematically correct internal multiples, but rely on an adaptive filter for obtaining the correct amplitude and/or phase. This poses a risk in highly complex media, where an agressive adaptive filter might be needed to correct for all amplitude and phase errors, thereby making adaptive subtraction without substantial corruption of the primary reflections impossible.
1.3 The Marchenko method

The Marchenko method is also based on the wave equation, but does not require the identification of internal multiple generators. Instead, the method considers the entire overburden as a whole. Also, it does not have a layer-stripping approach that causes error propagation. In addition, the Marchenko method in principle, and on ideal synthetic data, predicts internal multiples with the correct amplitude and phase, such that an adaptive filter is not needed. The method originates from theoretical physics, where the Gelfand-Levitan-Marchenko equation was used to solve the one-dimensional inverse scattering problem. It was rediscovered by the Geophysics community in 2012, when Broggini et al. [2012] first showed its use for single-sided focusing in 1D. Wapenaar et al. [2013] extended the method to 2D and 3D, which made it suitable for the use on seismic reflection data. The method is data-driven, only needing the reflection response at the acquisition surface and, in some cases, a smooth velocity model of the subsurface.

At the core of the method is a set of equations, the coupled Marchenko equations, that are solved either iteratively or using a direct inversion to retrieve so-called focusing functions. These focusing functions are designed such, that when injected into the medium, they focus on any desired point in the medium and act as a virtual point source or virtual receiver that either emits or records a Green’s function. This allows us to create a line or grid of virtual sources and virtual receivers at any desired depth level, for example, directly above our target area or at the acquisition surface. We can then either deconvolve the directionally-decomposed Green’s functions to obtain a reflection response without internal multiples generated in an overburden [Wapenaar et al., 2014a], or we can retrieve the focusing functions and Green’s functions as a series that contains the internal multiple predictions [van der Neut et al., 2015a]. The latter allows us to use an adaptive filter to subtract the internal multiple predictions from the reflection response. Note that the Marchenko method in principle does not require an adaptive filter, but minor amplitude and phase errors are usually present when predicting internal multiples on field data, caused by imperfect acquisition, imperfect processing and assumptions of the Marchenko method itself. In that case, a conservative adaptive filter can help to correctly attenuate the internal multiples in the reflection response.

After the rediscovery of the Marchenko method by the Geophysics community, theoretical developments followed rapidly. For example, the method was extended to include surface-related multiples [Singh et al., 2015, 2016; Slob and Wapenaar, 2017; Zhang and Slob, 2019], transmission losses [Slob, 2016; Zhang et al., 2019], elastodynamic effects [Wapenaar, 2014; da Costa Filho et al., 2014; Reinicke and Wapenaar, 2017] and to retrieve primary reflections only [Meles et al., 2016], amongst many others. In theory and on ideal synthetic data, the Marchenko method and its many flavours and extensions work perfectly and show promise. However, when starting this project in 2015, it was uncertain whether the Marchenko method could be applied to field data.
1.4 Aim and outline of this thesis

The aim of this thesis is to enable the application of the Marchenko method on field data. In order to achieve this, I further develop the Marchenko method to make it more suitable for the field data application. In addition, I evaluate the performance of suitable Marchenko methods by applying them to field datasets recorded in different geological settings. This work was carried out in close cooperation with experts from academia and industry.

By building on existing theory and the experience from the first field data application presented by Ravasi et al. [2016], chapter 2 introduces a modified version of the Marchenko method: the adaptive double-focusing method. This method is tested and compared to the performance of the conventional Marchenko method [Wapenaar et al., 2014a] on 2D synthetic data and 2D field data of the Santos Basin, Brazil. These tests show that the adaptive double-focusing method is more robust compared to the conventional Marchenko method, which thus makes it more suitable for the field data application. Internal multiples generated in a complex overburden are predicted and subtracted, thereby improving the image of the target area.

Based on the results in chapter 2, I continue the evaluation of the adaptive double-focusing method in chapter 3. I perform a series of 3D synthetic tests to evaluate the key acquisition parameters that have an effect on the result of the adaptive double-focusing method. The limited aperture in the crossline direction and the coarse sail line spacing are the most important parameters that affect the result of the Marchenko method in this particular setting. Unfortunately, the aperture in the crossline direction is a limitation of narrow azimuth (NAZ) streamer acquisition, but we can interpolate for missing sail lines. I carry out this interpolation on 24 lines of 3D NAZ streamer data of the Santos Basin, prior to the application of the adaptive double-focusing method. The method is capable of predicting and subtracting internal multiples from the target area, thereby improving the geological interpretation.

In chapter 4, I propose a modification of the adaptive double-focusing method based on observations in chapter 3. I apply the modified method to ocean bottom cable (OBC) data of the Arabian Gulf, which is well-known for its complex internal multiple problem and therefore considered to be an ultimate test. In addition, challenges related to the preprocessing of the data in a very shallow water environment are addressed. The result of this chapter shows that the Marchenko method can also be applied in geological settings with very shallow water and a complex overburden.

Next, chapter 5 considers the use of adaptive filters for the subtraction of the internal multiple predictions that are obtained using the Marchenko multiple elimination method. I argue that developments in seismic processing in combination with the accurate prediction of internal multiples with a Marchenko method change the role of the adaptive filter. Instead of needing an aggressive adaptive filter to correct for inaccurate internal multiple predictions in combination with an unknown wavelet, we now only need a conservative adaptive filter to take care of minor imperfections in the internal multiple predictions. Using a 2D line of streamer data
from the Vøring basin, I demonstrate that this method is capable of predicting and subtracting all orders of internal multiples from the target area using only a conservative adaptive filter.

The final chapter concludes that the Marchenko method is suitable for the field data application, provided that 1) the acquisition geometry is sufficiently dense and 2) a careful processing workflow is constructed that accounts for the specifics of the geological setting at hand, with emphasis on amplitude and phase preservation. In addition, I address the strengths and limitations of the Marchenko method and provide suggestions for further research. Lastly, I discuss a series of practical considerations for the field data application.

Appendix A presents a monitoring strategy, thereby showing that the Marchenko method can also be used for other purposes apart from internal multiple attenuation. Using the Marchenko method, we can remove the initial target response and replace it with a target response that was modeled for many possible scenario’s. For time-lapse applications, this method is more efficient compared to repeated modeling of the complete reflection response.
Source-receiver Marchenko redatuming on field data using an adaptive double-focusing method

Abstract  In this chapter, we take the first step in analysing the strengths and limitations of Marchenko methods when applied to field data. Typically, the single-focusing Marchenko method is combined with a multidimensional deconvolution (MDD) to achieve redatuming and to attenuate internal multiples generated by an overburden. We call this the conventional Marchenko method. Instead, we propose to replace the MDD step by a second focusing step that naturally complements the single-focusing Marchenko method. We obtain a straightforward and robust method that is less sensitive to imperfections in the data and a sparse acquisition geometry, at the cost of leaving some later arriving internal multiples below the target area behind. In addition, this method is particularly suitable for the application to large data volumes. We apply both the conventional Marchenko method and our proposed Marchenko method to 2D field data of the Santos Basin and evaluate their performance.
Figure 2.1: a) A 2D slice of the velocity model of the Santos Basin obtained by an acoustic inversion of 3D field data, and b) a common source gather from the generated realistic synthetic dataset.

2.1 Introduction

The Santos Basin offshore Brazil is an excellent example of a region where internal multiples hinder accurate imaging [Cypriano et al., 2015]. The region contains pre-salt carbonates that often hold significant amounts of oil. These carbonates are covered by a highly reflective stratified salt layer that generates strong internal multiples. Moreover, the concave shape of the salt focuses the energy and thereby further enhances these multiples.

Most conventional imaging methods, for example the reverse time migration (RTM) method [Baysal et al., 1983], are based on the assumption that the recorded wavefield consists of single-scattered waves. This assumption is not met in reality, which leads to imaging artefacts, especially in areas with a complex overburden that generates strong internal multiples. Figure 2.1a shows a 2D slice of the velocity model of the Santos Basin, obtained from an acoustic inversion of the 3D field data. This slice was used to generate a realistic 2D synthetic dataset (source and receiver spacing 25 m, a common source gather is displayed in figure 2.1b). In order to demonstrate the effect of imaging artefacts in this geological setting, figure 2.2 shows RTM images of this synthetic dataset. The synthetic dataset generated by the velocity model in figure 2.1a produced the image in figure 2.2a, while the synthetic dataset used to create figure 2.2b was generated in the same model that was edited to become homogeneous below the base of salt. As a result, reflections from the
reservoir do not exist and only the artefacts due to scattering in the overburden can be observed in the region below the base of the salt. Note that most internal multiples have a half-circle appearance, showing an imprint of the salt above. Based on these images, it is clear that imaging in the Santos Basin, or in similar geological settings, could significantly benefit from the removal of internal multiples.

Various methods exist that aim to predict and remove internal multiples from the reflection response \cite{Weglein1997, Jakubowicz1998, Hung2012}. Other methods aim to address internal multiples during imaging, such as full waveform imaging \cite{Davydenko2017}. Our focus is on the Marchenko method, which was reintroduced into the geophysics community by \cite{Broggini2012}, based on the work of \cite{Rose2001, Rose2002}. \cite{Wapenaar2013} modified the method and extended it to more dimensions.

The Marchenko method is data-driven, only requiring the reflection response at the acquisition surface and a smooth velocity model of the subsurface. It aims to solve the coupled Marchenko equations, which results in focusing functions. These focusing functions, in turn, relate the wavefield measured at the acquisition surface to directionally-decomposed Green’s functions at specified virtual receiver positions (coinciding with the focal points of the focusing functions) inside the medium. These Green’s functions contain all orders of internal multiples and can be used to create a redatumed reflection response directly above the target area.

Figure 2.2: a) RTM image of 2D synthetic data of the Santos Basin, and b) the same image, but the model is homogeneous below the base of salt, such that only internal multiples generated in the overburden are visible below the base of salt.
There are multiple ways of obtaining a source-receiver redatumed reflection response from the retrieved focusing functions and Green’s functions [van der Neut et al., 2018]. Since the Green’s functions are already receiver redatumed (see figure 2.3b), the source also needs to be brought down in order to obtain a source-receiver redatumed reflection response (figure 2.3c). Conventionally, a multidimensional deconvolution (MDD) of the retrieved upgoing Green’s function with the retrieved downgoing Green’s function is used to achieve this [Wapenaar et al., 2014a]. When using this method, the resulting source-receiver redatumed reflection response exists in a truncated medium. The obtained response is free of internal multiples generated in the overburden and can be used to create an image of the target area that is free of artefacts due to these multiples. However, applying the MDD method requires solving a large-scale inverse problem that is fundamentally ill-posed [Minato et al., 2013]. This makes the method sensitive to imperfections in the data (for example, noise or incomplete illumination) and sparse acquisition geometries, which we typically find in field data. Since our aim is to apply source-receiver Marchenko redatuming to field data, we decided to look for an alternative source redatuming approach that is more suitable for our needs.

In this chapter, we present an alternative method to perform source-receiver redatuming: the adaptive double-focusing method. Starting from the preprocessing of the acquired reflection response, we go step-by-step through the theory of the single-focusing Marchenko method to redatum our receivers. After that, we review the MDD method for source redatuming and discuss its advantages and limitations. Based on this evaluation, we introduce the adaptive double-focusing method and explain why this method is more suitable for applying source-receiver Marchenko
2.2 Receiver redatuming

We start with reflection response \( R(x_R, x_S, t) \) that accounts for propagation and scattering from sources \( x_S \) at the acquisition surface \( \partial D_0 \) via the inhomogeneous lower half space to receivers \( x_R \) at the acquisition surface \( \partial D_0 \). It is assumed that the half space above \( \partial D_0 \) is reflection free. This situation is achieved for streamer data by suppressing surface-related multiples, removing noise, horizontally propagating waves and the receiver ghost, and by deconvolving the source signature. For ocean bottom cable (OBC) data, we achieve this situation by applying a multidimensional deconvolution (e.g. Amundsen et al. [2001]). For details on the preprocessing of the field data, see section 2.6. Using the preprocessed reflection response \( R \), we introduce operator \( \mathcal{R} \):

\[
\mathcal{R} P(x_R, t) = \int_{\partial D_0} R(x_R, x_S, t) \ast P(x_S, t) d^2 x_S. \tag{2.2.1}
\]

Operator \( \mathcal{R} \) performs a multidimensional convolution of the reflection data \( R \) with arbitrary wavefield \( P \). We also introduce operator \( \mathcal{R}^* \) that performs a multidimensional correlation of the reflection response \( R \) with arbitrary wavefield \( P \):

\[
\mathcal{R}^* P(x_R, t) = \int_{\partial D_0} R(x_R, x_S, -t) \ast P(x_S, t) d^2 x_S. \tag{2.2.2}
\]

Next, we use these operators in the Marchenko method. At the core of this method are the directionally-decomposed focusing functions \( \hat{f}^+(x_S, x_F, t) \) and \( \hat{f}^-(x_S, x_F, t) \). These functions relate the reflection response \( R(x_R, x_S, t) \) measured at the acquisition surface \( \partial D_0 \) to directionally-decomposed Green’s functions \( \hat{G}^+(x_F, x_S, t) \) and \( \hat{G}^-(x_F, x_S, t) \) measured at the redatuming level \( \partial D_i \) [Wapenaar et al., 2013; Slob et al., 2014; van der Neut et al., 2015a]:

\[
\hat{f}^-(x_S, x_F, t) + \hat{G}^-(x_F, x_S, t) = \mathcal{R} \hat{f}^+_m(x_S, x_F, t) + \mathcal{R} \hat{f}^+_o(x_S, x_F, t) \tag{2.2.3}
\]
\[ \hat{f}_0^+(x_S, x_F, t) + \hat{f}_m^+(x_S, x_F, t) - \hat{G}_d^+(x_F, x_S, -t) - \hat{G}_m^+(x_F, x_S, -t) = R^* \hat{f}^-(x_S, x_F, t). \] (2.2.4)

Here the + and − represent downgoing and upgoing wavefields recorded at virtual receivers. Vector \( x_F \) denotes the focal points that will become virtual receivers located at the redatuming level \( \partial D_i \). Evanescent waves are neglected in equation 2.2.4. The retrieved Green’s functions account for propagation through the inhomogeneous lower half space from a source at the acquisition surface \( x_S \) to a focal point \( x_F \) at the redatuming level, and are thus considered receiver redatumed wavefields (see figure 2.3b). These Green’s functions correctly contain all orders of scattering generated in the overburden. Note that the downgoing Green’s function \( \hat{G}^+ \) has a direct part \( \hat{G}_d^+ \) and a multiple coda \( \hat{G}_m^+ \). Also the downgoing focusing function consists of a direct part \( \hat{f}_0^+ \) and a coda \( \hat{f}_m^+ \). The direct part \( \hat{f}_0^+ \) is equal to the inverse of the direct arrival of the transmission response of the overburden, which can be estimated from a smooth velocity model [Broggini et al., 2014]. This estimate can be obtained using finite-difference modeling or an Eikonal solver. The wavefield \( \hat{f}_0^+ \) has been convolved with an user-specified wavelet \( \hat{\cdot} \) that covers the finite frequency content of the data, such that a band-limitation is imposed. The coda \( \hat{f}_m^+ \) follows the direct wave \( \hat{f}_0^+ \) and accounts for the scattering effects of the overburden. If the overburden were homogeneous, this coda would not exist and the focusing function would only have a direct part.

The key element in solving equations 2.2.3 and 2.2.4 is a causality assumption which presumes that the focusing functions and the Green’s functions are separated in the time domain [Wapenaar et al., 2014a]. A Green’s function is causal by definition (first arrival at \( t = t_d \), followed by the scattering coda), whereas a focusing function is acausal (arriving before \( t = t_d \), non-physical). We design a time window \( \Theta(x_F, x_S, t) \) that separates the causal and acausal wavefields in the time domain:

\[ \Theta(x_F, x_S, t) = (\Theta_0(t + t_d(x_F, x_S) - t_c) - \Theta_0(t - t_d(x_F, x_S))) + t_c. \] (2.2.5)

The truncations applied by this window are tapered Heaviside step functions \( \Theta_0 \) based on the one-way traveltime \( t_d \) from the acquisition surface to the focal point. The term \( t_c \) corrects for the finite frequency content of the data. As a rule of thumb, it is equal to half the duration of the user-specified wavelet that was placed on the direct wave \( \hat{f}_0^+ \) [Slob et al., 2014]. Appendix A explains how to choose \( t_c \) such that the time window \( \Theta(x_F, x_S, t) \) is correctly designed.

We obtain the coupled Marchenko equations by applying time window \( \Theta(x_F, x_S, t) \) to equations 2.2.3 and 2.2.4:

\[ \hat{f}^-(x_S, x_F, t) = \Theta(x_F, x_S, t)R\hat{f}_0^+(x_S, x_F, t) + \Theta(x_F, x_S, t)R\hat{f}_m^+(x_S, x_F, t) \] (2.2.6)
and

$$\hat{f}_m^+(x_S, x_F, t) = \Theta(x_F, x_S, t) \mathcal{R}^* \hat{f}^-(x_S, x_F, t). \quad (2.2.7)$$

Convolutions and correlations along the time-axis can be efficiently carried out by multiplications in the frequency domain. Conversely, the time-windowing operations are more efficiently carried out in the time domain. When comparing equations 2.2.3 and 2.2.4 to equations 2.2.6 and 2.2.7, the effect of the time window \(\Theta(x_F, x_S, t)\) becomes clear. The Green’s functions \(\hat{G}^-\) and \(\hat{G}^+\) and the direct downgoing focusing function \(\hat{f}_0^+\) have been muted, such that only the coda of the downgoing focusing function \(\hat{f}_m^+\) and the upgoing focusing function \(\hat{f}^-\) remain on the left-hand side of the equations. The number of unknowns has been reduced to these two focusing functions only, thereby allowing the coupled Marchenko equations to be iteratively solved (given that \(\hat{f}_0^+\) is known). The iterative process is initiated by solving equation 2.2.6, using the modeled time-reversed direct transmission \(\hat{f}_0^+\) and setting \(\hat{f}_m^+ = 0\).

Once initiated, the iterative process alternates between updating the upgoing focusing function \(\hat{f}^-\) and the coda of the downgoing focusing function \(\hat{f}_m^+\). When converged, the focusing function focuses at the defined focal point which then acts as a virtual source or a virtual receiver. Alternatively, this set of equations can be solved by direct inversion [Ravasi, 2017; Slob and Wapenaar, 2017].

We apply the time window \(\Psi = I - \Theta\) to retrieve the upgoing Green’s function \(\hat{G}^-\) from equation 2.2.3:

$$\hat{G}^-(x_F, x_S, t) = \Psi(x_F, x_S, t) \mathcal{R} \hat{f}_0^+(x_S, x_F, t) + \Psi(x_F, x_S, t) \mathcal{R} \hat{f}_m^+(x_S, x_F, t). \quad (2.2.8)$$

However, the time window \(\Psi(x_F, x_S, t)\) is not sufficient to retrieve the downgoing Green’s function \(\hat{G}^+\) from equation 2.2.4. When applying this filter to equation 2.2.4, we would not only retrieve \(\hat{G}^+\), but also the direct part of the downgoing focusing function \(\hat{f}_0^+\). This is due to the fact that the time-reversed direct part of the downgoing Green’s function \(\hat{G}^+\) and the direct part of the downgoing focusing function \(\hat{f}_0^+\) overlap in time. To solve this problem, we use the retrieved focusing functions \(\hat{f}^-\) and \(\hat{f}_0^+\) [Wapenaar et al., 2014a]:

$$\hat{G}^+(x_F, x_S, -t) = \hat{f}_0^+(x_S, x_F, t) - \Psi \mathcal{R}^* \hat{f}^-(x_S, x_F, t). \quad (2.2.9)$$

This concludes our review of the retrieval of the focusing functions \(\hat{f}_m^+(x_S, x_F, t)\) and \(\hat{f}^-(x_S, x_F, t)\) and the receiver redatumed Green’s functions \(\hat{G}^+(x_F, x_S, t)\) and \(\hat{G}^-(x_F, x_S, t)\) using the single-focusing Marchenko method. In the following, we use these retrieved wavefields as input for source redatuming.

### 2.3 Source redatuming: The multidimensional deconvolution

Conventionally, the source redatuming step is achieved by a multidimensional deconvolution (MDD). This method is inherited from seismic interferometry, where it
was used for virtual source redatuming, interferometric imaging, or for retrieving a reflection response from passive seismic data [e.g. van der Neut et al., 2011; Nakata et al., 2014; Hartstra et al., 2017]. The MDD method can also be used as a preprocessing step by removing surface-related multiples, the source signature and ghosts from OBC data [Amundsen et al., 2001]. By (multidimensionally) deconvolving the retrieved Green’s functions with one another, we retrieve a redatumed reflection response $R$:

$$\hat{G}^-(x_F, x_S, t) = \int_{\partial\mathbb{D}_i} R(x_F, x'_F, t) * \hat{G}^+(x'_F, x_S, t) d^2x'_F,$$

(2.3.1)

where both $x_F$ and $x'_F$ indicate focal points, such that redatumed reflection response $R$ accounts for propagation from virtual sources to virtual receivers at the redatuming level $\partial\mathbb{D}_i$. This response is measured in a truncated medium which is reflection-free above the redatuming level (see figure 2.4a). However, we need to solve a large-scale inverse problem to find the redatumed reflection response $R$ that resides inside the integrand. This inverse problem is fundamentally ill-posed [Minato et al., 2013] and has to be stabilized in order to be successfully solved. In field data, we typically have incomplete illumination, a sparse acquisition geometry, a finite aperture and noise. These factors contribute to the instability of the MDD method, thereby making it more difficult to obtain a correct solution to the inverse problem [van der Neut et al., 2011]. Therefore, we decided to look for an alternative method that does not require solving an inverse problem. We remark that the MDD method is successfully used in a range of other applications, and that we simply look for an alternative that is more suitable for our needs.

### 2.4 An alternative: the adaptive double-focusing method

Solving the coupled Marchenko equations can be considered as a first focusing step (bringing the receivers down), and we now propose to replace the inversion step of the MDD method by a second focusing step (bringing the sources down). Instead of using the directionally-decomposed Green’s functions $\hat{G}^-$ and $\hat{G}^+$ to perform the MDD method, we select the upgoing Green’s function $\hat{G}^-$ and the downgoing focusing function $\hat{f}^+$ for a more simple and straightforward source redatuming scheme. When convolving the downgoing focusing function $\hat{f}^+(x_S, x'_F, t)$ at a virtual source location with the upgoing Green’s function $\hat{G}^-(x_F, x_S, t)$ at a virtual receiver location, we create downward-radiating virtual sources at the redatuming level [Wapenaar et al., 2016a; Singh and Snieder, 2017; van der Neut et al., 2018]:

$$\hat{G}^+(x_F, x'_F, t) = \int_{\partial\mathbb{D}_0} \hat{G}^-(x_F, x_S, t) * \hat{f}^+(x_S, x'_F, t) d^2x_S.$$

(2.4.1)

$\hat{G}^+(x_F, x'_F, t)$ is the redatumed reflection response measured by virtual receivers at $x_F$ due to downgoing virtual sources at $x'_F$. The virtual sources have to be located slightly above the virtual receivers for this relation to hold. Note that the redatumed response $\hat{G}^+$ has to be deconvolved of one user-specified wavelet.
2.4 An alternative: the adaptive double-focusing method

Figure 2.4: Cartoons illustrating a) the result of source-receiver redatuming in a truncated medium using the conventional Marchenko method (the single-focusing Marchenko method combined with the MDD method), b) the result of source-receiver redatuming in the physical medium using the adaptive double-focusing method, and c) the remaining interactions with the overburden that result from redatuming in the physical medium instead of in the truncated medium. The seismic images in the background are only meant to illustrate an inhomogeneous (truncated) medium.

The convolution in equation 2.4.1 results in a wavefield that exists in the physical medium as opposed to the truncated medium that is obtained with the MDD method (see figures 2.4a and 2.4b). Therefore, this operation removes internal multiples generated by the overburden, but leaves some later arriving internal multiples behind. Since we created downward radiating sources and upward measuring receivers at the redatuming level, waves that propagate from the virtual source downwards into the reservoir, reflect back up into the overburden, reflect back down into the target, and then reflect up again until sensed by the virtual receiver will remain (figure 2.4c). These remnant multiples can be an issue depending on the geology of the area (for example, the structure of the overburden and the depth and the thickness of the reservoir). Awareness of this potential limitation is important and we advice to test this method on synthetic data that closely resembles the field data if suspecting that this might be a problem. In the Santos Basin, we performed tests on synthetic data and observed that these remaining internal multiples arrive later than the reservoir. Note that source-receiver redatuming in the physical medium also has an advantage: the resulting redatumed reflection response can serve as input for further processing, for example, a target-oriented velocity analysis [Mildner et al., 2017] or to create target-enclosed extended images [van der Neut et al., 2017].

We can now achieve source redatuming without the need for an inversion (and its accompanying stabilization). This should make the double-focusing method less sensitive to imperfections that are typically found in field data. In addition, double-focusing is computationally cheaper, easier to implement and can be parallelized by
pairs of focal points due to the integral over the acquisition surface $\partial D_0$. This is particularly useful when dealing with large volumes of field data. In contrast, the MDD method requires inverting an integral over the redatuming level $\partial D_i$, such that it does not allow for this parallelization. Also, the double-focusing method can be implemented adaptively by writing the iterative retrieval of the wavefields $\hat{f}^+$ and $\hat{G}^-$ as a series:

$$\hat{f}^+(x_S, x'_F, t) = \sum_{i=0}^{\infty} \hat{f}^+_i(x_S, x'_F, t) = \sum_{i=0}^{\infty} \{\Theta \mathcal{R}^* \Theta \mathcal{R}\}^i \hat{f}^+_0(x_S, x'_F, t), \quad (2.4.2)$$

and

$$\hat{G}^-(x_F, x_S, t) = \sum_{j=0}^{\infty} \hat{G}^-_j(x_F, x_S, t) = \Psi \mathcal{R} \sum_{j=0}^{\infty} \{\Theta \mathcal{R}^* \Theta \mathcal{R}\}^j \hat{f}^+_0(x_S, x_F, t), \quad (2.4.3)$$

where $i$ and $j$ denote the iteration numbers. When studying the physical interpretation of the individual terms of the wavefields $\hat{G}^-$ and $\hat{f}^+$ that we obtain throughout the iterations, we see why the double-focusing method is suitable for adaptive subtraction. The upgoing Green’s function $\hat{G}^-$ consists of an initial wavefield $\hat{G}^-_0$ and updates $\hat{G}^-_1, \hat{G}^-_2$, etc. The initial wavefield $\hat{G}^-_0$ is the standard receiver redatumed Green’s function that contains all primaries and all orders of internal multiples. The first update $\hat{G}^-_1$ contains a first-order estimate of the receiver-side overburden internal multiples with opposite polarity (so-called counter-events). However, the amplitudes of the counter-events in $\hat{G}^-_1$ are not correct yet. Following iterations will provide higher-order updates to correct the amplitude of these counter-events until they completely match the amplitudes of the original events, ensuring a complete removal of the internal multiples. We observe a similar story for the individual terms of the downgoing focusing function $\hat{f}^+$. The wavefield $\hat{f}^+_0$ that is used to initiate the scheme already contains all physical information. The term $\hat{f}^+_1$ gives the first-order estimate of the coda $\hat{f}^+_m$ that is needed to compensate for the inhomogeneous overburden. Its first estimate $\hat{f}^+_1$ already contains the most important events, but with incorrect amplitude. More updates, as provided by next iterations, modify these amplitudes until they are correct.

When convolving the series in equation 2.4.2 and 2.4.3 according to equation 2.4.1, we can write the double-focusing method as a series:
\[ \hat{G}^{+-}(x_F, x'_F, t) = \sum_{j=0}^{\infty} \sum_{i=0}^{\infty} \int_{\partial D_0} \hat{G}_j^-(x_F, x_S, t) \ast \hat{f}_i^+(x_S, x'_F, t) d^2 x_S \]

\[ \approx \int_{\partial D_0} \hat{G}_0^-(x_F, x_S, t) \ast \hat{f}_0^+(x_S, x'_F, t) d^2 x_S \]

\[ + \int_{\partial D_0} \hat{G}_1^-(x_F, x_S, t) \ast \hat{f}_0^+(x_S, x'_F, t) d^2 x_S \]

\[ + \int_{\partial D_0} \hat{G}_0^-(x_F, x_S, t) \ast \hat{f}_1^+(x_S, x'_F, t) d^2 x_S \]

\[ + \int_{\partial D_0} \hat{G}_1^-(x_F, x_S, t) \ast \hat{f}_1^+(x_S, x'_F, t) d^2 x_S \]

Here the first term resembles the result of conventional redatuming by using the wavefield \( \hat{f}_0^+ \) for both receiver and source redatuming. This wavefield contains all primaries and all internal multiples. The second and third term contain first-order estimates of receiver-side and source-side overburden internal multiples. The fourth term contains a first-order estimate of source-and-receiver-side overburden internal multiples, and so forth. Note that the Marchenko method does not require the use of an adaptive filter in theory or on ideal synthetic data. However, the preprocessed field data usually has minor amplitude and phase errors due to imperfect acquisition, attenuation, and/or inaccurate removal of the source signature, such that also the internal multiple predictions are not entirely accurate \cite{van der Neut and Wapenaar, 2016}. Therefore, we use an adaptive filter to ensure the correct and complete attenuation of the internal multiples from field data. The adaptive subtraction can be applied in the image domain or in the redatumed data domain, such that the result can be either an image or a redatumed reflection response that can be used as input for further processing. Since we use an adaptive filter, we do not need the amplitude updates that are normally provided by computing many terms of the series in equation 2.4.4, but we only require the terms that contain new events. The number of terms required depends on the geological setting. An estimate of this number can be obtained by testing the method on synthetic data that closely resembles the field data.

We remark that the MDD method can be similarly written as a series to make it suitable for adaptive subtraction \cite{van der Neut and Wapenaar, 2016}. However, the computation of this series is still expensive due to the need for a densely sampled array of focal points at the redatuming level \( \partial D_i \), which is often unnecessary for following processing steps (for example migration). In contrast, the double-focusing method requires integration over the acquisition level \( \partial D_0 \), which gives us the freedom to select our focal points based on the requirements for further processing and the selection of the area of interest.
2.5 Application to 2D synthetic data

In order to demonstrate the concept of the adaptive double-focusing method, tests on synthetic data and field data were performed. Both the synthetic data and the field data used in this chapter are from the Santos Basin in Brazil. To make the synthetic tests as realistic as possible, and thus to predict the behaviour of our method on field data as accurately as possible, data were generated in a velocity model and a density model obtained from an acoustic inversion of the field data (see figure 2.1a). The reflection response was modeled using 601 co-located sources and receivers with a spacing of 25 m. Figure 2.1b shows a common source gather of the synthetic dataset and figure 2.2a displays its RTM image.
The first step is modeling the direct downgoing focusing function $\hat{f}^+_0$ from the acquisition surface to our redatuming level just above the base of salt (see lines in figure 2.4) and designing the time window $\Theta(\mathbf{x}_F, \mathbf{x}_S, t)$. We modeled the direct downgoing focusing function $\hat{f}^+_0$ using an Eikonal solver and a smooth velocity model, and convolved it with an Ormsby wavelet with a central frequency of 35 Hz to simulate a band-limitation. The result is visible in figure 2.5a. The design of the time window $\Theta(\mathbf{x}_F, \mathbf{x}_S, t)$ is described in section 2.8. A correctly designed windowing function is crucial for the correct implementation of the adaptive double-focusing method.

After performing multiple iterations of the Marchenko scheme with a correct time window, we obtain the individual terms of $\hat{G}^{-}$ and $\hat{f}^+$. Figure 2.5 shows common source gathers of $\hat{f}^+_0$ and $\hat{f}^+_1$, while figure 2.6 displays common source gathers of $\hat{G}^{-}_0$ and $\hat{G}^{-}_1$. The first update of the downgoing focusing function, $\hat{f}^+_1$, already shows a complex wavefield. The first update of the receiver redatumed upgoing Green’s function, $\hat{G}^{-}_1$, clearly contains counter-events for events in $\hat{G}^{-}_0$.

Next, we convolve the individual terms of $\hat{G}^{-}$ and $\hat{f}^+$ with each other according to equation 2.4.4. The first 3 terms of this series ($\hat{G}^{-}_0 * \hat{f}^+_0$, $\hat{G}^{-}_1 * \hat{f}^+_0$ and $\hat{G}^{-}_0 * \hat{f}^+_1$) are displayed in figure 2.7. Remember that the first term contains both primaries and all orders of internal multiples, while the second and third terms contain first-order predictions of receiver-side and source-side internal multiples generated by the overburden.

![Figure 2.7: Common source gathers showing a) redatumed reflection response $\hat{G}^{-}_0 * \hat{f}^+_0$ with primaries and internal multiples, b) first-order counter-events for receiver-side internal multiples in $\hat{G}^{-}_1 * \hat{f}^+_0$ and c) first-order counter-events for source-side internal multiples in $\hat{G}^{-}_0 * \hat{f}^+_1$.](image)

After the retrieval of the individual terms, we add the internal multiple predictions in figures 2.7b and 2.7c to the redatumed response in figure 2.7a, which results
Source-receiver Marchenko redatuming on field data using an adaptive double-focusing method

Figure 2.8: Common source gathers showing the redatumed upgoing Green’s function a) $\hat{G}_-^0 \ast \hat{f}_0^+$ including both primaries and internal multiples, b) with attenuated internal multiples due to adding internal multiple estimates $\hat{G}_1^- \ast \hat{f}_0^+$ and $\hat{G}_0^- \ast \hat{f}_1^+$ c) with attenuated internal multiples due to adding $\hat{G}_1^- \ast \hat{f}_0^+$ and $\hat{G}_0^- \ast \hat{f}_1^+$ and 6 more terms, d) modeled in a truncated medium. The white ellipses highlight areas in which changes are clearly visible.

in figure 2.8b. When comparing this result to the modeled response without internal multiples in figure 2.8d, especially in the areas indicated by the white ellipses, it is clear that the 2 terms somewhat attenuated the internal multiples in the redatumed reflection response. However, remnants are visible. Figure 2.8c shows the redatumed response that results when adding 6 more terms of the series in equation 2.4.4 to the redatumed reflection response in figure 2.8. These 6 terms have provided amplitude updates for the internal multiple predictions, thereby attenuating the internal multiples in the reflection response more completely.

We continue by testing the effect of adaptive subtraction on the retrieval of the redatuned wavefield $\hat{G}^+(x_F, x_F', t)$. This can be done in multiple domains. Figure 2.9 shows the comparison of subtracting 2 terms of internal multiple predictions using an adaptive filter in time-space (filter length: 3, window size: 300 ms by 30 traces) and an adaptive filter in the curvelet domain (window size: 768 ms by 256 traces) [Herrmann et al., 2008; Wu and Hung, 2015]. The result in figure 2.9c after subtracting the internal multiples using a filter in the curvelet domain more closely resembles the modeled response in figure 2.9b compared to the result in figure 2.9a that was obtained using an adaptive filter in time-space. The adaptive filter in the curvelet domain provides an extra degree of freedom in terms of dip separation that can make a difference in distinguishing between primaries and internal multiples. The curvelet domain handles both curved and linear events better, particularly when a primary and a multiple overlap in time and space, but not in dip. In addition, the filter in the curvelet domain seems to attenuate noise in addition to the internal multiples. In the following, we will be using an adaptive filter in the curvelet domain. We found that no new events were predicted beyond the third term in equation 2.4.4, so we only use the terms $\hat{G}_1^- \ast \hat{f}_0^+$ and $\hat{G}_0^- \ast \hat{f}_1^+$ for the prediction of internal multiples in this particular setting. Naturally, care has to be taken not to damage the primary reflections.
2.5 Application to 2D synthetic data

Figure 2.9: Common source gathers showing the result of adding internal multiple estimates $G_1^- * f_0^+$ and $G_0^- * f_1^+$ to $G_0^- * f_0^+$ using a) an adaptive filter in the time-space domain, b) the modeled upgoing Green’s function in a truncated medium for comparison, and c) an adaptive filter in the curvelet domain. The white ellipses highlight areas in which differences are clearly visible.

Figure 2.10b and 2.10c show the source-receiver redatumed reflection responses that result from applying the conventional Marchenko method and the adaptive double-focusing method to 2D synthetic data of the Santos Basin. Both the conven-
Figure 2.11: RTM images of a) data at the acquisition surface, zoomed in at the target area, b) the modeled redatumed reflection response, obtained in a medium that is homogeneous above the redatuming level, c) the result of the conventional Marchenko method, d) the result of the adaptive double-focusing method.

tional Marchenko method and the adaptive double-focusing method use wavefields that result from 2 iterations of the single-focusing Marchenko method. Figure 2.10a shows the modeled redatumined reflection response for comparison. It has been obtained in a medium that is homogeneous above the redatuming level, such that the overburden does not exist. The white lines indicate the mute that is applied to remove the acausal wavefields. When comparing the results of both the conventional Marchenko method and the adaptive double-focusing method to the modeled reflection response, it is clear that the adaptive double-focusing method delivers a reflection response that resembles the modeled response more closely. The conventional Marchenko method seems to suffer from high-frequency remnants of multiples or high frequency noise due to the required inversion. We remark that the result of the conventional Marchenko method can be improved by using more iterations of the single-focusing Marchenko method. However, this comes at a cost. Using the
same amount of iterations, the adaptive double-focusing method provides a cleaner redatumed reflection response. Despite not having achieved a full medium truncation, internal multiples originating from remaining interactions between the target area and the overburden (as depicted in figure 2.4c) are not visible.

Figure 2.11b, 2.11c and 2.11d show the images obtained after applying the RTM method to the redatumed reflection responses in figure 2.10. In addition, figure 2.11a contains an image of directly applying the RTM method to the reflection response at the acquisition surface $\partial D_0$. The artefacts in the image due to internal multiples can be seen in the shape of half-circles (indicated by white circle segments) as spotted earlier in figure 2.2b. The white arrows point to artefacts that are no longer present in the RTM images after applying the conventional Marchenko method and the adaptive double-focusing method. Both methods remove internal multiples well, but the adaptive double-focusing method produces a slightly cleaner image that resembles the image of the modeled reflection response more closely.

2.5.1 Sensitivity to an unknown scaling factor

Next, we continue by verifying whether the proposed method is less sensitive to imperfections in the (preprocessed) data than the conventional Marchenko method. A typical shortcoming of field data is an unknown scaling of the source strength [Ravasi et al., 2016]. So far, we have assumed that $R(x_R, x_S, t)$ is the real reflection response of the subsurface, but this is not the case in reality. We only have access to a reflection response that is scaled by an unknown factor that depends on the acquisition and the preprocessing (for example, the deconvolution of the (unknown) source signature). We compare the performance of the conventional Marchenko method and the adaptive double-focusing method for the most simple error in scaling: a reflection response multiplied by a single scalar. We test values of 0.5 and 2.0. The resulting redatumed responses can be found in figure 2.12.

When scaling the reflection response by a factor 0.5, the conventional Marchenko method has problems to remove internal multiples (figure 2.12b). In contrast, the adaptive filter used in the double-focusing method corrects for this error in scaling (figure 2.12e). When multiplying the amplitudes of the reflection response by a factor 2.0, the conventional Marchenko method starts adding multiples instead of removing them (figure 2.12c). Again, the adaptive filter corrects for the erroneous scaling factor (figure 2.12f). This shows that the adaptive double-focusing method is more robust and less sensitive to imperfections in the preprocessed data. In theory, the result of the conventional Marchenko method can be improved by using other methods that estimate the unknown scaling factor [Brackenhoff, 2016]. However, these methods do not always result in the correct answer and only provide an estimate at additional computational cost. In contrast, the adaptive double-focusing method implicitly takes care of issues related to an unknown scaling factor.

2.5.2 Sensitivity to a less dense source and receiver spacing

In reality, a perfect acquisition geometry does not exist. Therefore, it is important that the adaptive double-focusing method is capable of obtaining an acceptable
Figure 2.12: Comparison of the conventional Marchenko method (top row) and the adaptive double-focusing method (bottom row) for an unknown scaling of source strength. Redatumed reflection response resulting from the conventional Marchenko method using a) the correct scaling factor, b) the correct scaling factor multiplied by 0.5, c) the correct scaling factor multiplied by 2.0. Redatumed reflection response resulting from the adaptive double-focusing method using d) the correct scaling factor, e) the correct scaling factor multiplied by 0.5, f) the correct scaling factor multiplied by 2.0.

result when the source and receiver spacing is coarser than the 25 m used to generate the synthetic data. Figure 2.13 shows the redatumed reflection responses obtained by applying both the conventional Marchenko method and the adaptive double-focusing method to reflection responses modeled with spacings of 25 m, 50 m and 100 m. The conventional Marchenko method greatly suffers and has problems to recover primary signal with a coarser acquisition geometry. The adaptive double-focusing method also suffers, but still manages to obtain a reasonable amount of primary energy.

Figure 2.14 shows a comparison of the RTM images of the conventional Marchenko method and the adaptive double-focusing method with a source and receiver spacing of 50 m. The adaptive double-focusing method has removed significantly more artefacts due to internal multiples than the conventional Marchenko method. By
2.6 Application to 2D field data

We continue by applying the adaptive double-focusing method to 2D field data. The data were acquired in the same region as covered by the synthetic data. Acquisition was performed with 6 streamers, having a cable spacing of 150 m and a cable length of 6000 m (covering offsets from 250 m to 6250 m). To satisfy the assumptions underlying the Marchenko scheme, the data were preprocessed using denoise, designature, deghosting and surface-related multiple attenuation. We performed deghosting in the f-p domain [Wang et al., 2013] and used a designature filter retrieved from the

![Figure 2.13: Comparison of the conventional Marchenko method (top row) and the adaptive double-focusing method (bottom row) applied to data modeled with different source and receiver spacings. Redatumed reflection response resulting from the conventional Marchenko method using a) a spacing of 25 m, b) a spacing of 50 m, c) a spacing of 100 m. Redatumed reflection response resulting from the adaptive double-focusing method using d) a spacing of 25 m, e) a spacing of 50 m, f) a spacing of 100 m. Both methods suffer, but adaptive double-focusing is less sensitive.](image)

replacing the MDD method by a second focusing step, we have created a redatuming method that is more capable of handling a sparse acquisition geometry.

2.6 Application to 2D field data

We continue by applying the adaptive double-focusing method to 2D field data. The data were acquired in the same region as covered by the synthetic data. Acquisition was performed with 6 streamers, having a cable spacing of 150 m and a cable length of 6000 m (covering offsets from 250 m to 6250 m). To satisfy the assumptions underlying the Marchenko scheme, the data were preprocessed using denoise, designature, deghosting and surface-related multiple attenuation. We performed deghosting in the f-p domain [Wang et al., 2013] and used a designature filter retrieved from the
water bottom reflection. A partial normal moveout (NMO) correction of traces per common depth point (CDP) [e.g. Dragoset et al., 2010] was used to reconstruct shots and near offsets. Next, we selected a single inline and interpolated shot and receiver positions to obtain a line with a source and receiver spacing of 25 m. The RTM image in figure 2.15a was created using the reflection response acquired at the acquisition surface $\partial \mathcal{D}_0$, zoomed in at the target area. We call this the result of conventional imaging. Internal multiples from the overburden create artefacts in the target zone, as indicated by the ellipse and the stripes. Figure 2.15b shows the RTM image of the first term of the adaptive double-focusing method: the redatumed reflection response. This term includes both primaries and artefacts due to internal multiples from the overburden and is similar to the RTM image from the reflection response at the acquisition surface. Figure 2.15c shows the result of applying the conventional Marchenko method. It did not succeed in removing the internal multiples, but seems to have boosted their amplitudes instead. This is comparable to what we observed in figure 2.12 and 2.13. Figure 2.15d shows the result of applying the adaptive double-focusing method to this dataset. The ellipse highlights the most significant improvement in the image: the application of our method has improved the geological interpretability in the area. The half-circles due to multiples that we first encountered in the synthetic data (figure 2.2b) have given the elliptical section in the other images of figure 2.15 a different appearance, thereby masking the real structure below. This masked structure, visible in the velocity model in figure 2.1a, becomes visible after application of the adaptive double-focusing method.

![Figure 2.14: RTM images of the conventional Marchenko method and the adaptive double-focusing method for a source and receiver spacing of 50 m. The image of the result of the conventional Marchenko method shows many artefacts, while the adaptive double-focusing method has still managed to remove a significant amount of these artefacts despite the coarse acquisition geometry.](image-url)
Figure 2.15: RTM images resulting from a) data at the acquisition surface, zoomed in at the target, b) the first term of the adaptive double-focusing method, c) the result of the conventional Marchenko method, d) the result of the adaptive double-focusing method.
2.7 Conclusion

We presented the adaptive double-focusing method as an alternative for conventional Marchenko redatuming that is more suitable for applying source-receiver redatuming to field data. Instead of using a multidimensional deconvolution as a second focusing step, the double-focusing method uses a simple and straightforward convolution that naturally complements the first focusing step of the single-focusing Marchenko method, at the cost of leaving some later arriving internal multiples behind. Not only is this method less sensitive to imperfections in the data and the acquisition geometry than the conventional Marchenko method, it is also computationally much cheaper and allows for parallelization over pairs of focal points, thereby making it suitable for the application to large data volumes. Furthermore, it produces improved results when using wavefields resulting from the same amount of single-focusing Marchenko iterations. This was clearly visible when applying our method to field data of the Santos Basin, where the adaptive double-focusing method managed to predict and subtract internal multiples originating from the overburden, thereby improving the geologic interpretability in the target area despite using field data. Based on the synthetic and field data evaluations in this chapter, we conclude that the adaptive double-focusing method is an effective tool for applying source-receiver Marchenko redatuming to field data.

2.8 Appendix: Design of the time window $\Theta$ for the adaptive double-focusing method

The first step of the adaptive double-focusing method, single-focusing by iteratively solving the coupled Marchenko equations, requires designing a time window $\Theta(x_F, x_S, t)$ to correctly retrieve the wavefields needed for source redatuming. This window is designed by choosing parameters $t_d$ and $t_\epsilon$ (see equation 2.2.5). The choice of $t_d$ is based on the smooth velocity model, but the choice of $t_\epsilon$ is not that straightforward. We will explain how the choice of $t_\epsilon$ affects the adaptive double-focusing method and how we can make a correct choice.

A rule of thumb is to set $t_\epsilon$ equal to half the duration of the wavelet convolved with the direct wave $\tilde{f}_0^+$. This holds for synthetic data in 1D, but it does not always hold for 2D and 3D data with a finite aperture. If using the rule of thumb, we estimate a $t_\epsilon$ of 14.3 ms for the 2D synthetic data of the Santos Basin. When taking a $t_\epsilon$ that is smaller than this estimation, we retrieve the wavefields in figure 2.16. Note that the first term should contain primaries and all orders of internal multiples, while the second and third terms should only contain counter-events for the most dominant internal multiples generated in the overburden. However, when looking closely at the events in all three terms, the second and third terms have events that appear to be the result of ‘primary leakage’. They seem to contain a copy of the correct events in the first term that should remain intact. If we use these incorrectly retrieved wavefields for adaptive subtraction, the damage of the primary will be severe: the second and third terms will remove the primaries together with the multiples.
We will now show that the apparent ‘primary leakage’ is actually the result of an incorrect choice of $t_\epsilon$, and can thus be avoided. Figure 2.17 shows the truncations in the time-domain during the two steps that comprise a single iteration of the Marchenko scheme (equations 2.2.3 and 2.2.4). When looking at the wavefields that result from evaluating equation 2.2.3, the upgoing focusing function $\hat{f}_-^-$ can be found before $t_d$ (the traveltime of the direct wavefield from the focal point to the acquisition surface) and the upgoing Green’s function $\hat{G}_d^+$ can be found after $t_d$. The actual truncation applied by time window $\Theta(x_F, x_S, t)$ in equation 2.2.6 is made at $t_d - t_\epsilon$, so slightly before $t_d$.

The evaluation of equation 2.2.4 results in the coda of the polarity- and time-reversed downgoing Green’s function $\hat{G}_{m}^+$ before $-t_d$ and the coda of the downgoing
focusing function $\hat{f}_m^+$ after $-t_d$. However, the updates of the direct wave of the downgoing Green’s function $G_d^+(-t)$ arrive exactly at $-t_d$ (see the gray-coloured arrival in figure 2.17). In this situation, the time window $\Theta(x_F, x_S, t)$ in equation 2.2.7 is applied slightly after $-t_d$, at $-t_d + t_\epsilon$.

When now studying the retrieval of the individual terms $\hat{G}_0^-$, $\hat{G}_1^-$ and $\hat{f}_1^+$ from equation 2.4.4 in detail, while keeping figure 2.17 in mind, the issue becomes clear. Note that $\hat{f}_0^+$ is a known that is unaffected by the truncations. The wavefield $\hat{G}_0^-$ is retrieved during the first iteration by computing $\hat{G}_0^- = \Psi R \hat{f}_0^+$. No matter how small $t_\epsilon$ is chosen, the truncation will never be placed later than $t_d$, and will thus never incorrectly place parts of the upgoing focusing function $\hat{f}^-$ into this Green’s function. Therefore, our first term, containing both $\hat{G}_0^-$ and $\hat{f}_0^+$, should not suffer from a $t_\epsilon$ that was chosen too small.

The story is different for the second and third terms in equation 2.4.4. The third term contains the wavefield $\hat{f}_1^+$ that is retrieved by evaluating $\hat{f}_1^+ = \Theta R^* \hat{f}_0^+$. Now the truncation does matter, since a $t_\epsilon$ that is chosen too small will result in an $\hat{f}_1^+$ that also contains part of the update of the direct downgoing Green’s function $\hat{G}_d^+(-t)$ (see figure 2.17). This update arrives at the exact same time as wavefield $\hat{f}_0^+$ and will therefore act as a scaled version of this wavefield. As a result, we do not retrieve $\hat{f}_1^+$, but we obtain $\hat{f}_1^+ + \alpha \hat{f}_0^+$. For a $t_\epsilon$ that is too small. When then performing the convolution of $\hat{G}_0^-$ and $\hat{f}_1^+$ to compute the third term, we obtain $\hat{G}_0^- * (\hat{f}_1^+ + \alpha \hat{f}_0^+)$ instead, which is equal to adding a scaled version of the first term to the third term. As a result, we see the same primaries as found in the first term also in the third term for an erroneously small $t_\epsilon$.

When now continuing with our incorrectly retrieved $\hat{f}_1^+$, such that it is actually $\hat{f}_1^+ + \alpha \hat{f}_0^+$, the next step is the retrieval of the wavefield $\hat{G}_1^-$. This is the first update of the wavefield $\hat{G}_0^-$, which can be written as $\hat{G}_1^- = \Psi R \hat{f}_1^+$ (see equation 2.2.8). Using our incorrect $\hat{f}_1^+ = \hat{f}_1^+ + \alpha \hat{f}_0^+$, we now obtain $\hat{G}_1^- = \Psi R^* (\hat{f}_1^+ + \alpha \hat{f}_0^+) = \hat{G}_1^- + \alpha \hat{G}_0^-$. Therefore, the retrieved $\hat{G}_1^-$ has an imprint of $\hat{G}_0^-$, which explains the ‘primary leakage’ that is also observed in the second term.

Thus, finding a correct $t_\epsilon$ is essential for the successful application of adaptive subtraction in the double-focusing method. It would seem straightforward to just choose a very large value for $t_\epsilon$, but this can unfortunately result in an incomplete solution. The choice of $t_\epsilon$ defines the smallest period of internal multiple that can be resolved. The shorter the period of the internal multiples, the closer the coda $\hat{f}_m^+$ will follow the direct wave $\hat{f}_0$. Thus, the larger the choice of $t_\epsilon$, the higher the risk of incorrectly muting part of the focusing functions. When incorrectly muted, not all internal multiples will be constructed, and they cannot be subtracted. This is something that should not be taken lightly, since this is the purpose of applying source-receiver redatuming to the reflection response.

Instead of using trial and error to find a suitable value for $t_\epsilon$, the auto-correlation of the reflection response $R$ can serve as an indication. Figure 2.18 shows the auto-correlation of the synthetic reflection response. The auto-correlation of the individual events can be found on the zero-lag. Correlations of different events with each other can be found elsewhere in time. The correlation of a short period
internal multiple with a primary generated by the same reflector will appear close to the zero-lag, since there is only a small difference in travel time. Therefore, the time in-between the arrival at the zero-lag and the next arrival is an indication of the shortest period internal multiples that are present in the data. This can be used as a guide to define an upper bound for $t_\epsilon$, while visual inspection for ‘primary leakage’ can be used to set a lower bound. When the upper bound is below the lower bound, short-period internal multiples may have to be sacrificed in order to ensure a correct adaptive subtraction. Note that the auto-correlation of the reflection response $R$ should only have a single source signature, otherwise this method is not reliable.

We also remark that this explanation holds for the first-order internal multiples as observed in the data of the Santos Basin, where we have strong reflectors from the salt with weaker reflectors below. The explanation might not hold when more (strong) reflectors are involved.
3D Marchenko internal multiple attenuation on narrow azimuth streamer data of the Santos Basin

Abstract

Based on the results of the previous chapter, we leave conventional Marchenko re-datuming behind and continue the analysis of the adaptive double-focusing method in 3D. First, we perform a series of synthetic tests to identify the key acquisition parameters that affect the result of 3D Marchenko internal multiple prediction and subtraction using an adaptive double-focusing method. Starting from a wide azimuth dense grid of sources and receivers, a series of decimation tests is performed until a narrow azimuth streamer geometry remains. We evaluate the effect of the removal of sail lines, near offsets, far offsets and outer cables on the result of the adaptive double-focusing method. Based on these tests, we define an interpolation strategy and use it for the field data application. Finally, we apply our method to the narrow azimuth streamer field data from the Santos Basin, Brazil. Internal multiples are predicted and adaptively subtracted, thereby improving the geological interpretation of the target area. These results imply that our adaptive double-focusing method is sufficiently robust for the application to 3D field data, although the key acquisition parameters and limitations will naturally differ in other geological settings and for other types of acquisition.
3.1 Introduction

The Santos Basin in Brazil is known for its oil-bearing carbonate reservoirs below a highly reflective stratified salt layer (see figure 3.1). The salt layer generates strong internal multiples that pose a problem for seismic imaging [Cypriano et al., 2015]. Most imaging methods assume that the recorded wavefield was only reflected once and thus incorrectly interpret internal multiples as primaries from deeper reflectors. As a result, these methods create ghost reflectors that do not exist in reality. These ghost reflectors can interfere with the real reflectors in the target area and thereby corrupt the image. Therefore, we wish to attenuate internal multiples in order to obtain a reliable image of the target area.

The attenuation of internal multiples is a challenge. Various methods have been proposed, ranging from filtering methods [e.g. Hampson, 1986; Foster and Mosher, 1992; Zhou and Greenhalgh, 1994] that transform the reflection response to an alternative domain in which the primaries and the internal multiples separate, to wave-equation-based methods that aim to predict the internal multiples by convolving and correlating the reflection response with itself [e.g. Jakubowicz, 1998; Weglein et al., 1997]. The application of filtering methods is often challenging in settings with a complex overburden, since there is usually no distinct difference in properties between the primary reflections from the target area and the (strong) internal multiples generated by the overburden. Also, the application of wave-equation-based methods is not undisputed. Some wave-equation-based methods require the manual identification of internal multiple generators, thereby introducing bias and the risk of not correctly capturing all internal multiple generators into the process. In addition, some wave-equation-based methods predict internal multiples with incor-
rect amplitudes or use a layer stripping approach that results in error accumulation from shallow to deep reflectors. In order to attenuate internal multiples in a complex setting such as the Santos Basin, an alternative method is needed.

Marchenko methods [Ware and Aki, 1969; Brogini et al., 2012; Wapenaar et al., 2014a] are data-driven and wave-equation-based methods that do not have these drawbacks. They have the ability to consider the entire overburden as a whole, instead of having to identify all individual internal multiple generators separately. In addition, Marchenko methods allow us to retrieve Green’s functions including primaries as well as all orders of internal multiples at any desired depth level without having to resolve overlying layers first. When writing the retrieval of Green’s functions using the coupled Marchenko equations as a Neumann series, Marchenko methods can be used for the prediction of internal multiples [van der Neut et al., 2015b]. These predictions in principle have the correct amplitude and phase. However, minor amplitude and phase differences are usually present when applying the method to field data due to imperfect acquisition or preprocessing. A mild adaptive filter can be used to correct for these minor differences. We previously reported on the successful application of an adaptive Marchenko method (the adaptive double-focusing method) to 2D synthetic data and a 2D line of streamer data of the Santos Basin in Brazil [Staring et al., 2018a]. Internal multiples were predicted and adaptively subtracted from the target area, which improved the geological interpretation. In addition, we found that the adaptive double-focusing method was relatively robust for a sparse acquisition geometry in 2D and suitable for the application to large data volumes. In the hope that these properties also hold in 3D, we use this adaptive Marchenko method for the prediction and adaptive subtraction of internal multiples from 3D narrow azimuth streamer data acquired in the Santos Basin.

The extension from 2D to 3D Marchenko methods may seem trivial in theory, but it is not the case in practice. Some aspects are similar, such as the data preparation requirements that include noise suppression, signature deconvolution, deghosting and the removal of surface-related multiples. However, aspects related to the sampling of the acquired data are different. In addition to the inline direction in 2D, there is in 3D also a crossline direction that typically has a limited aperture and less densely spaced sources and receivers. Also, streamers usually do not record responses at negative offsets, near offsets and far offsets in the inline direction. A thorough understanding of the effect of these acquisition limitations on the result of Marchenko internal multiple attenuation would allow us to estimate whether the application to any particular dataset is feasible. In addition, it would aid us in defining an interpolation strategy. Even though some researchers already applied a Marchenko method to 3D field data [Staring et al., 2018b; Pereira et al., 2018], they did not address the acquisition requirements and limitations of 3D Marchenko methods in detail. The objective of this chapter is to gain a better understanding of the key acquisition parameters and limitations that affect the application of the adaptive double-focusing method to 3D data.

In this chapter, we first revise the theory of the adaptive Marchenko double-focusing method. Second, we perform a series of 3D synthetic tests to study the effect of the acquisition parameters on the result of internal multiple prediction and
adaptive subtraction using this method. Starting from a grid spacing of 50 m (inline direction) by 75 m (crossline direction) co-located sources and receivers with positive and negative offsets, near offsets, far offsets and a crossline aperture of 1.8 km (figure 3.2a), we step-by-step decimate the acquisition down to a narrow azimuth streamer geometry on which our 3D field data were acquired (figure 3.2b). Based on these tests, we identify the key limiting acquisition parameters and use these to design an interpolation strategy for the field data application. Next, we test the proposed interpolation strategy on 3D synthetic data. Finally, we apply the adaptive double-focusing method to 3D narrow azimuth streamer data. In the following discussion and conclusion section, we evaluate the performance of the adaptive double-focusing method.

3.2 Marchenko internal multiple attenuation by adaptive double-focusing

The adaptive Marchenko double-focusing method requires a preprocessed reflection response $R(x_R, x_S, t)$ acquired on a sufficiently dense grid of sources $x_S$ and receivers $x_R$ at the acquisition surface $\partial D_0$. A smooth velocity model of the subsurface is needed to obtain the direct wave of the downgoing focusing function $\hat{f}_0^+$. The direct wave is obtained by modeling and time-reversing the response from sources at the redatuming level $\partial D_i$ to receivers at the acquisition surface $\partial D_0$ using finite-difference modeling or an Eikonal solver (see figure 3.3). The $\hat{\cdot}$ symbol indicates an user-specified wavelet that is convolved with the modeled wavefield. The direct downgoing focusing function $\hat{f}_0^+$ initiates the iterative scheme that solves the coupled Marchenko equations. If the overburden were homogeneous, this initial wavefield would be sufficient to create a focus at the desired focal point at $\partial D_i$. Otherwise,
3.2 Marchenko internal multiple attenuation by adaptive double-focusing

Figure 3.3: Cartoon illustrating the direct wave $f_0^+$, which we obtain using a smooth velocity model and an Eikonal solver.

A coda for the downgoing focusing function has to be retrieved using the following series [van der Neut et al., 2015a]:

$$ f_0^+(x_S, x'_F, t) = \sum_{i=0}^{\infty} f_i^+(x_S, x'_F, t) = \sum_{i=0}^{\infty} \{\Theta R^* \Theta R\}^i f_0^+(x_S, x'_F, t), \quad (3.2.1) $$

where $i$ is the iteration number. Symbol $x'_F$ denotes focal points at the redatuming level $\partial D_i$ that become virtual sources. Operators $R$ and $R^*$ perform a multidimensional convolution or correlation of the reflection response $R$ with the wavefield that it acts upon. Window functions $\Theta$ are tapered Heaviside step functions that separate the causal and the acausal wavefields (i.e. Green’s functions and focusing functions) in time. See section 2.8 for details on the design of window function $\Theta$.

The first update of the coda of the downgoing focusing function $f_1^+$ already contains many of the correct events to compensate for the inhomogeneous overburden, but with incorrect amplitudes. Higher-order estimates ($i = 2, 3, 4, \text{etc.}$) are needed to obtain the correct amplitudes.

Using the downgoing focusing function $f^+$, we can also retrieve the receiver redatumed upgoing Green’s function:

$$ \hat{G}^-(x_F, x_S, t) = \sum_{j=0}^{\infty} \hat{G}^-_j(x_F, x_S, t) $$

$$ \quad = \Psi R \hat{f}^+(x_S, x_F, t) = \Psi R \sum_{j=0}^{\infty} \{\Theta R^* \Theta R\}^j \hat{f}_0^+(x_S, x_F, t), \quad (3.2.2) $$

where mute $\Psi = I - \Theta$ now selects the causal wavefield and symbol $x_F$ represents focal points at the redatuming level $\partial D_i$ that become virtual receivers. The iteration number is given by $j$. Initial estimate $\hat{G}^-_0$ is the standard receiver-redatumed upgoing Green’s function at $x_F$. The first update $\hat{G}^-_1$ contains a first-order estimate
of the receiver-side internal multiples generated in the overburden with incorrect amplitude. Next updates ($\hat{G}^2$, $\hat{G}^3$, etc.) contain higher-order estimates that are necessary to obtain the correct amplitudes. An additional step is needed to also remove source-side and source-and-receiver-side internal multiples generated by the overburden.

The retrieval of the upgoing Green’s function $\hat{G}^-$ with a grid of sources at the acquisition surface $\partial \mathbb{D}_0$ and a grid of virtual receivers at the redatuming level $\partial \mathbb{D}_i$ is a single-focusing step. By creating double-focusing we also remove other internal multiples generated by the overburden. To this end, we convolve the upgoing Green’s function $\hat{G}^-$ at virtual receivers with the downgoing focusing function $\hat{f}^+$ at virtual sources [Wapenaar et al., 2016a; van der Neut et al., 2018; Staring et al., 2018a]:

$$
\hat{G}^{-+} (x_F, x'_F, t) = \int_{\partial \mathbb{D}_0} \hat{G}^- (x_F, x_S, t) \ast \hat{f}^+ (x_S, x'_F, t)d^2x_S.
$$

(3.2.3)

By applying this for many positions $x_F$ and $x'_F$ at redatuming level $\partial \mathbb{D}_i$, a grid of downward radiating virtual sources and virtual receivers that measure the upgoing wavefield is created. The result is a redatumed Green’s function $\hat{G}^{-+}$ in the physical medium. Internal multiples generated by the overburden (figure 3.4a) have been removed, but later arriving internal multiples generated by interactions between the target area and the overburden (figure 3.4b) and internal multiples generated by the target area (figure 3.4c) remain. According to Cypriano et al. [2015], the main internal multiples that contaminate the image of the target area in the Santos Basin are generated between the water bottom and the top of salt (see figure 3.1). By using double-focusing, we remove these internal multiples, while leaving some internal multiples below the target area behind. Note that one user-specified wavelet $\hat{\cdot}$ has to be deconvolved from the redatumed Green’s function $\hat{G}^{-+}$. Also note that the integral over the acquisition surface $\partial \mathbb{D}_0$ allows us to parallelize the implementation.
of the double-focusing method per pair of focal points, which makes this method particularly suitable for the application to large 3D data volumes.

Using equations 3.2.1 and 3.2.2, we can write equation 3.2.3 as a series:

\[
\hat{G}^{-+}(x_F, x'_F, t) = \sum_{j=0}^{\infty} \sum_{i=0}^{\infty} \int_{\partial D_0} \hat{G}_j^{-}(x_F, x_S, t) * \hat{f}_i^+(x_S, x'_F, t) d^2x_S 
\approx \int_{\partial D_0} \hat{G}_0^{-}(x_F, x_S, t) * \hat{f}_0^+(x_S, x'_F, t) d^2x_S 
- \int_{\partial D_0} \hat{G}_1^{-}(x_F, x_S, t) * \hat{f}_0^+(x_S, x'_F, t) d^2x_S 
- \int_{\partial D_0} \hat{G}_0^{-}(x_F, x_S, t) * \hat{f}_1^+(x_S, x'_F, t) d^2x_S 
- \int_{\partial D_0} \hat{G}_1^{-}(x_F, x_S, t) * \hat{f}_1^+(x_S, x'_F, t) d^2x_S 
- ... 
\]

(3.2.4)

The first term \(\hat{G}_0^{-} * \hat{f}_0^+\) is the standard source-and-receiver redatumed Green’s function including primaries and internal multiples. The second term \(-\hat{G}_1^{-} * \hat{f}_0^+\) contains first-order predictions of receiver-side internal multiples generated by the overburden, while the third term \(-\hat{G}_0^{-} * \hat{f}_1^+\) contains first-order predictions of source-side internal multiples generated by the overburden and the fourth term \(-\hat{G}_1^{-} * \hat{f}_1^+\) contains first-order predictions of source-and-receiver-side internal multiples generated by the overburden. Subsequent terms contain higher-order estimates of the predicted internal multiples that are needed to obtain the correct amplitude and phase. Note that Marchenko methods in principle do not rely on an adaptive filter to accurately attenuate internal multiples. However, instead of retrieving all terms in the series in equation 3.2.4 by correlating and convolving the data with itself many times (see equations 3.2.1 and 3.2.2), we propose to retrieve only a few updates and use an adaptive filter as a substitute for higher-order corrections. Also, an adaptive filter can correct for any minor amplitude and phase differences that are present in the internal multiple predictions due to imperfections in the data acquisition and/or preprocessing. The number of terms needed to obtain predictions of all overburden internal multiples depend on the geological setting. In our case, new internal multiples were not predicted beyond the third term in equation 3.2.4, so we only use the terms \(-\hat{G}_1^{-} * \hat{f}_0^+\) and \(-\hat{G}_0^{-} * \hat{f}_1^+\) for the prediction of internal multiples in this particular setting. These predictions are treated as individual internal multiple predictions, which are orthogonalized to the data prior to simultaneous adaptive subtraction. We have chosen for an adaptive filter in the curvelet domain [Herrmann et al., 2008; Wu and Hung, 2015], since it can distinguish between primaries and internal multiples in space, time and dip. Naturally, care has to be taken not to subtract the primary reflections together with the internal multiples.
3.3 Sensitivity tests on 3D synthetic data

We perform a series of 3D synthetic tests to identify the key acquisition parameters that affect the result of the adaptive double-focusing method. In order to generate synthetic data that represent the geological contrasts in the area as realistically as possible, we use a velocity model (see a 2D slice in figure 3.1) and a density model that are obtained from an acoustic inversion of field data based on the original seismic image and migration velocity. The grid size of these models is 18.75 m by 18.75 m by 10 m. Co-located sources and receivers are positioned with a spacing of 50 m in the inline direction and a spacing of 75 m in the crossline direction (see figure 3.2a), thereby simulating an inline spacing of 50 m and a sail line spacing of 75 m. The inline aperture is 20 km (offsets from -10 km to 10 km) and the crossline aperture is 1.8 km. An acoustic finite-difference algorithm is used to model data up to 30 Hz, such that the dominant wavelength at the receivers is 50 m. The recording time is 8.5 s. Also, we generate an initial focusing function \( f_0^+ \) in the smooth velocity model using an Eikonal solver. Geometrical spreading is part of the simulation. In addition, we convolve the response with an Ormsby wavelet with tapers at the low and the high ends.

Starting from 24 lines of data modeled on this dense acquisition grid, we step-by-step decimate down to a realistic streamer acquisition geometry with a cable spacing of 150 m, a sail line spacing of 450 m and a cable length of 6 km. The inline source and receiver spacing remain 50 m. Inline offsets range from 250 m to 6250 m and the crossline aperture is 0.75 km (see figure 3.2b). Throughout the decimation tests, we use the Marchenko double-focusing method to redatum to a grid of co-located virtual sources and virtual receivers below the overburden with a spacing of 25 m by 37.5 m. We have chosen the redatuming level to be just above the base of salt. The base of salt is the top of our reservoir and is therefore part of the target area. The main internal multiple generators in this geological setting, the water bottom and the top of salt, are part of the overburden. Internal multiple predictions are obtained by convolving the individual updates of the wavefields \( G_j^- \) and \( \hat{f}_i^+ \) with one another. We orthogonalize the predictions and the data before subtraction, but do not use a global least-squares filter for pre-conditioning. Next, the internal multiple predictions are simultaneously subtracted from the data using a 3D curvelet filter [Wu and Hung, 2015]. Parameters that need to be set are the number of scales in the transform, the number of angles in the transform, the window size and some sparsity parameters that control the inversion. We extensively test different filter settings and obtain the best results (the least damage of the primary reflections) using 7 scales, 8 angles and tapered windows of 768 ms by 256 traces. These settings are used for all synthetic examples shown here.

3.3.1 The complete data set

First, we apply the adaptive double-focusing method to synthetic data generated on the dense grid in figure 3.2a. Figure 3.5 shows redatumed common source gathers before and after internal multiple prediction and subtraction (\( \hat{G}_0^- * \hat{f}_0^+ \) and \( \hat{G}^{-+} \))
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Figure 3.5: Redatumed common source gathers showing the result of the adaptive double-focusing method applied to 3D synthetic data modeled on the dense acquisition grid in figure 3.2a. The gathers show: a) the redatumed Green’s function $G_{0}^{-} \ast f_{0}^{+}$ including primaries and internal multiples and b) the redatumed Green’s function $\hat{G}^{-+}$ after prediction and adaptive subtraction of internal multiples. The white ellipses, stripes and arrows indicate areas in which internal multiple attenuation is most visible.

from equation 3.2.4). The common source gathers are from a virtual source in the middle of the grid of focal points, as indicated by the red star in figure 3.2a. A difference is visible, especially in the white ellipses, at the arrows and along the white lines. It seems that conflicting seismic events were resolved, resulting in a better continuity of the primary events.

Next, we deconvolve an user-specified wavelet $\hat{\cdot}$ and migrate the result. Figure 3.6 shows RTM images of the reflection response $\hat{R}$ at the acquisition surface (note that this image was truncated at the base of salt for comparison), the redatumed Green’s function including primaries and internal multiples $G_{0}^{-} \ast f_{0}^{+}$ and the redatumed Green’s function $\hat{G}^{-+}$ after internal multiple prediction and subtraction. Figures 3.6a and 3.6b are comparable, thereby demonstrating that source-receiver redatuming was correctly performed (according to the standard primary approach). A comparison between figure 3.6b and figure 3.6c shows a distinct difference. Internal multiples in the white ellipses and indicated by the white curved stripe in figures 3.6a and 3.6b are no longer visible in figure 3.6c. Overall, the continuity of the reflectors has improved. Below the vertical RTM images are depth slices of the 3D RTM volume at 5900 m depth, where the internal multiples are present in figures 3.6a and 3.6b, but have been attenuated in figure 3.6c. Based on these results, we conclude that adaptive double-focusing performs well in terms of redatuming and predicting and subtracting internal multiples when applying it to the initial dense acquisition geometry. Note that the image in figure 3.6c appears to
Figure 3.6: RTM images showing the result of the adaptive double-focusing method applied to 3D synthetic data modeled on the dense acquisition grid in figure 3.2a. The images show: a) the migrated reflection response $\hat{R}$, b) the redatumed and migrated Green’s function $G_0^* * \hat{f}_0^+$ including primaries and internal multiples, and c) the redatumed and migrated Green’s function $\hat{G}^{--}$ after prediction and adaptive subtraction of internal multiples. Below the RTM images are depth slices at 5900 m. The white ellipses, line and arrows indicate areas in which internal multiple attenuation is most visible.
have a lower frequency content compared to the images in figures 3.6a and 3.6b. It seems that the internal multiple reflections favor the high frequencies, possibly due to the generation mechanism in the stratified salt. The resulting images in other papers on internal multiple attenuation in the Santos Basin [e.g. Griffiths et al., 2011; Cypriano et al., 2015] confirm this observation.

In the following, we continue with synthetic data without negative offsets and use source-receiver reciprocity for reconstruction before applying the adaptive double-focusing method.

### 3.3.2 A coarser sail line spacing

Since a sail line spacing of 75 m is not realistic, we study the effect of coarser sail line spacings on the result of our adaptive double-focusing method. Starting from the result in figure 3.6c with 75 m sail line spacing (here figure 3.7a), we compare RTM images showing the result of adaptive double-focusing when using a sail line spacing of 150 m (figure 3.7b), 300 m (figure 3.7c) and finally 450 m (figure 3.7d). The result obtained from data with a sail line spacing of 150 m looks very similar to the result obtained with 75 m sail line spacing, there are only some minor amplitude differences indicated by the arrows. A more significant difference becomes visible when decimating from 150 m sail line spacing to 300 m sail line spacing. Some internal multiples at the top of the image are no longer predicted and subtracted, probably because the traces that are necessary for the reconstruction of these multiples are missing. The realistic scenario of 450 m sail line spacing shows more internal multiples that could not be predicted and subtracted, now in the deeper part of the image as well. The depth slices confirm these observations: there is little difference between the results obtained with 75 m and 150 m sail line spacing, but internal multiple attenuation becomes less effective when moving to a sail line spacing of 300 m and 450 m. Based on these tests, we conclude that the sail line spacing is a key acquisition parameter that affects our adaptive double-focusing method. Ideally, interpolation from 450 m sail line spacing to 150 m sail line spacing would be applied prior to the field data application in this geological setting. We remark that although we expect that the sail line spacing will also be a key acquisition parameter that affects the result of our adaptive double-focusing methods in other geological settings, the exact spacing at which the result is still acceptable will be different for every setting. In the following synthetic tests, we continue with a sail line spacing of 150 m, thereby assuming that the interpolation from 450 m sail line spacing to 150 m sail line spacing can be carried out correctly.

### 3.3.3 The removal of the near offsets

The responses at near offsets are typically not recorded by streamers, so we study the effect of removing the first 250 m of inline offsets. Figure 3.8 shows a comparison of RTM images with and without near offsets, both after internal multiple prediction and subtraction. The removal of the near offsets deteriorates the result somewhat in terms of a few remnant internal multiples (at the arrows, the stripe and the ellipse), but not as much as expected. The depth of the first reflector influences how much
Figure 3.7: RTM images obtained from the Green’s function $\hat{G}^{-+}$ after internal multiple prediction and subtraction for a reflection response modeled with: a) 75 m sail line spacing, b) 150 m sail line spacing, c) 300 m sail line spacing and d) 450 m sail line spacing. Below the RTM images are depth slices at 5900 m. The results using 75 m and 150 m sail line spacing are similar, but the image starts to deteriorate when moving to 300 m sail line spacing.
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Figure 3.8: RTM images obtained from the Green’s function $\hat{G}^{-r}$ after internal multiple prediction and subtraction for a reflection response modeled with: a) near offsets (0-250 m) and b) without near offsets. Below the RTM images are depth slices at 5900 m. Only a slight difference is visible at the arrows, possibly due to the depth of the target zone.

the near offset responses contribute to the image. Since the water bottom in this setting is very deep (see figure 3.1), most reflections originating from this depth would have simply not been recorded by the first 250 m of receivers. Even though the near offset responses do not have a large effect on the result of internal multiple prediction and removal in this very deep marine setting, we will interpolate the field data for the missing offsets in order to predict as many internal multiples as accurately as possible.

3.3.4 The removal of the far offsets

Next, we assume that we could correctly reconstruct the responses at near offsets and we study the effect of removing the far offsets (the inline offsets 6250-10000 m). Figure 3.9 shows the RTM images of the result of internal multiple prediction and subtraction using adaptive double-focusing, where figure 3.9a shows the result when including far offsets in the reflection response and figure 3.9b shows the result when excluding far offsets from the reflection response. Only minor differences in amplitude are visible at the arrows. Surprisingly, the far offsets seem to have little impact on the result of adaptive double-focusing, similar to the near offsets. Verschuur [2013] reports that missing offsets have a particularly large effect on multiple prediction methods in a shallow water setting. Since we are in a very deep marine setting, missing offsets seem to only have a minor effect.
Figure 3.9: RTM images obtained from the Green’s function $G^{-+}$ after internal multiple prediction and subtraction for a reflection response modeled with: a) far offsets (6250-10000 m) and b) without far offsets. Below the RTM images are depth slices at 5900 m. Only minor differences are visible at the arrows, mostly in terms of amplitude.

3.3.5 The removal of the outer cables

Lastly, we study the effect of removing the outer cables. Instead of a crossline aperture of 1800 m, as used in the previous tests, we now use a crossline aperture of 750 m. The RTM images in figure 3.10 show that removing the outer cables has a significant effect on the adaptive double-focusing result. The quality of the image in figure 3.10b has deteriorated and some internal multiples were not predicted and subtracted. Although the missing outer cables have a large effect on the result of adaptive double-focusing, the image in figure 3.10b is still of acceptable quality. This becomes especially clear when comparing it to the standard redatumed Green’s function in figure 3.6b, which is constructed from a dense and wide azimuth grid of sources and receivers at the acquisition surface. Compared to this image, figure 3.10b still shows a significant reduction in internal multiple energy. This is promising for the field data application, since we cannot compensate for missing outer cables during preprocessing. We remark that the effect of removing the outer cables is expected to become more severe in geological settings with strongly dipping reflectors in the crossline direction. In those cases, the missing outer cables can be a limiting factor that hinders the application of the adaptive double-focusing method. This observation is supported by reports on the performance of similar multiple prediction and removal methods [Wang and Hung, 2014; Moore and Dragoset, 2008].

3.3.6 The combination of all effects

Although the results of the synthetic tests in the previous sections are encouraging, they do not provide an indication on the feasibility of the application of the
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Figure 3.10: RTM images obtained from the Green’s function $\tilde{G}^{-+}$ after internal multiple prediction and subtraction for a reflection response modeled: a) with outer cables (1.8 km crossline aperture) and b) without outer cables (0.75 km crossline aperture). Below the RTM images are depth slices at 5900 m. The image considerably deteriorates when removing the outer cables, as indicated by the white ellipses and arrows.

adaptive double-focusing method to our field dataset, where all acquisition restrictions are imposed simultaneously. The negative offsets, the near offsets, the far offsets, some sail lines and the outer cables are all missing. Therefore, we model 32 lines of 3D synthetic data based on the acquisition geometry of our narrow azimuth streamer data (figure 3.2b). Next, we reconstruct the negative offsets (by applying source-receiver reciprocity) and the near offsets (by interpolation) and perform interpolation for the sail line spacing (from 450 m to 150 m). Figure 3.11 shows the RTM images of the reflection response $\hat{R}$, the standard redatumed Green’s function $G_0^- * f_0^+$ with primaries and internal multiples and the redatumed Green’s function $\tilde{G}^{-+}$ after internal multiple prediction and subtraction, zoomed in at the target area. We observe an unexpected difference in illumination when comparing figure 3.11a and figure 3.11b, especially on the right side of the images. Figure 3.11a is constructed by applying an RTM method to the reflection response $\hat{R}$, which uses a finite-difference method to back-propagate the wavefield from the acquisition surface to the redatuming level. In contrast, figure 3.11b is constructed by first back-propagating the reflection response $R$ using convolutions with the modeled direct downgoing focusing function, according to $\tilde{f}_0^+ * \Psi R * f_0^+$ (see equation 3.2.3), to obtain $G_0^- * f_0^+$, which is subsequently back-propagated from the redatuming level into the target using the RTM method. In principle, back-propagation using a multidimensional convolution is equivalent to back-propagation using an RTM method [Esmersoy and Oristaglio, 1988]. However, in practice, these are only equivalent when the same numerical method is used. We use an Eikonal solver to model the direct wave $f_0^+$, which is different from the finite-difference method used in the RTM method. As a result, there are slight differences in illumination between the two
Figure 3.11: RTM images of the result after applying the adaptive double-focusing method to 3D synthetic data based on the field data acquisition geometry. The images show: a) the migrated reflection response $\hat{R}$, b) the redatumed and migrated Green's function $G_0^* \cdot \hat{f}_0^+$ including primaries and internal multiples, and c) the redatumed and migrated Green's function $\hat{G}^{-+}$ after prediction and adaptive subtraction of internal multiples. Below the RTM images are depth slices at 5900 m.
Next, we evaluate the effectiveness of internal multiple attenuation. A comparison of figures 3.11b and 3.11c shows that the adaptive double-focusing method succeeded in predicting and subtracting internal multiples from the standard redatumed Green's function. Especially inside the white ellipses, the internal multiple energy is significantly reduced, resulting in a better continuity of the reflectors. Again, we observe that the internal multiples seem to mainly have a high frequency content. We conclude that the adaptive double-focusing method appears to be sufficiently robust for the prediction and adaptive subtraction of internal multiples from narrow azimuth streamer data in this geological setting.

3.4 The 3D field data application

Based on the results of the synthetic tests, we continue with the field data application. We have 24 lines of narrow azimuth streamer data, acquired using 6 flat streamers with a cable spacing of 150 m and a sail line spacing of 450 m. The length of the cables is 6000 m, covering offsets from 250 to 6250 m. The source and receiver spacing is 50 m in the inline direction. The crossline aperture is 750 m. Deghosting is performed in the f-p domain [Wang et al., 2013] and a designature filter is obtained from the water bottom reflection. Shot and near offset reconstruction are performed using a partial normal moveout (NMO) correction of traces per common depth point (CDP) [e.g. Dragoset et al., 2010]. In addition, the data are projected on a regular grid using a $\tau-p$ transform [Wang and Nimsaila, 2014]. We also remove surface-related multiples, the evanescent wavefield and noise. After preprocessing, we obtain a dataset with a sail line spacing of 150 m. Similar to the synthetic tests, we have chosen the redatuming level just above the base of salt. A smoothed version of the velocity model in figure 3.1 and an Eikonal solver are used to model our direct downgoing focusing function $f^+_0$ (including geometrical spreading), which we subsequently convolve with a 30 Hz Ormsby wavelet. Convergence is tracked by computing the $L_2$ norm of the updates of the downgoing focusing function $f^+_i$.

After convolving the individual updates of the wavefields $f^+_i$ and $G^-_j$ and migrating them, we obtain the internal multiple predictions in the image domain. Extensive testing shows us that primary reflections are better preserved when subtracting the internal multiple predictions in the image domain instead of in the redatuned domain. Prior to subtraction, the predictions are orthogonalized. We use the full curvelet transform (for all scales) and tapered windows of 768 ms by 256 traces.

Figure 3.12 and figure 3.13 show the result of applying the adaptive double-focusing method to predict and adaptively subtract internal multiples. First, we observe that there is still a slight illumination difference between the RTM migrated image of the reflection response in figure 3.12a and the image of the RTM migrated redatuned reflection response in figure 3.12b (see the white circle in the top right), which has been explained earlier. However, the difference is not as pronounced as in figure 3.11. Second, a clear difference is visible between figures 3.12b and figure 3.12c, indicating that the adaptive double-focusing method succeeded in predicting
Figure 3.12: RTM images of the result after applying the adaptive double-focusing method to 3D NAZ streamer data of the Santos Basin, Brazil. The images show: a) the migrated reflection response $\hat{R}$, b) the redatumed and migrated Green's function $G_0^{-} \ast f_{0}^{+}$ including primaries and internal multiples, and c) the redatumed and migrated upgoing Green's function $\tilde{G}^{-+}$ after prediction and adaptive subtraction of internal multiples. Internal multiples were predicted and subtracted, resulting in an improved image of the target area.
3.5 Discussion and Conclusion

In this paper, we identified the key acquisition parameters that affect the application of our adaptive Marchenko internal multiple attenuation method to narrow azimuth streamer data. Tests on 3D synthetic data evaluated the effect of removing sail lines, near offsets, far offsets and the outer cables. The results of these tests show that the aperture in the crossline direction and the sail line spacing have the strongest effect on the quality of the result. Typically, the sail line spacing can be interpolated, but the aperture in the crossline direction can possibly be a limiting factor for our method. Surprisingly, the missing near offsets and the far offsets only had a modest effect on the result of our method, possibly due to the very deep target area. In addition, we found that the responses at the negative offsets and the near offsets could be accurately reconstructed. We remark that these tests are only

and adaptively subtracting events which are likely internal multiples. The arrow, the ellipses and the lower white circle indicate areas in which events were attenuated, while the white boxes indicate what we interpret to be an improvement in fault definition. The red ellipse shows conflicting events that are being resolved, but it also shows events that we believe to be remnant internal multiples. These were most likely generated by the base of salt, which is not part of our overburden. In order to also remove these events, we can obtain additional internal multiple predictions by repeating our procedure while placing the redatuming level just below the base of salt. The RTM depth slices in figure 3.13 demonstrate the attenuation of events in the form of ellipses. This example shows that the adaptive double-focusing method is sufficiently robust for the application to our 3D narrow azimuth streamer dataset. Naturally, this result can be improved by the use of more lines of data.

Figure 3.13: Depth slices corresponding to the RTM images in figure 3.12 at 5900 m. The slices show: a) the migrated reflection response $\hat{R}$, b) the redatumed and migrated Green’s function $G^{-0} * \hat{f}^+_{0}$ including primaries and internal multiples, and c) the redatumed and migrated upgoing Green’s function $\hat{G}^{-+}$ after prediction and adaptive subtraction of internal multiples.
valid for this particular dataset, but they give an impression of the possibilities and limitations of the adaptive Marchenko double-focusing method. For an Ocean Bottom Node (OBN) acquisition geometry, these tests imply that our method will be most sensitive to the node separation (especially in the direction of the strongest geological variation).

Based on the decimation tests, we defined an interpolation strategy that was first tested on a realistic synthetic dataset. We reconstructed the negative offsets and the near offsets, and interpolated the sail line spacing from 450 m to 150 m. When applying the 3D adaptive double-focusing method, an important aspect that was not visible in earlier 2D applications became visible, thereby showing that the extension of a method from 2D to 3D is not always trivial. In 3D, when using an Eikonal solver for the modeling of the direct wave and a finite-difference-based RTM method, a slight difference in illumination between the RTM image of the reflection response and the RTM image of the redatumed response occurs. Nevertheless, the double-focusing method predicted and adaptively subtracted internal multiples, thereby improving the image of the target area.

Next, we applied the adaptive double-focusing method to 24 lines of narrow azimuth streamer data. We reconstructed the negative and the near offsets and interpolated the sail line spacing. We interpret that internal multiples were predicted and adaptively subtracted, which resulted in an improved geological interpretation of the target area. Therefore, we conclude that 3D Marchenko internal multiple attenuation using an adaptive double-focusing method is sufficiently robust for the application to narrow azimuth streamer data in a deep marine setting, provided that there is sufficient aperture in the crossline direction and that the sail lines are interpolated.

Note that redatuming is optional for Marchenko methods. The adaptive double-focusing method used in this paper includes source-receiver redatuming, which is particularly useful when the aim is to attenuate internal multiples in the target area and at the same time reducing the data volume for a next processing step (for example, a target-oriented full waveform inversion). However, when the aim is to only attenuate internal multiples without redatuming, the adaptive double-focusing method might not be the Marchenko method of choice. A direct quality check of the input common source gathers and the redatumed common source gathers is not possible, which is a disadvantage in a general processing workflow. In addition, a quality check on the resulting images is only possible when the same numerical method is used to obtain the direct wave for the Marchenko method as for the migration of the original data. Therefore, for the purpose of internal multiple elimination only, we propose the use of other Marchenko methods that do not include redatuming and thus allow for an easier quality check. An example is the adaptive overburden elimination method [van der Neut and Wapenaar, 2016], as shown in papers by Pereira et al. [2018], Krueger et al. [2018] and Pereira et al. [2019]. A modified version of the adaptive double-focusing method is presented by Staring et al. [2019]. Other alternatives are the Marchenko multiple elimination scheme [Zhang and Staring, 2018] and the primary-only method proposed by Meles et al. [2016].
The Marchenko method used in this paper is acoustic. The synthetic data are acoustic, but naturally the field data are elastic. A suggestion for further research is to evaluate the effect of the presence of mode conversions on the acoustic Marchenko method in this geological setting, as was done by Reinicke et al. [2019] for the offshore Middle East. By applying an acoustic Marchenko method to elastic synthetic data, and comparing it to the result of applying an acoustic Marchenko method to acoustic synthetic data, Reinicke et al. [2019] evaluated whether the acoustic approximation is valid for structural imaging in the region. They concluded that the acoustic approximation may be sufficient when used for structural imaging in 1.5D geological settings.
3D Marchenko internal multiple attenuation on narrow azimuth streamer data of the Santos Basin
R-EPSI and Marchenko-based workflow for multiple attenuation in the case of a shallow water layer and a complex overburden: A 2D case study in the Arabian Gulf

Abstract  The previous chapter has shown the application of the adaptive double-focusing method to 3D streamer data. The results show that the adaptive double-focusing method is well-suited when wishing to redatum, but that it is perhaps not the method of choice when only wishing to predict and subtract internal multiples while keeping sources and receivers at the acquisition surface. Therefore, we formulate a new Marchenko method, the double dereverberation method, that does not require redatuming and does not require model information. Next, we test this new method on OBC data acquired in the Arabian Gulf. This is a challenging geological setting due to very shallow water and a finely layered medium with strong contrasts. Instead of only having the challenge of removing numerous and strong internal multiples, there is also the challenge of the attenuation of surface-related multiples and the estimation of the source wavelet. To address these issues, we design a workflow that combines the Robust Estimation of Primaries by Sparse Inversion (R-EPSI) method for the suppression of surface-related multiples and the estimation of an effective source signature with the novel Marchenko method for the attenuation of internal multiples generated by the complex overburden. As part of this workflow, we introduce a simple yet effective method to obtain data with the correct scaling as input for the Marchenko method. Finally, we apply the workflow to field data and manage to predict and subtract a complex interference pattern of internal multiples, thereby significantly improving the image of the target area.

4.1 Introduction

The combination of a shallow water layer and a complex overburden, for example, in Norway [Rønholt et al., 2014], in the West Central Graben of the North Sea [Yanez et al., 2018] and in the Middle East [El-Emam et al., 2011], present a challenge for seismic processing. Typically, many orders of strong surface-related multiples and internal multiples are generated and interfere with the primary reflections from the target area. When not correctly suppressing these multiples before migration, an inaccurate image of the target area is obtained that cannot be used for geological interpretation. We present a processing workflow that is specifically designed for shallow water environments in combination with a complex overburden. We use the R-EPSI method [Lin and Herrmann, 2013] for the simultaneous estimation of the source wavelet and the suppression of surface-related multiples and a double dereverberation method (a novel Marchenko method) for the suppression of internal multiples.

Most commonly, surface-related multiples are predicted and adaptively subtracted using either model-based methods [Lokshtanov, 1999] that require prior knowledge of the subsurface, or data-driven methods, for example surface-related multiple elimination (SRME) [Berkhout and Verschuur, 1997] and its numerous modifications [e.g. Castelan et al., 2016]. Hargreaves [2006], Hung et al. [2010] and Barnes et al. [2014] report that SRME methods produce poor results in shallow water environments, because the different orders of surface-related multiples strongly interfere with the primary events. This makes adaptive subtraction without substantial corruption of the primaries impossible. Alternatively, there are Marchenko methods that address surface-related multiples in addition to internal multiples [Ware and Aki, 1969; Singh et al., 2016; Ravasi, 2017], but currently available results illustrate a poor convergence of these methods [Dukalski and de Vos, 2017]. To address the surface-related multiples, we propose to use the Robust Estimation of Primaries by Sparse Inversion (R-EPSI) method [Lin and Herrmann, 2013], since field data tests illustrate that it performs well in a shallow water regime [Belonosov and van Borselen, 2017; Belonosov et al., 2019]. This method retrieves surface-related multiples of all orders from the input data only, using a large-scale and automatic inversion process. In addition, the output reflection response (i.e., the response without the predicted surface-related multiples) has been deconvolved by an estimated source wavelet, which is otherwise difficult to obtain in a shallow water environment. In the following, we call the deconvolved reflection response without surface-related multiples the Green’s function.

After suppression of the surface-related multiples by the R-EPSI method, the next step is the prediction and subtraction of internal multiples. A range of internal multiple prediction methods exists, but most are not suitable for the prediction of internal multiples generated in a complex overburden. Internal multiple prediction methods that rely on the interpretation of an image to identify multiple generators, for example Jakubowicz [1998], are hampered by the complexity of the overburden. Filtering methods, that rely on a difference in properties between primaries and internal multiples in an alternative domain (for example, the $\tau$-p or the FK domain), are also not suitable since there is usually no clear difference in properties between
the internal multiple reflections and the primary reflections [Griffiths et al., 2011; Lesnikov et al., 2011; Brookes, 2011]. In contrast, Marchenko methods are well-suited for the prediction of a complex interference pattern, because they consider the entire overburden at once without needing to identify individual multiple generators. Moreover, they do not rely on a difference in properties between primaries and internal multiples. Marchenko methods solve an inverse problem to obtain an inverse transmission response through the overburden including primaries and internal multiples, given only reflection data and a smooth model of the overburden [Wapenaar et al., 2014a]. The retrieved transmission response can be used to create virtual sources and virtual receivers anywhere inside the subsurface [Wapenaar et al., 2018]. Alternatively, the Marchenko equations can be written as a nested series in order to predict overburden borne reverberations [van der Neut et al., 2015a; van der Neut and Wapenaar, 2016; Staring et al., 2018a]. We modify the approach from van der Neut and Wapenaar [2016] using the approach from Staring et al. [2018a] to obtain a more practical and efficient Marchenko method that is capable of predicting internal multiples generated by a complex overburden.

After the selection of the R-EPSI method and an adaptive Marchenko method, it is key to design a workflow that correctly prepares the data and makes the two methods compatible. Our proposed workflow (figure 4.1) consists of three stages that each have their own objective: preprocessing, R-EPSI-based surface-related multiple suppression and Marchenko internal multiple attenuation. Table 4.1 shows an overview of the reflection responses and Green’s functions that we obtain from the different stages. Although our Marchenko method (stage 3) predicts internal multiples with the correct amplitude and phase in theory, an adaptive filter is needed to correct for minor amplitude and phase differences between the internal multiple predictions and the internal multiples in the data due to imperfections in data acquisition and processing. When not paying sufficient attention to amplitude and phase fidelity in the first and second stage of the workflow, amplitude and phase differences might be enhanced, such that the internal multiples predicted in the third stage are significantly different from the internal multiples in the data. In that case, a more aggressive adaptive filter would be needed for the subtraction of the predicted internal multiples, which increases the risk of damaging the primaries. Therefore, we have carefully selected the methods in the first and second stage of our workflow based on the preservation of amplitude and phase fidelity (for details, see figure 4.1). Next, we have to ensure that the second and third stage correctly match each other. The Green’s function without surface-related multiples that results from the R-EPSI method is a suitable input for our Marchenko method. However, the R-EPSI method has an inherent scaling ambiguity that is caused by deconvolving an effective wavelet from the reflection response [Lin and Herrmann, 2013]. Therefore, a scaling factor has to be determined at the beginning of the third stage. The proposed workflow is suitable for OBC, OBN and streamer data (in the latter case negative and near offset data need to be reconstructed during the first stage of the workflow).

In this chapter, we begin with the theory of the proposed Marchenko method, since the main novelty of the workflow is stage 3. We combine the approaches from
van der Neut and Wapenaar [2016] and Staring et al. [2018a] to obtain a double
dereverberation method that is well-suited for our purpose. Next, as a case study,
we apply our workflow to a 2D line of OBC data from the Arabian Gulf. We discuss the application of our workflow step-by-step and show intermediate results. In addition, we present a method to find the correct scaling factor to compensate for the scaling ambiguity in the R-EPSI method. Finally, we discuss the result of the entire workflow, where a complex interference pattern of internal multiples was subtracted from the target area.

### 4.2 Theory of stage 3: the double dereverberation method

Since the R-EPSI method is well-established in the literature \cite{Van Groenestijn and Verschuur, 2009; Lin and Herrmann, 2013; Belonosov and van Borselen, 2017; Belonosov et al., 2019}, the novelty in our work is the incorporation of an adaptive Marchenko method for the prediction and adaptive subtraction of internal multiples generated in a complex overburden. This method requires as input a Green’s function \( G \) acquired by a sufficiently dense grid of co-located dipole sources and monopole receivers. This Green’s function should not be contaminated by noise, ghosts, source signature and surface-related multiples. These requirements are similar to many routinely used internal multiple prediction methods, for example, \textit{Jakubowicz} [1998]. We use the pressure-normalized equivalent of the flux-normalized approach proposed by \textit{van der Neut and Wapenaar} [2016] to retrieve the following nested series:

\[
\tilde{v}^+ = \sum_{i=0}^{N} \hat{v}^+_i = \sum_{i=0}^{N} (\Theta_{t_0}^i G^* \Theta_{t_0}^i G) \delta \quad \text{and} \quad \quad \text{(4.2.1)}
\]

\[
\hat{U}^- = \sum_{j=0}^{P} \hat{U}_j^- = \Theta_{t_2}^\infty G \sum_{j=0}^{P} \hat{v}^+_j. \quad \text{(4.2.2)}
\]

The symbol \( \cdot \) denotes that the wavefield is convolved with a user-specified wavelet that simulates a band-limitation. The symbols \( i \) and \( j \) indicate the iteration number that ranges from 1 to \( N \) and from 1 to \( P \) respectively. \( \hat{v}^+ \) is the Marchenko focusing function \( f^+ \) projected to the acquisition surface, and \( \hat{U}^- \) denotes an upgoing wavefield with sources and receivers at the acquisition surface. Symbol \( \delta \) represents a band-limited spatio-temporal delta function. Operators \( G^* \) and \( G \) perform multidimensional correlations and convolutions of the Green’s function \( G \) with the wavefield that it acts upon, and \( \Theta_{t_0}^i \) and \( \Theta_{t_2}^\infty \) are tapered Heaviside muting functions. The two-way traveltime curve \( t_2 \) separates the overburden response from that of the target area and \( t_0 \) is a curve that depends on the finite temporal and spatial frequency content of the data. These curves can either be modeled in a smooth velocity model or picked from the wavelet-dressed Green’s function, provided that there is a strong reflector above the target area. If picking is possible, our approach is data-driven and can be used in the workflow before velocity model building. We explain how to pick boundaries \( t_0 \) and \( t_2 \) in the application section of this chapter.

The upgoing wavefield \( \hat{U}^- \) is free from receiver-side internal multiples that have a final reflection point in the overburden (figure 4.2a). Other internal multiples, as depicted in figure 4.2b and 4.2c, are still part of the retrieved upgoing wavefield. An
additional processing step is needed to remove other overburden internal multiples. Instead of performing a multidimensional deconvolution of $\hat{U}^-$ and $\hat{U}^+$ as suggested by van der Neut and Wapenaar [2016], we propose a more straightforward step that follows the adaptive double-focusing method introduced by Staring et al. [2018a]. We convolve upgoing wavefield $U^-$ with the projected Marchenko focusing function $v^+$ to create a double dereverberation method:

$$
\hat{u}^{-+} = \hat{U}^- * v^+ = \sum_{j=0}^{P} \sum_{i=0}^{N} \hat{U}^+_j * v^+_i
$$

$$
= \hat{U}^-_0 + (\hat{U}^-_1 + \hat{U}^-_0 * v^+_1 + \hat{U}^-_1 * v^+_1 + ...) \quad (4.2.3)
$$

where $\hat{u}^{-+}_0 = \hat{U}^-_0$, $\hat{u}^{-+}_1 = -\hat{U}^-_1$, $\hat{u}^{-+}_2 = -\hat{U}^-_0 * v^+_1$, etc. Furthermore, $v^+_0 = \delta$ and $k$ indicates the iteration number that ranges from 1 to $Q$. The user-specified wavelet was deconvolved from the projected Marchenko focusing function $v^+$ prior to convolution with upgoing wavefield $U^-$. The first term of the series $\hat{u}^{-+}_0 = \Theta_t^\infty G\delta$ is the muted wavelet-dressed Green’s function, while later terms $\hat{u}^{-+}_j$ contain predictions of internal multiples. These predictions are subtracted directly from the Green’s function, thereby making a quality check straightforward. A single adaptive filter $\alpha$ is used to compensate for (unavoidable) minor amplitude and phase differences:
4.3 Case Study: the Arabian Gulf

In this section, we apply the workflow in figure 4.1 to an OBC dataset acquired in the Arabian Gulf with a grid of receivers at the sea bottom (20-30 m deep) and lines of sources just below the sea level. Figure 4.4 shows the acquisition geometry. The subsurface contains many fine layers of anhydrites, carbonates and clastics with strong acoustic impedance contrasts [Alá‘i et al., 2002; Owusu et al., 2016]. The very shallow water generates many orders of strong surface-related multiples and the abundance of subsurface layers generates many orders of strong internal multiples that do not appear as separate events, but make up a complex interference

\[
\hat{u}^{-+} \approx \hat{u}_0^{-+} - \alpha \sum_{k=1}^{Q} \hat{u}_k^{-+}. \tag{4.2.4}
\]

Note that the individual terms in \( \sum_{k=1}^{Q} \hat{u}_k^{-+} \) are summed without adaptive filter, showing the importance of amplitude and phase fidelity in our workflow. The retrieved wavelet-dressed Green’s function \( \hat{u}^{-+} \) is the reflection response that has sources and receivers at the acquisition surface and does not contain internal multiples generated by the overburden (figure 4.3a). Note that later arriving internal multiples (which would be imaged deeper) generated by interactions of the target area with the overburden (figure 4.3b) and internal multiples generated by the target area or below the target area (figure 4.3c) are not suppressed by this convolution. Hence, equation 4.2.4 addresses internal multiples that contaminate the target area, while leaving some internal multiples arriving later than the primaries of the target area unaddressed.

Figure 4.3: Cartoons illustrating different types of internal multiples: a) internal multiples generated by the overburden, b) internal multiples generated by interactions between the target area and the overburden, c) internal multiples generated by the target area and below the target area.
pattern where also higher-order internal multiples are of importance. In addition, the geology is relatively flat, which makes it difficult to distinguish the primary reflections from the multiple reflections. The complexity of the multiple problem in this setting makes it an ideal test-case for our workflow.

### 4.3.1 Stage 1: Preprocessing

Our starting point is the raw reflection response $R$. Figure 4.5a shows a 2D subset of a 3D common source gather, where strong ground roll dominates the reflections. Following our workflow in figure 4.1, we apply debubbling and static corrections for the water column, remove anomalous amplitude noise, strong mudrolls and amplitude outliers, and attenuate linear noise. A 2D line with 50 m receiver spacing and 100 m source spacing was extracted from the 3D dataset (as indicated by the dotted red box in figure 4.4). The use of a 2D line instead of a 3D volume is not a serious limitation in this geological setting, since the subsurface of the Arabian Gulf has a 1.5D character (due to the nearly flat layering). In addition, the dense receiver spacing of the line is beneficial for our proposed method. Next, 3D to 2D correction was applied [Wapenaar et al., 1992] and the data were decomposed into downgoing and upgoing wavefields [Soubaras, 1996]. We select the upgoing pressure wavefield to make this workflow also suitable for single component data. Figure 4.5b shows a common source gather of this wavefield, where the reflections are better visible.
4.3 Case Study: the Arabian Gulf

Figure 4.5: Common source gathers containing: a) the raw reflection response $R$, b) the upgoing wavefield after debubble, denoise and decomposition, c) the reflection response $R$ after regularization and interpolation. A time-dependent gain $t^{1.5}$ was applied to the data for display purposes. The white arrows indicate an acquisition gap that is being closed.

compared to figure 4.5a. Note an acquisition gap on the right side of the gather, indicated by a white arrow. We apply 2D interpolation and regularization to obtain a line of unaliased data with 25 m spacing. Figure 4.5c shows a common source gather of the reflection response $R$, where the acquisition gap has now been closed.

4.3.2 Stage 2: The estimation of the source wavelet and the suppression of surface-related multiples

Next, we apply a bandpass filter (2-6-38-42 Hz) to the reflection response $R$ to avoid aliasing in subsequent processing steps. Also, we place a taper on the common source gathers to avoid edge effects (see figure 4.6a). Next, we apply the R-EPSI method to retrieve the reflection response $R_0$ without all orders of surface-related multiples $M$. In addition, we obtain the corresponding Green’s function $G$ without the estimated effective source signature $s$. Data extrapolation through the water layer is a component of R-EPSI for OBC data, such that sources and receivers now reside just below the sea level. The common source gather in figure 4.6a was also extrapolated for comparison. Figure 4.6b shows a common source gather of the reflection response $R_0$, where a clear difference with figure 4.6a is visible due to the suppression of surface-related multiples. Primary events that were not visible before have emerged and the continuity of the reflections has improved. Figure 4.6c shows the suppressed surface-related multiples $M$. When studying the FK spectra in figure 4.7, it seems that surface-related multiples between 20 Hz and 32 Hz are absent due to some unexplained property of the subsurface or due to destructive interference of
the (short-period) surface-related multiples with each other. Most surface-related multiples seem to have frequencies between 8 Hz and 18 Hz, with a main peak around 14 Hz. Figure 4.8 shows the depth migrated images (obtained by applying a reverse time migration (RTM) method [Kim et al., 2013]) that correspond to figure 4.6. Figure 4.8b shows the RTM image of the reflection response \( R_0 \) that results from R-EPSI. The image of the target area (in the white box) has significantly improved compared to figure 4.8a by the suppression of the surface-related multiples \( M \) in figure 4.8c. Note in figure 4.8c that the migrated surface-related multiples seem to increase in amplitude in the deeper parts of the image (not just due to the gain), something that can also be noticed in the common source gather in figure 4.6c. It seems that higher-order surface-related multiples have stronger amplitudes compared to lower orders or that the many orders start to constructively interfere with each other at later times. As a result, the image after surface-related multiple suppression (figure 4.8b) seems more balanced in terms of amplitude.

\[ \text{Figure 4.6: Shot gathers containing: a) the bandpass filtered and tapered reflection response} \]
\[ \text{R before R-EPSI, b) the reflection response} \ R_0 \ \text{after R-EPSI, and c) the suppressed surface-related multiples. Figure a) has been brought to the same datum (just below sea level) as figures b) and c) for easier comparison. A time-dependent gain} t^{1.5} \ \text{was applied for display purposes.} \]

4.3.3 Stage 3: The prediction and adaptive subtraction of internal multiples

Finding a scaling factor

The third stage of our workflow requires the correctly scaled Green’s function \( G \) that results from the R-EPSI method as input. The Green’s function \( G \) is obtained
by deconvolving the effective wavelet $s$ from the reflection response $R_0$, thereby introducing a scaling ambiguity $\beta$. The missing scaling factor can be found by cleverly making use of the surface-related multiples $M$ that were predicted from the reflection response $R$ during the second stage of our workflow. We can repredict each order $l$ of surface-related multiples by convolving $G$ the right number of times with $R_0$ (i.e. $\sum_l (G^l) * R_0$) and compare them to the surface-related multiples.
$M$ predicted by the R-EPSI method. If the repredicted and predicted surface-related multiples match, then the Green’s function $G$ should be a suitable input for Marchenko methods that also use convolutions (and correlations). Otherwise, the scaling and/or phase of the Green’s function has to be adjusted until predicted and repredicted surface-related multiples match.

Figure 4.9 shows the comparison of the predicted surface-related multiples $M$ (in solid blue) with the surface-related multiples that were repredicted by convolving the Green’s function $G$ up to 20 times ($l = 20$) with the reflection response $R_0$ (in dashed orange). Figure 4.9a shows the result of simply using the output Green’s function $G$ of the R-EPSI method without any additional phase shift or scaling factor to repredict surface-related multiples. Both amplitude and phase of the repredicted surface-related multiples do not match the predicted surface-related multiples $M$, indicating that this is not the correct Green’s function. In order to check whether we have the correct type of Green’s function (dipole sources, monopole receivers), we tested whether multiplying the data by a factor $k_z$ would improve the match. Figure 4.9b shows that this only worsened it. Next, we tried applying a half time-differentiation to the data in figure 4.9c. When looking back at our R-EPSI implementation, it indeed follows that we need this phase shift. The result shows a slightly better match, but the convolutions seem to diverge, which indicates an incorrect scaling factor. When scaling the Green’s function by a factor 0.396, we obtain a near perfect match in figure 4.9d. Note that the R-EPSI method provides output data with an arbitrary scaling factor because it deconvolves an effective wavelet from the data. Therefore, the scaling factor will be different for every dataset. This demonstrates the importance of performing such a quality check. Furthermore, it shows that repredicting surface-related multiples is a useful tool to find the correct input Green’s function for Marchenko methods. We remark that this method can be automatized based on minimizing the difference between repredicted and actual surface-related multiples (find $\beta$ which minimizes $\|M - \sum_l (\beta G_l^l) * R_0\|$).
The application of the double dereverberation method

The application of our double dereverberation method starts by convolving the Green’s function $G$ with an user-specified wavelet to simulate the operation $G\delta$ in equation 4.2.1. For example, we could use a Ricker wavelet with a maximum frequency that matches the frequency spectrum of the data. To be able to compare our results throughout the workflow, we have chosen our user-specified wavelet to be the effective wavelet $s$ estimated by the R-EPSI method, so that we can use reflection response $R_0$ as input (figure 4.11a).

Next, traveltime curve $t_2$ is picked from reflection response $R_0$. The two-way traveltime curve $t_2$ separates the overburden from the target area and is picked directly from the common source gathers. If a strong reflector is present above the target area, it can be tracked for every common source gather and smoothing is applied to correct for jumps in the traveltime curve between sources. The curve should be shifted back in time by a small time step $\epsilon$, which is approximately equal to half the duration of the user-specified wavelet, to exclude the event itself from the truncation. Figure 4.10a shows the $t_2$ curve in a common source gather from the middle of our 2D line. If a strong reflector above the target area is not present, the $t_2$ curve can also be modeled in a smooth velocity model.

Having obtained curve $t_2$, the tapered spatio-temporal Heaviside muting function $\Theta_{t_2}^{\infty}$ can be constructed. Tapering is needed to avoid Gibb’s phenomena by sudden truncations. Using this muting function, we retrieve the muted reflection response $\Theta_{t_2}^{\infty}R_0$ from equation 4.2.2 (see figure 4.11b). This is the first term $\hat{u}_0^{-+}$ in equation 4.2.4 from which the predicted internal multiples are going to be adaptively subtracted. Figure 4.14b shows the effect of the mute in the image domain, which seems to be following the flat layering of the subsurface.

In order to construct muting function $\Theta_{t_0}^{t_2}$, we need curve $t_0$. We obtain curve $t_0$ by first constructing operator $\hat{G}$ used in equation 4.2.1 by taking our correctly

**Figure 4.10:** a) Common source gather from the middle of the 2D line, showing the picked $t_2$ traveltime curve in dashed yellow and b) common source gather of the auto-correlated reflection response, showing the picked $t_0$ in dashed yellow.
scaled Green’s function $G$. Next, we perform a multidimensional crosscorrelation of the muted reflection response $\Theta_{t_0}^\infty R_0$ with operator $\mathcal{G}$. The $t_0$ curve can be picked in this result for each common source gather (see figure 4.10b). If short-period interbed multiples are present, they appear as events close to the zero-lag, or even intersecting with this event. Ideally, curve $t_0$ would be picked such that it separates the event at zero-lag from the other events, but a clear separation is usually not present in field data. Cutting into the event at zero-lag results in primary leakage [Staring et al., 2018a]. Alternatively, cutting into the events close to the event at zero-lag results in the exclusion of short-period internal multiples from the predictions. A practical approach is to select $t_0$ at the zero-offset trace and then pick a moveout according to the data. If there is no primary leakage in the internal multiple predictions, then this curve was correctly chosen. Unfortunately, this approach results in not predicting some short-period internal multiples. For more details on $t_0$ and $t_2$, see van der Neut and Wapenaar [2016]. Having obtained curve $t_0$, we construct the tapered spatio-temporal Heaviside muting function $\Theta_{t_0}^{t_2}$.

All ingredients that are needed to evaluate equation 4.2.1 are now available. The number of iterations $N$ can be chosen based on convergence, which can be tracked by computing the $L_2$ norm of individual terms of $\hat{v}^+$. When using a correctly scaled Green’s function for operator $\mathcal{G}$, this quantity is expected to decrease continuously until at some point it is so small that it is no longer relevant. The required number of iterations to achieve convergence is different for every medium. Since the subsurface of the Arabian Gulf generates a highly complex interference pattern, convergence is of the utmost importance to avoid missing important amplitude and phase updates and thus to ensure the internal multiple predictions match the data. An idea of the convergence rate can be obtained by applying the double dereverberation method to a realistic synthetic dataset. The dashed blue line and the solid green line in figure 4.12 show the convergence rate based on synthetic tests in a model created from a well-log. The actual convergence rate of our method when applied to the field data, depicted in dotted red, closely resembles the convergence rate of the synthetic data. This provides confidence in the result of the field data application. Note the slow convergence rate, especially when comparing it to Staring et al. [2018a] who only needed two iterations to predict internal multiples for a target area in deep water Brazil. Other synthetic studies from the Middle East support this slow convergence rate [Elison et al., 2019]. The reason can perhaps be found in the complexity of the internal multiple problem in this setting.

After having retrieved the projected Marchenko focusing function $\hat{v}^+$, equation 4.2.2 is used to obtain upgoing wavefield $\hat{U}^-$. Subsequently, we retrieve internal
multiple predictions $\hat{U}_k^{-+}$ by performing equation 4.2.3 (see figure 4.11d). Instead of distinct events, we observe a complex interference pattern of internal multiples. It matches the pattern in the data closely, such that only a mild adaptive filter $\alpha$ (filter length of 5 samples, windows of 100 samples by 25 traces for the $L_2$ minimization) was needed to subtract the predictions from the muted reflection response $\hat{U}_0^{-+}$. A range of filter lengths led to very similar results, thereby showing the robustness of the method. Figure 4.11c shows the result after adaptive subtraction of the internal multiple predictions. When looking at a common source gather of the predicted internal multiples in figure 4.11d, there are areas where internal multiples constructively interfere with themselves and areas where they destructively interfere, thereby creating a patchy pattern in which it seems as if there are areas with no internal multiples at all. This confirms that we are not dealing with separate events, but with a complex interference pattern created by internal multiples.

When studying the FK spectra in figure 4.13, the effect of the subtraction of the internal multiples is also visible. Most internal multiples seem to have frequencies between 12 Hz and 20 Hz, indicating that this complex overburden may have the property that it mainly generates low frequency internal multiples.

The RTM images in figure 4.14 show the effect of internal multiple prediction and subtraction in the image domain. The white boxes indicate the target area, where a clear difference can be observed. Note that a difference is also visible below the target area. Although this area is likely to have remnant internal multiples generated by the target area or by interactions between the target area and the overburden (figures 4.3b and 4.3c), internal multiples generated by the overburden have been subtracted. Figures 4.15a, 4.15b and 4.15c show a zoom of the target area to study the details. A significant reduction of internal multiples is visible in the yellow circles. Also, conflicting seismic events have been resolved, leading to improved visibility of known horizons (the green circles). In addition, the images now have a better definition of faulty structures (the red circles).

**Figure 4.12:** $L_2$ norm of the individual terms in the series of equation 4.2.1. Convergence curve for acoustic synthetic data in dashed blue, for elastic synthetic data in continuous green and for the Arabian Gulf field data in dotted red.
Figure 4.13: FK spectra of the common source gathers in figure 4.11.

Figure 4.14: RTM images: a) before internal multiple prediction and subtraction, b) after internal multiple prediction and subtraction, and c) their difference, showing the overburden primaries and the internal multiples that were subtracted.
Figure 4.15: RTM images only showing the target area: a) before internal multiple prediction and subtraction, b) after internal multiple prediction and subtraction, and c) their difference, showing the internal multiples that were subtracted.
When looking at the image of the internal multiples that were subtracted from the target area (figure 4.15c) in more detail, we observe again a complex interference pattern. The pattern looks almost monochromatic and appears to mainly contain low frequencies, as also observed in figure 4.13d. In order to check whether the low frequency narrow-band internal multiple predictions are indeed a property of this particular overburden, we studied the normalized stacked amplitude spectra of the RTM images before and after internal multiple suppression in figure 4.16. The amplitude spectrum of the image in figure 4.15a is in black and the amplitude spectrum of the image in figure 4.15b is in red. These spectra confirm that the removed interference pattern mainly had low frequencies, but that also some higher frequencies were attenuated (that are not so easily observed by visual inspection of the RTM images). This observation is supported by detailed synthetic controlled experiments [Elison et al., 2019].

4.4 Discussion

Although the processing carried out in this chapter was performed to the best of our abilities, there are always details that can be improved. In this section, we go through our workflow in figure 4.1 and provide suggestions for improvement or further research.

In the first phase of the workflow, we performed wavefield decomposition and
continued with the upgoing pressure wavefield only. One could argue that both upgoing and downgoing pressure wavefields could have been used to perform a multidimensional deconvolution [Wapenaar et al., 2000; Amundsen et al., 2001; Ravasi et al., 2016] instead, which would remove ghosts, surface-related multiples and the source signature in a single inversion step. However, this method requires both the up- and the downgoing wavefield and relative hydrophone and geophone amplitude calibration. Additionally, this scheme in a shallow water setting might be more difficult to implement due to limited (or saturated) dynamic range of the receivers by the direct (downgoing) wave. Therefore, we have chosen to only select the upgoing pressure wavefield and use the R-EPSI method to estimate the source wavelet and to remove surface-related multiples in a phase and amplitude preserving manner. Furthermore, only using the upgoing pressure wavefield also makes this workflow suitable for acquisition geometries in which only the upgoing wavefield is measured.

In the second phase of the workflow, we apply the R-EPSI method. The R-EPSI method is data-driven and only needs the reflection response and an indication of the noise floor. We tested a small range of noise floor settings and selected the best. However, a more extensive study that would test the effect of different noise floors in the R-EPSI method on the final result (i.e. after the double dereverberation method in stage 3) would be useful.

In the third phase of the workflow, we apply our proposed Marchenko internal multiple prediction method. In preparation for the application, we picked the traveltime curve $t_2$ from common source gathers of the reflection response $R_0$. Figure 4.14b shows that our target boundary is approximately horizontal, but there is currently no consensus on whether it actually needs to be near horizontal. We tested multiple boundaries for estimating $t_2$ and did not observe any significant differences. Another ambiguity related to the $t_2$ curve concerns the separation of the picked event. In an environment with many fine layers, for example, in the Arabian Gulf, it is impossible for curve $t_2$ not to cut into any other events. We anticipated that this could generate strong artefacts in the internal multiple predictions. Fortunately, we observed that sufficient tapering of the muting functions provides a remedy, but more research is needed to properly evaluate the effect of the $t_2$ curves cutting into other events.

Note that our proposed method is an acoustic Marchenko method, while our data also contains elastic effects. Although ground roll and most other elastic effects were removed during preprocessing, some elastic effects might remain, especially in terms of offset-dependent amplitude. In order to correctly handle these effects, a Marchenko method that includes elastic effects should ideally be applied. Such methods are currently being developed [Wapenaar, 2014; da Costa Filho et al., 2014; Reinicke and Wapenaar, 2019].

4.5 Conclusion

We presented a workflow for the suppression of surface-related multiples and internal multiples in an environment with a shallow water layer and a complex overburden. The nucleus of this workflow is a double dereverberation method (a novel Marchenko
method) for the prediction and adaptive subtraction of internal multiples. Building on the approach introduced by van der Neut and Wapenaar [2016], we introduced a more efficient and straightforward approach to remove internal multiples that contaminate the target area, at the cost of leaving some later arriving internal multiples behind. This method requires, much like other internal multiple suppression methods, that the amplitude and phase of the data remain intact during the processing workflow. If this is correctly done, the predicted internal multiples will have similar amplitude and phase as the internal multiples in the data and, as a consequence, only a mild adaptive filter will be needed for the subtraction. In environments with fine layering, this becomes particularly important, since the risk of damaging the primaries quickly increases with the aggressiveness of the adaptive filter. For this reason, we carefully designed a workflow to ensure that amplitude and phase were preserved.

Our designated workflow consists of three stages: preprocessing, surface-related multiple suppression and internal multiple suppression. The first stage preprocesses the data by debubbling, denoising, decomposition and interpolation, while the second stage tackles challenges related to a shallow water environment (deconvolution of the source signature and surface-related multiple suppression) by applying the R-EPSI method. Prior to the third stage, we introduced a simple but effective method for retrieving a missing scaling factor. After retrieval of this scaling factor, we obtained a correctly scaled Green’s function that is suitable as input for the internal multiple prediction and subtraction using our proposed Marchenko method.

We applied our workflow to an OBC dataset acquired in the Arabian Gulf. The R-EPSI method simultaneously suppressed surface-related multiples and deconvolved an estimated effective source signature. The double dereverberation method accurately predicted the internal multiples, such that only a mild adaptive filter was needed to correct for unavoidable minor amplitude and phase differences. We observed that the internal multiple predictions consisted of a complex interference pattern of events, rather than individual events, thereby demonstrating the complexity of the internal multiple problem in this geological setting. Also, the predicted complex wavefield mainly contained low frequencies, which appears to be a property of this particular overburden. Based on this case study, we conclude that a key element in the field data application of any Marchenko method is the use of a processing workflow that is carefully designed, accounting for the specifics of the geological setting at hand and with emphasis on amplitude and phase preservation.
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Abstract This chapter was written based on discussions on the use of adaptive filtering for the attenuation of internal multiples during the 2019 SEG/KOC workshop on multiples. During the workshop, it became clear that the use of an adaptive filter for the attenuation of internal multiples is often considered to be a necessary evil. In this chapter, we look at modern seismic data processing methods and question whether this is still the case. We start by providing a quick review of advances in seismic processing and reflect on how these can aid us in obtaining more accurate internal multiple predictions. Our method of choice for internal multiple prediction is the Marchenko method, which has undergone many developments in the past years to make it completely data-driven. This method in principle predicts internal multiples with the correct amplitude and phase. However, on field data, this method predicts internal multiples with minor errors in amplitude and phase due to imperfections in the acquisition and the preprocessing of the data. We argue that by carefully constructing a workflow that aims to preserve the amplitude and phase of the data as well as possible, we can eventually obtain internal multiple predictions that are as close to the internal multiples in the data as possible. As such, only a very conservative adaptive filter would be needed for subtraction, thereby considerably reducing the risk of damaging the primary reflections. We demonstrate this on a 2D line of field data recorded in a deep water environment. In addition, we observe that an adaptive filter can be used as a feedback mechanism to improve the seismic processing workflow.
5.1 Introduction

The use of adaptive filters for internal multiple attenuation is not an undisputed topic in geophysics. Opponents argue that the use of such filters can damage the primary reflections, especially when users give an adaptive filter too much freedom (e.g. long filters applied in small windows). In the worst case scenario, the imprudent use of adaptive filters can result in a reflection response that is not representative of the subsurface. On the other hand, proponents argue that a complete attenuation of internal multiples without adaptive filtering is not realistic. The field data used as input for the prediction of internal multiples has minor amplitude and phase errors caused by imperfect acquisition and preprocessing, for example, imperfectly reconstructed near offsets and inaccurate deconvolution of the source signature. As a result, even the most precise internal multiple prediction method might not be able to predict internal multiples that exactly match the internal multiples in the field data. When not using an adaptive filter to correct for the mismatch, it can potentially result in an incorrect image and incorrect interpretation of a target area.

Fortunately, there have been improvements in the accuracy of the prediction of internal multiples. The phenomenon of multiples was first observed in seismic recordings in the late 1940s [Ellsworth, 1948; Hansen and Johnson, 1948; Dix, 1948; Waterman, 1948]. Initial ideas on how to remove these observed multiple reflections were proposed in the 1950s and 1960s, such as the predictive deconvolution [Robinson, 1957; Peacock and Treitel, 1969] and moveout filtering [Schneider et al., 1965]. These methods are only effective when primaries and multiples have a difference in periodicity (for the predictive deconvolution) or when they have a difference in moveout (for the moveout filtering), which is often not the case in practice. In the 1970s and 1980s, wave-equation-based modeling methods [Loewenthal et al., 1974; Hampson, 1986; Wiggins, 1988], and filtering methods that exploit more pronounced differences between primaries and multiples in alternative domains [Kennett, 1979; Taner, 1980; Hampson, 1987] were proposed. Some of these methods [e.g. Griffiths et al., 1977] already used adaptive filtering to match the inaccurate multiple predictions to the actual multiples in the data. In the 1990s came the first data-driven and wave-equation-based methods for the prediction of internal multiples [Berkhout and Verschuur, 1997; Weglein et al., 1997; Jakubowicz, 1998]. The feedback method of Berkhout and Verschuur [1997] uses the concept that internal multiples are made up of two components, and predict internal multiples by downward extrapolating predicted surface-related multiples to an interface in the subsurface. In contrast, Weglein et al. [1997] and Jakubowicz [1998] presented methods in which internal multiples are reconstructed using 3 components. These methods can be used to obtain kinematically correct internal multiple predictions without velocity model, but require the identification of multiple generators and strongly rely on adaptive filters to attenuate the actual multiples in field data (often along with the unknown source signature). More developments rapidly followed that predict internal multiples with greater accuracy [e.g. ten Kroode, 2002; Ikelle, 2006; Wapenaar et al., 2014a]. The paper of ten Kroode [2002] modified the work of Weglein et al. [1997] by truncating integrals in time instead of depth, thereby creating a method that
is easier to implement. The method proposed by Ikelle [2006] no longer requires a velocity model or the identification of individual multiple generators. Recently, we have seen many developments related to Marchenko methods for the attenuation of internal multiples [Wapenaar et al., 2020]. These wave-equation-based methods initially required a smooth velocity model [Wapenaar et al., 2014a], but developed into methods that do not require any model information [van der Neut and Wapenaar, 2016; Zhang and Staring, 2018]. These new Marchenko methods in principle predict internal multiples with the correct amplitude and phase and thus only need a conservative adaptive filter to account for imperfections in the acquisition and the preprocessing of the data. In this paper, we will use a Marchenko method for the prediction of internal multiples. The increase in accuracy of internal multiple prediction obviates the need for aggressive adaptive filters and thereby lowers the risk of damaging the primary reflections.

In addition, there have been improvements in the preprocessing of the data, thereby making it easier to preserve amplitude and phase during data preparation and provide the desired input data to internal multiple attenuation methods. Three important prerequisites for data-driven internal multiple prediction methods are the reconstruction of missing offsets (in particular the near offsets for streamer data), the removal of surface-related multiples and the deconvolution of the source signature. The reconstruction of missing offsets was originally performed by prediction of dips of events in the data [Larner et al., 1981; Bardan, 1987; Spitz, 1991], but this is not effective for crossing events. More robust and recent advances include the parabolic Radon transform [Kabir and Verschuur, 1995], differential offset continuation [Fomel, 2003] and interferometric interpolation [Wang et al., 2009]. Next, surface-related multiples should be removed. Typically, these multiples are removed by surface-related multiple elimination (SRME) [Berkhout and Verschuur, 1997]. However, this method suffers in shallow water environments [Hargreaves, 2006; Hung et al., 2010; Barnes et al., 2014], in which case a much less reliable predictive deconvolution is typically used to attenuate surface-related multiples [Hung et al., 2010]. Next, the source signature has to be deconvolved, for example, by means of a predictive deconvolution (spiking deconvolution) [Robinson, 1957; Leinbach, 1995] or as part of the adaptive subtraction of predicted surface-related multiples [Verschuur et al., 1992; Ikelle et al., 1997; Kelamis and Verschuur, 2000]. The predictive deconvolution method makes assumptions about the reflectivity of the subsurface and the phase of the wavelet, such that a correct result is not always obtained. Fortunately, a recent advancement in seismic processing can tackle all 3 requirements robustly and simultaneously: the (Robust) Estimation of Primaries by Sparse Inversion (R-EPSI or EPSI) solves a large scale inversion problem for the primaries, the source signature and the missing offsets [Van Groenestijn and Verschuur, 2009a; Lin and Herrmann, 2013]. It removes all orders of surface-related multiples and deconvolves an estimated source signature from the input data, without the need for adaptive subtraction. This method also performs well in geological settings in which wavelet estimation and surface-related multiple suppression typically fail, for example in very shallow water environments [Van Groenestijn and Verschuur, 2009b; Belonosov and van Borselen, 2017]. Using such a method to preprocess the field
data results in an input reflection response for internal multiple attenuation that has as little imperfections as possible, which in turn might result in more accurate internal multiple predictions.

Also, the adaptive filters themselves have improved. Initial shaping filters for the suppression of multiples were constructed using the $L_2$ norm [e.g. Verschuur et al., 1992; Jakubowicz, 1998]. The use of the $L_2$ norm comes with the assumption that the signal after adaptive filtering has minimal energy and is orthogonal to the noise (the internal multiples), which does not always hold. Guitton and Verschuur [2004] have shown that these filters can even introduce spurious events when the internal multiple predictions are weak compared to the primary reflections. Therefore, alternative approaches that do not make these assumptions, such as pattern-based filtering [Spitz, 1999] and the use of a hybrid $L_1/L_2$ norm [Guitton and Verschuur, 2004] were introduced. In addition, Fomel [2009] proposed the use of non-stationary adaptive filters, thereby capturing the non-stationary character of the seismic signal without needing to split the data into windows. Another approach is the use of a transform to subtract the predicted internal multiples in an alternative domain, for example, a combination of the Radon transform and the orthogonal polynomial transform which better preserves the AVO information of the primary reflections [Xue et al., 2016]. Also, adaptive subtraction can be performed in the curvelet domain [Herrmann et al., 2008; Wu and Hung, 2015], such that events can be separated in terms of time, space an dip. These developments have resulted in adaptive filters that are more capable of preserving the primary reflections while subtracting the predicted internal multiples.

In this chapter, we will use a field dataset to show how the use of more accurate preprocessing, more accurate internal multiple prediction and more accurate adaptive filters have altered the role of adaptive subtraction for the attenuation of internal multiples. We start by briefly introducing the theory behind the internal multiple prediction method that we will be using: the adaptive Marchenko multiple elimination (MME) method. Next, we compare the performance of two methods for the suppression of surface-related multiples: the conventionally used SRME method and the state-of-the-art EPSI method. This evaluation will show us the importance of designing a preprocessing workflow based on the dataset and the geological setting in which it was recorded. Subsequently, we apply our adaptive MME method to the field data and obtain internal multiple predictions. We evaluate the use of different adaptive filters (using the $L_2$ norm and a hybrid $L_1/L_2$ norm ). Finally, we show that only a conservative adaptive filter is required to correct for minor amplitude and phase differences in the internal multiple predictions, thereby improving the internal multiple attenuation on field data. Based on these results, we argue that it is no longer a choice of using an aggressive adaptive filter or not using an adaptive filter, but rather on how adaptive filters can provide support in straightening out the final details.
5.2 Theory: an adaptive Marchenko multiple elimination method

The starting point of the Marchenko method is the preprocessed reflection response $R$ acquired by dipole sources and monopole receivers and without evanescent waves, noise, receiver ghost, surface-related multiples and deconvolved from its source signature. Note that the Marchenko method requires a preprocessing workflow that preserves the amplitude and phase of the data as well as possible. Next, either the coupled Marchenko equations as introduced by Wapenaar et al. [2013] or the projected coupled Marchenko equations as introduced by van der Neut and Wapenaar [2016] are solved to retrieve focusing functions, which can in turn be used to retrieve Green’s functions between any two points in the subsurface or at the surface. In this paper, we use the projected Marchenko equations for a model independent Marchenko method. The projected downgoing focusing function is retrieved using the following operations [van der Neut and Wapenaar, 2016]:

$$\tilde{v}^+ = \sum_{i=0}^{M} \tilde{v}^+_i = \sum_{i=0}^{M} (\Theta_t^{12} R^* \Theta_t^{12} R)^i \delta,$$

(5.2.1)

where $R$ and $R^*$ are operators that perform a multidimensional convolution and a multidimensional correlation of the reflection response with the wavefield that it acts upon. An user-specified wavelet that represents the band-limitation in the data is represented by the symbol $\cdot$. The symbol $\delta$ indicates the iteration number in the Marchenko algorithm that ranges from 1 to $M$. The total number of iterations $M$ that is required until convergence is achieved depends on the dataset. The $L^2$ norm of the individual updates $\tilde{v}_i^+$ can be tracked and plotted to monitor the progress of the iterative scheme. In successive iterations, the updates $\tilde{v}_i^+$ should become smaller until negligible. If time permits, it is useful to first test a Marchenko method on realistic synthetic data that closely resembles the field data to obtain an estimate of the convergence and the number of iterations $M$ that is required. Symbol $\delta$ represents a band-limited spatio-temporal delta function. A tapered Heaviside muting function $\Theta_t^{12}$ is applied in the time domain and is constructed based on the finite temporal and spatial frequency content of the data ($t_0$) and based on the two-way traveltime curve $t_2$ that separates the overburden response from the target area response (see van der Neut and Wapenaar [2016] and chapter 4). Having retrieved the projected downgoing focusing function, we can also obtain the projected upgoing Green’s function $\hat{U}^-:

$$\hat{U}^- = \sum_{j=0}^{N} \hat{U}_j^- = \Theta_t^\infty R \sum_{j=0}^{N} \tilde{v}_j^+.$$

(5.2.2)

The Heaviside muting function $\Theta_t^\infty$ is based on the two-way traveltime curve $t_2$ and infinity $\infty$, which in practice is the maximum time in our recording. The retrieved wavefield $\hat{U}^-$ has sources and receivers at the acquisition surface and is without receiver-side internal multiples with a final reflection point in the overburden. More internal multiples can be removed by performing a multidimensional deconvolution of this wavefield with the projected downgoing Green’s function $\hat{U}^+$. 
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[van der Neut and Wapenaar, 2016] or by using a double dereverberation method [Staring et al., 2020].

When introducing wavefield \( \hat{U}^- \), van der Neut and Wapenaar [2016] noted connections with other internal multiple attenuation methods, for example, the inverse scattering series [Weglein et al., 1997], work by ten Kroode [2002], the method of Jakubowicz [Jakubowicz, 1998] and source-receiver interferometry [Löer et al., 2016]. Based on the strong connection of the Marchenko wavefield \( \hat{U}^- \) with the work of ten Kroode [2002] and Löer et al. [2016], van der Neut and Wapenaar [2016] could retrieve a method that attenuates all orders of internal multiples for a particular two-way traveltime \( t_2 \):

\[
\hat{R}_t = \mathcal{R} \delta^+ = \mathcal{R} \delta - \alpha(x, t) \sum_{k=1}^{P} -\mathcal{R}(\delta_{t_0}^{t_2} \mathcal{R}^{*} \delta_{t_0}^{t_2} \mathcal{R})^k \delta. \tag{5.2.3}
\]

By evaluating equation 5.2.3 for each timestep \( t_2 = t - t_0 \) (\( t_0 \) depends on the band-limitation in the data [Slob et al., 2014; Staring et al., 2018a]) and only saving the sample at timestep \( t \), we obtain a new reflection response \( R_t \) that contains only primaries. We call this method the Marchenko multiple elimination method [Zhang and Staring, 2018]. This method is not a layer-stripping approach, since we can apply it to any timestep without needing to resolve overlying layers first. Note that equation 5.2.3 is equal to equation 5.2.2 apart from the application of a final muting function (which does not change the result at time \( t \)). While van der Neut and Wapenaar [2016] assumed that the application of muting function \( \delta_{t_0}^{t_2} \) required the construction of two-way traveltimes curves for each timestep, Zhang and Staring [2018] have shown that the truncations at \( t_0 \) and \( t_2 \) can simply be constant in equation 5.2.3. As such, this method is completely data-driven and model independent. Naturally, evaluating this series for every timestep is computationally expensive, but Zhang and Slob [2020a] introduced a method that can speed up this process considerably.

In principle, and on ideal synthetic data, this method predicts all orders of internal multiples with the correct amplitude and phase. However, this is not the case in practice. An imperfect acquisition and imperfect preprocessing (for example, an inaccurate deconvolution of the source signature) cause minor amplitude and/or phase errors in the input reflection response \( R \) for the Marchenko method, such that the internal multiple predictions (obtained after convolving and correlating the data with itself multiple times) do not entirely match the internal multiples in the data. Therefore, we will use adaptive filter \( \alpha \) for the subtraction of the sum of the internal multiple predictions from the data. The individual terms of the series are summed without adaptive filter, thereby making it very important that the scaling of the reflection response \( R \) is correct. Chapter 4 of this thesis presents a simple method that can be used to obtain the correct scaling factor of the reflection response \( R \).

5.3 Surface-related multiple suppression

We use a 2D line of streamer data acquired by Equinor in a deep water area of the Norwegian Sea. We obtained the dataset after 3D to 2D amplitude conversion, the
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Figure 5.1: Common source gather of the reflection response a) after interpolation, b) after applying the SRME method and c) after applying the EPSI method. The white arrows indicate that differences are mainly visible after 3.5 s.

reconstruction of near offsets (according to Kabir and Verschuur [1995]) and the regularization of both source and receiver spacing to 25 m in a split-spread geometry. In addition, two surface-related multiple suppression methods (the conventionally used SRME method [Berkhout and Verschuur, 1997] and the state-of-the-art EPSI method [Van Groenestijn and Verschuur, 2009a]) were applied to a subsection of this dataset to evaluate their performance. Van Groenestijn and Verschuur [2009b] have shown that the EPSI method provides similar results to the SRME method when near offsets can be accurately reconstructed and primary reflections and surface-related multiples are well-separated (for example, in deep water environments). However, the EPSI method provides superior results when near offsets cannot be reliably reconstructed and primaries and surface-related multiples are not well-separated (for example, in shallow water environments, as shown in Baardman et al. [2010]). Therefore, we expect the SRME method and the EPSI method to give similar results when applied to our dataset recorded in a deep water environment.

And indeed, figures 5.1, 5.2, 5.3 and 5.4 show that both the SRME method and the EPSI method have a very similar performance on this dataset. Figure 5.1 shows that the surface-related multiples mainly contaminate the later part (after 3.5 s) of the reflection response. When zooming in on the area after 3.5 s, figure 5.2 shows the surface-related multiples that were subtracted by both methods. The multiples seem very similar, although minor differences in terms of amplitude and high-frequency events are visible. When studying the FK spectra in figure 5.3, it becomes clear that some of these differences can be attributed to the EPSI multiples containing higher frequencies (up to 70 Hz) compared to the SRME multiples (up to 50 Hz). Also, the EPSI result seems to contain more spatial aliasing, possibly due to a subsampled Fresnel zone.
Figure 5.2: Common source gathers of the subtracted surface-related multiples a) using the SRME method, b) using the EPSI method. The subtracted multiples are very similar.

We obtain figure 5.4 when migrating the data using a one-way wave equation migration. These images show no difference between the result of the SRME method and the EPSI method. Since the SRME method is considerably cheaper compared to the EPSI method, we decided to continue by applying the SRME method to the full dataset. This example shows that we need to be critical of our data and of the methods that we apply to it. We can play safe and apply the more expensive state-of-the-art method to any dataset at additional computational cost, but this is not always necessary.

5.4 Internal multiple attenuation using the adaptive MME method

After applying the SRME method to the entire dataset and deconvolving the source signature, we apply the adaptive Marchenko multiple elimination method to predict internal multiples. Zhang and Slob [2020b] have already applied the MME method without adaptive subtraction to this dataset and obtained promising results. Figure 5.5 shows common source gathers of the data after applying the SRME method, the data after applying 6 iterations ($P = 6$ in equation 5.2.3) of the MME method without adaptive filter (the same as in Zhang and Slob [2020b]) and the internal multiple predictions. The white arrows show events that were somewhat attenuated, but not entirely. The FK spectra in figure 5.6a and 5.6b show that attenuation of internal
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**Figure 5.3:** FK spectra of the subtracted surface-related multiples in figure 5.2 by using a) the SRME method and b) the EPSI method.

**Figure 5.4:** Images of the reflection response a) after interpolation, b) after applying the SRME method and c) after applying the EPSI method. The white arrows indicate the start of the area in which differences are visible.

multiples only very slightly alters the spectrum of the reflection response. Figure
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Figure 5.5: Common source gather of the reflection response a) after applying the SRME method, b) after applying the non-adaptive MME method and c) the predicted internal multiples. The white arrows indicate differences due to internal multiple attenuation.

5.6c shows that the predicted internal multiples constructively and destructively interfere with one another in some frequency bands. Next, figure 5.7 shows the corresponding images after one-way wave equation migration. Numbers 1 and 4 show arrows that indicate the (incomplete) attenuation of what we expect to be internal multiples. Numbers 2, 3 and 5 have ellipses and an arrow to indicate the better visibility of primary reflections after internal multiple attenuation. However, the attenuation of the internal multiples seems incomplete, since remnants of internal multiples seem to be present. These remnants are unavoidable, since the Marchenko multiple elimination method was given imperfect data (regarding acquisition, near offset reconstruction, regularization and interpolation, surface-related multiple elimination and source signature deconvolution) and thus predicted imperfect internal multiples. We will show how the use of a conservative adaptive filter can improve this result.

Next, there is the choice for a type of adaptive filter. Do we want to simply apply it in the space-time domain? Or in an alternative domain, such as the curvelet domain? And do we use $L_2$ or $L_1$ norm minimization? Application in the curvelet domain seems to be mainly useful when primary reflections and internal multiples have a distinct difference in dip (see Staring et al. [2018a]), but this does not seem to be the case here. Therefore, we have chosen for an adaptive filter in the space-time domain. The $L_1$ norm is known to perform better compared to the $L_2$ norm when the internal multiples are much weaker compared to the primary reflections [Guitton and Verschuur, 2004]. Also, the $L_1$ norm is more robust to amplitude anomalies and outliers. Since the predicted multiples in figure 5.5c seem very weak, we expect the $L_1$ to perform better, but we test the application of both the $L_2$ and $L_1$ norm. We use a modified version of the hybrid $L_1/L_2$ norm as introduced in Guitton and
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Figure 5.6: FK spectra of the reflection response a) after applying the SRME method, b) after applying the non-adaptive MME method and c) the predicted internal multiples.

Figure 5.7: Images of the reflection response a) after applying the SRME method, b) after applying the non-adaptive MME method and c) the predicted internal multiples. The white arrows and ellipses indicate some interesting differences.

Verschuur [2004] to treat large residuals with the $L_1$ norm and small residuals with the $L_2$ norm. In addition, the $L_1$ norm is not continuous and differentiable in all places, in contrast to the hybrid $L_1/L_2$ norm.

Figure 5.8 shows the predicted internal multiples using the Marchenko multiple elimination method, the adjusted multiples after application of a filter using the $L_2$ norm and the adjusted multiples after application of a filter using the hybrid $L_1/L_2$ norm. The adaptive filter using the $L_2$ norm seems to find events where there are none (as indicated by the white arrows of figure 5.8b), while the adaptive
Figure 5.8: Common source gather of the predicted internal multiples a) before applying an adaptive filter, b) after applying an adaptive filter using the $L_2$ norm and c) after applying an adaptive filter using the $L_1$ norm.

filter using the hybrid $L_1/L_2$ norm stays close to the original predictions. The FK spectra in figure 5.9 confirm this, and show that the filter using the $L_2$ norm puts more emphasis on the diagonal lines that originate at $k = 0$. The high angles have a high amplitude in the shot record and significantly contribute to the minimization of the $L_2$ norm. The same events are very weak in the predicted multiples. Based on these tests, we decide to chose for the adaptive filter using the hybrid $L_1/L_2$ norm.

We test a range of filter settings and window sizes and finally select the filter that is capable of attenuating most internal multiples without damaging the primary reflections. A filter can be applied globally, such that the window size encompasses the entire shot, or locally, such that the non-stationary character of the data can be captured by smaller windows. A commonly used approach is to first apply a global adaptation to precondition the data, after which more localized filters (with overlap to ensure a smooth transition) are used to subtract the preconditioned predictions from the data. The filter length defines how much the predictions are allowed to shift within their window. A filter length of 3 means that the predictions can shift by 1 sample each way, while a filter length of 5 means that the predictions have the freedom to have a maximum shift of 2 samples each way. We use a filter length of 3, such that the data can be shifted one sample up or one sample down within its window to correct for minor phase differences. Our window size is 200 timesamples (0.8 s) by 50 space samples (1250 m). We consider this to be a conservative adaptive filter, since we have large windows in which we do not allow the internal multiple predictions to shift much. The filter mainly adjusts the amplitudes of the predicted internal multiples, as can be seen in figure 5.8c. This indicates that the scaling of the input data might not have been optimal. We can use this observation as a
feedback mechanism to improve our processing workflow. Perhaps the amplitude and phase of the data can be better preserved throughout the workflow, or perhaps the scaling of the data prior to application of the MME method simply needs to be adjusted. Note that we did not use any preconditioning.

Finally, we migrate the result and compare it to the non-adaptive result. Figure 5.10a and 5.10b are repetitions of figures 5.7a and 5.7b, while figure 5.10c shows
the image of the result using the adaptive filter. The adaptive result shows a more complete attenuation of internal multiples at numbers 1 and 4 compared to the non-adaptive result. In addition, numbers 2, 3 and 5 indicate how primary reflections are becoming better visible after the more complete subtraction of the multiple reflections. Notice that an improvement is obtained without using aggressive adaptive filters. This illustrates that it is no longer a debate on whether to use an aggressive adaptive filter or not to use an adaptive filter, but that modern processing methods allow us to use a conservative adaptive filter to straighten out the last details that could not be accounted for during preprocessing.

5.5 Conclusion and discussion

The aim of this chapter was to add to the debate on the use of adaptive filters for the attenuation of internal multiples. We discussed recent advances in seismic processing that (sometimes indirectly) improve the accuracy with which internal multiples are predicted. Instead of either using an aggressive adaptive filter or using no adaptive filter at all, these advances allow us to use a conservative adaptive filter to straighten out the last details. In addition, we argued that a conservative adaptive filter can be used as a feedback mechanism to improve the preprocessing of the data and thereby provide more suitable input for internal multiple attenuation.

To substantiate these arguments, we applied a workflow for surface-related multiple attenuation and internal multiple attenuation to a 2D line of field data acquired in a deep water environment. We tested two methods to remove surface-related multiples: the conventionally used SRME method and the more recently developed and robust EPSI method. These methods provided almost the exact same result on our dataset, thereby showing that an awareness of which method to use (or which method is not necessary to use) in which situation is very important. We decided to continue with the SRME method, since it provided very similar results at less computational cost compared to the EPSI method. Next, we applied the Marchenko multiple elimination method to the data without surface-related multiples. The non-adaptive MME method attenuated what we believe to be internal multiples. However, remnants seemed to be present. The adaptive MME method removed these remnants with the use of a conservative adaptive filter. We tested adaptive filters with $L_2$ and a hybrid $L_1/L_2$ norm minimization and concluded that the filter with the hybrid $L_1/L_2$ minimization provided superior results. This can be explained by the fact that our data do not meet the assumptions of the $L_2$ norm minimization, namely that primaries and multiples have an equally strong amplitude distribution and are orthogonal. Using a simple and conservative adaptive filter in space-time with a hybrid $L_1/L_2$ norm minimization has helped us to correct for minor amplitude and phase differences in the internal multiple predictions that were unavoidable due to imperfect acquisition and processing. In addition, the adjusted internal multiple predictions indicated that the amplitude and phase preservation throughout the workflow can be improved. Based on the evaluation of these results, we conclude that the adaptive filter has a new role: it straightens out unavoidable amplitude and/or phase errors in the internal multiple predictions and it can act as
5.5 Conclusion and discussion

A feedback mechanism to indicate whether the amplitude and phase preservation of the data throughout the workflow has to be improved.

A topic that we did not yet touch upon is the choice of subtraction in the data domain (on shot gathers) or in the image domain (on migrated sections). Unfortunately, the adaptive filter used in this paper was not capable of subtracting the internal multiple predictions in the image domain. However, in our experience [Staring et al., 2018a; Staring and Wapenaar, 2020], adaptive subtraction in the image domain is often more robust compared to adaptive subtraction in the data domain, simply because internal multiples tend to have a better separation from primary reflections in that domain.

Another important topic to discuss are the limitations of the Marchenko method. We state that the Marchenko method in principle predicts internal multiples with the correct amplitude and phase, but that it predicts internal multiples with minor amplitude and/or phase errors due to imperfections in the acquisition and the pre-processing. Other reasons for imperfections in the Marchenko result are the presence of mode conversions (we used an acoustic implementation here), evanescent waves, the presence of short-period internal multiples (depending on the frequency content of the data) and transmission losses. Also note that we applied the Marchenko method to a 2D line of data while it was acquired in a 3D subsurface, such that out-of-plane effects are not taken into account.
A different role for adaptive filters in Marchenko methods for the attenuation of internal multiples
Conclusions and recommendations

In this final chapter, I reflect on the results obtained in this thesis and present recommendations for further research. First, I present a quick summary of the work presented in the other chapters and provide a general conclusion. Next, I address each strength and limitation of the Marchenko method individually and provide suggestions for further research. Lastly, I discuss a series of practical considerations.

6.1 Introduction

The aim of the research described in this thesis is to enable the application of the Marchenko method on field data. Prior to starting this PhD project in 2015, the Marchenko method had only been tested on ideal synthetic data and it was uncertain whether the method would be applicable to field data. Therefore, I further developed the Marchenko method to make it suitable for the field data application in different geological settings.

I started with the development of the adaptive double-focusing method. This Marchenko method is less sensitive to imperfections in the data and the acquisition geometry than the conventional Marchenko method. Next, I tested the performance of both the conventional Marchenko method and the adaptive double-focusing method on 2D synthetic data and a 2D line of field data recorded in the Santos Basin, Brazil. I observed that the adaptive double-focusing method is indeed more robust than the conventional Marchenko method and could predict and subtract internal multiples generated in the complex overburden. Next, I used 3D synthetic data to learn which acquisition parameters have an effect on the result of the adaptive double-focusing method. I found that the limited aperture in the crossline direction and the coarse sail line spacing in narrow azimuth data have a significant effect on the result of the adaptive double-focusing method. Based on this evaluation, I interpolated the sail line spacing of the 3D narrow azimuth streamer dataset prior to applying the adaptive double-focusing method. I observed that this method could predict and subtract internal multiples from the interpolated dataset,
thereby improving the geological interpretation of the target area.

Next, I developed a Marchenko method that does not require redatuming and that is model independent: the double dereverberation method. Instead of using data recorded in a deep water environment, I now used a dataset acquired in a very shallow water environment. I showed that the processing challenges related to a shallow water environment (the removal of surface-related multiples and the estimation of the source signature) can be overcome using the state-of-the-art R-EPSI method and that internal multiples can be attenuated using the double dereverberation method.

Lastly, I investigated the role of the adaptive filter in the application of Marchenko methods on field data. I used a data-driven and model-independent Marchenko multiple elimination method to show that only a conservative adaptive filter is needed to subtract the internal multiple predictions.

Based on the results in this thesis, I conclude that, in general, the Marchenko method is an effective, data-driven and robust method for the attenuation of internal multiples in marine seismic data, provided that 1) the acquisition geometry is sufficiently dense and 2) a careful processing workflow is constructed that accounts for the specifics of the geological setting at hand, with significant emphasis on amplitude and phase preservation. Ideally, VSP data are available to check the quality of the result after internal multiple prediction and subtraction.

In the following, I discuss the strengths and limitations of the Marchenko method in more detail.

### 6.2 A strength: the versatility of the Marchenko method

A strength of the Marchenko method is its versatility. There is a range of Marchenko methods that are suitable for different purposes. I studied four Marchenko methods in this thesis: the conventional Marchenko method (chapter 2), the adaptive double-focusing method (chapters 2 and 3), the double dereverberation method (chapter 4) and the Marchenko multiple elimination method (chapter 5). In addition, there are many more Marchenko methods for internal multiple attenuation that were not discussed in this thesis, for example, the Transmission-compensated Marchenko multiple elimination [Zhang et al., 2019], Rayleigh-Marchenko redatuming [Ravasi, 2017] and virtual plane wave imaging [Meles et al., 2018]. Each method aims to tackle a slightly different problem. When aiming to attenuate internal multiples generated in an overburden and simultaneously redatum (for example, to reduce the data volume for a target-oriented FWI), the adaptive double-focusing method is most suitable. When aiming to attenuate internal multiples generated in an overburden without redatuming or when aiming to attenuate internal multiples without needing a velocity model as input, the adaptive double dereverberation method is most suitable. When not minding computational cost and aiming to attenuate internal multiples for all multiple generators in the subsurface without velocity model, the adaptive Marchenko multiple elimination method is most suitable. It appears that there is a Marchenko method for every internal multiple problem, and the development of new methods or modifications of existing methods is currently work
in progress. In addition, there are other applications of the Marchenko method beyond internal multiple attenuation, such as target replacement for monitoring (see appendix A), homogeneous Green’s function retrieval [Wapenaar et al., 2016b] and virtual seismology [Brackenhoff et al., 2019]. This demonstrates the versatility and wide applicability of the Marchenko method.

6.3 A strength: the accuracy of internal multiple prediction

The most important strength of the Marchenko method is the accurate prediction of internal multiples. In principle, and on ideal synthetic data, the wave-equation-based and data-driven Marchenko method predicts internal multiples with the correct amplitude and phase. Moreover, the Marchenko method does not require the identification of individual multiple generators and is not a layer stripping approach, such that it does not suffer from error propagation from shallow to deep layers. Instead, the Marchenko method considers the entire overburden at once. It only requires the construction of a single time windowing function which is retained throughout the prediction process. The combination of these factors results in a robustness and prediction accuracy that is not always found in internal multiple prediction methods. Naturally, the Marchenko method cannot predict internal multiples that perfectly match the internal multiples in field data, mainly due to imperfect acquisition, imperfect preprocessing and assumptions made by the Marchenko method itself (for example, the acoustic approximation). Despite these imperfections, the Marchenko method is capable of predicting internal multiples with only minor amplitude and phase errors on field data, as demonstrated in this thesis. Particularly, chapter 5 demonstrates that only a conservative adaptive filter is needed to subtract the predicted internal multiples from field data. Ideally, we would like to be able to perfectly predict internal multiples on field data and not need an adaptive filter at all, but the Marchenko method allows us to get close. As the Marchenko method is further developed to include more propagation effects (for example, mode conversions) in combination with developments in dense acquisition (for example, fiber optic technology) and developments in seismic processing (for example, related to machine learning), we might be able to get even closer.

6.4 A limitation or perhaps a strength: the data requirements of the Marchenko method

The data requirements of the Marchenko method are often described as stringent. These requirements concern the acquisition and the preprocessing of the seismic data. In terms of acquisition, the Marchenko method requires a reflection response acquired by a sufficiently dense grid of co-located sources and receivers as input. But what is sufficiently dense? Chapter 3 shows a series of decimation tests on 3D synthetic data for the evaluation of the key acquisition parameters that affect the result of the Marchenko method when applied to narrow azimuth streamer data in a deep water environment. In this particular situation, the limited aperture in the crossline direction and the coarse sail line spacing had the strongest effect.
Conclusions and recommendations

The aperture in the crossline direction was limited but sufficient, and the sail line spacing was interpolated to become sufficient. However, this might be different in other geological settings. Interpolation can correct for missing offsets, missing shots and a coarse spacing, but only up to a certain level. Interpolation cannot correct for the crossline aperture and the inline far offsets. Therefore, there may be some combinations of geological setting and sparse acquisition geometry that might prove too challenging for the Marchenko method. I remark that the geological setting (for example, target depth, water depth) is usually considered in the acquisition design. If an image of the target area can be constructed, we can predict internal multiples and subtract them from this image using a Marchenko method.

In addition, the Marchenko method requires input data that have been preprocessed. Noise, surface waves, the receiver ghost and surface-related multiples need to be removed. In addition, the data have to be deconvolved for the source wavelet and missing offsets and missing shots have to be reconstructed. These requirements might seem strict, but are again similar to many routinely used convolution-and-correlation-based internal multiple prediction methods, for example, the method presented by Jakubowicz [1998]. Consequently, when another convolution-and-correlation-based internal multiple prediction method has already been applied to a dataset, the Marchenko method can also be applied.

We remark that the data requirements of the Marchenko method can also be seen as an opportunity. This amplitude sensitive method can predict accurate internal multiples and requires correctly preprocessed input data. This forces us to put sufficient care into the design and execution of the workflow. Of course, we could decide not to deconvolve the source signature prior to the application of a Marchenko method and obtain inaccurate internal multiple predictions that need to be subtracted using an aggressive adaptive filter, thereby resulting in significant damage of the primary reflections. But this is not what we have set out to achieve. When carefully selecting and using the seismic processing methods that are available, the Marchenko method has the potential to predict accurate internal multiples on field data.

Also, note that there are Marchenko methods that aim to solve the coupled Marchenko equations as a direct inversion. Some of these methods, for example, Rayleigh-Marchenko redatuming [Ravasi, 2017], also include the unknown source signature and surface-related multiples into this inversion. However, an analysis by Dukalski and de Vos [2017] suggests that these methods do not always converge. If the convergence issue can be addressed, this line of research can have potential. Perhaps the Robust Estimation of Primaries by Sparse Inversion (R-EPSI) method that is capable of simultaneously reconstructing missing offsets, attenuating surface-related multiples and obtaining an estimate of the source signature can be used as a starting point, or can be extended to also include internal multiples.

Another recommendation for further research is to evaluate the effect of incorrect input data on the result of internal multiple attenuation using the Marchenko method. What is the effect of the presence of noise? What is the effect of remnant surface-related multiples? What is the effect of incorrect regularization? How crucial is the correct deconvolution of the source signature? And what is the effect of
6.5 A limitation: the acoustic approximation

The Marchenko methods developed in this thesis are acoustic and do not take mode conversions into account. Reinicke et al. [2019] have shown that the acoustic approximation is valid for structural imaging of 1.5D media, but more research is needed to evaluate the limits of validity of the acoustic approximation for structural imaging in 2D and 3D media. The E&P industry is moving towards fully elastic processing and it could potentially benefit the accuracy of the internal multiple predictions if the Marchenko method would be able to join this trend.

6.6 A limitation: the reflection response should only contain reflection events

Another limitation is that the Marchenko method assumes that all events in the reflection response are reflection events. For example, it does not incorporate refracted waves and scattered waves related to point scatterers [Zhang et al., 2019]. Moreover, spurious events can be generated if these effects are not properly accounted for prior to the application of the Marchenko method. Therefore, another suggestion for future research is to study how to correctly incorporate these currently unwanted events into the Marchenko method.

6.7 A limitation: the applicability to land data

This thesis has investigated the application of Marchenko methods on marine data, but not on land data. This is partially due to a limitation of the Marchenko method itself, because it currently cannot handle the elastic effects that are abundant in land data. Also, this is partially due to a limitation of the acquisition and preprocessing caused by near surface issues, for example, the lower quality of the data, source and receiver coupling and the challenge of applying static corrections [Keho and Kelamis, 2012]. A range of issues related to the near surface have to be solved first before we can even consider applying the Marchenko method to land data, whether in an acoustic form or an elastic form.

6.8 A limitation: short-period internal multiples

Currently, the period of the internal multiples that can be predicted is still restricted by the band-limitation in the data. Zhang et al. [2019] show that the Marchenko method perceives a layer that is thinner than the data resolution as a single reflector with complicated behaviour. It would be beneficial for thinly layered media, for example, in the Middle East, if we could incorporate short-period internal multiples into the Marchenko method. Elison et al. [2019] present an augmented Marchenko method that is also capable of attenuating short-period internal multiples. This
method shows promise when applied to 2D synthetic data, but has not been proven yet to work on field data. It is important that this method and other methods aimed at incorporating short-period internal multiples into the Marchenko method are further developed.

6.9 Practical remarks

Based on the experience of performing the work shown in this thesis, I would like to provide some practical remarks that might be helpful for other researchers or seismic processors that would like to apply a Marchenko method to field data.

First, gather information about the dataset. It is important to know as much as possible about the acquisition and the preprocessing of the data in order to understand what needs to be done to obtain the correct input data for a Marchenko method. For example, if it would not be communicated that a half time-differentiation is missing from the data, the application of a Marchenko method to that dataset will result in inaccurate internal multiple predictions (see figure 4.9). Of course, the quality check introduced in chapter 4 is able to detect such errors, but being aware of missing or additional factors on the data in advance can speed up the process considerably.

Second, it is of utmost importance that the processing workflow is carefully designed to account for the specifics of the geological setting at hand and with emphasis on amplitude and phase preservation. Processing methods that do not preserve the amplitude fidelity of the data, for example, a spiking deconvolution (that artificially balances the amplitude spectrum) for the removal of an unknown wavelet can have a negative effect on an amplitude sensitive method such as the Marchenko method. Therefore, it is important to be aware of the effect that an applied processing method has on the data.

Third, the importance of proper tapering should not be underestimated. The use of time windowing in Marchenko methods is an important limitation. We apply the time windowing to avoid creating copies of primary reflections, comparable to the lower-higher-lower criterion in the inverse scattering series (ISS) method [Weglein et al., 1997]. In this thesis, the effect of an incorrectly placed truncation can be observed in figure 2.16, where copies of the primary reflections are part of our internal multiple predictions. But even if we manage to truncate the data such that copies of primary reflections are not obtained, we potentially cut through events. An abrupt truncation is unnatural and will create artefacts (Gibb’s phenomena) if not properly alleviated through tapering.

Fourth, it is important to track the convergence of the Marchenko method during application by plotting the $L_2$ norm of the updates of the downgoing focusing function or the projected downgoing focusing function (depending on which Marchenko method you are using). It serves as an important quality check, since convergence indicates whether the resulting internal multiple predictions are reliable. If the $L_2$ norm of the updates diverges, the result of the Marchenko method will be incorrect. If convergence is very slow, or if it plateaus very quickly, then something might also be wrong. In those cases, the data might not have been correctly processed or
scaled.

Fifth, the use of synthetic data. When given a field dataset and a Marchenko method, and when time permits, it is helpful to first perform a test on realistic synthetic data. Ideally, a realistic velocity and density model are used to generate synthetic data that closely resemble the field data. For example, in chapters 2 and 3, I generated synthetic data using a velocity and a density model obtained from an acoustic inversion of the field data. Synthetic testing provides an estimate of the expected convergence rate, which can be used as a quality check for the field data application (see figure 4.12). In addition, synthetic tests help to evaluate whether a certain Marchenko method is indeed suitable for application to a particular dataset. For example, the adaptive double-focusing method and the adaptive double dereverberation method do not address internal multiples generated by interactions between the target area and the overburden (see figure 4.3b). These remnant internal multiples typically arrive later than the primaries from the target area, but it is helpful to verify that this is indeed the case on synthetic data in order to foresee any problems on field data.

Finally, I strongly recommend spending time on quality checking the preprocessing and the scaling of the data prior to the application of the Marchenko method. Chapter 4 introduces a simple and straightforward method to check the quality of the data after preprocessing. By convolving the potential input data for the Marchenko method with itself multiple times, we can repredict each order of surface-related multiple which should have been present in the data prior to surface-related multiple elimination. When these repredicted surface-related multiples are equal to the surface-related multiples that were removed from the data, the potential input data for the Marchenko method has the correct scaling and phase. Otherwise, the data has to be adjusted (for example, by adjusting the scaling, deconvolving for a source wavelet, applying a half time-differentiation) until removed and repredicted surface-related multiples match.

When carefully designing a workflow that accounts for the specifics of the geological setting at hand, with emphasis on amplitude and phase preservation, and when keeping these practical aspects in mind, it should be possible to predict internal multiples on marine field data using the Marchenko method.
Marchenko-based target replacement, accounting for all orders of multiple reflections

Abstract  In seismic monitoring, one is usually interested in the response of a changing target zone, embedded in a static inhomogeneous medium. We introduce an efficient method which predicts reflection responses at the earth’s surface for different target-zone scenarios, from a single reflection response at the surface and a model of the changing target zone. The proposed process consists of two main steps. In the first step, the response of the original target zone is removed from the reflection response, using the Marchenko method. In the second step, the modelled response of a new target zone is inserted between the overburden and underburden responses. The method fully accounts for all orders of multiple scattering and, in the elastodynamic case, for wave conversion. For monitoring purposes, only the second step needs to be repeated for each target-zone model. Since the target zone covers only a small part of the entire medium, the proposed method is much more efficient than repeated modelling of the entire reflection response.

Note that minor changes have been introduced to make the text consistent with the other chapters.
A.1 Introduction

In seismic modelling, inversion, and monitoring one is often interested in the response of a relatively small target zone, embedded in a larger inhomogeneous medium. Yet, to obtain the seismic response of a target zone at the earth’s surface, the entire medium enclosing the target should be involved in the modelling process. This may become very inefficient when different scenarios for the target zone need to be evaluated, or when a target that changes over time needs to be monitored, for example to follow fluid flow in an aquifer, subsurface storage of waste products, or production of a hydrocarbon reservoir. Through the years, several efficient methods have been developed for modelling successive responses of a medium in which the parameters change only in a target zone. Robertsson and Chapman [2000] address this problem with the following approach. First they model the wave field in the full medium, define a boundary around the target zone in which the changes take place, and evaluate the field at this boundary. Next, they numerically inject this field from the same boundary into different models of the target zone. Because the target zone usually covers only a small part of the full medium, this injection process takes only a fraction of the time that would be needed to model the field in the full medium. This method is very well suited to model different time-lapse scenarios of a specific subsurface process in an efficient way. A limitation of the method is that multiple scattering between the changed target and the embedding medium is not taken into account. The method was adapted by van Manen et al. [2007] to account for this type of interaction, by modifying the field at the boundary around the changed target at every time-step of the simulation. Wave field injection methods are not only useful for efficient numerical modelling of wave fields in a changing target zone, they can also be used to physically inject a field from a large numerical environment into a finite-size physical model [Vasmel et al., 2013].

Instead of numerically modelling the field at the boundary enclosing the target, Elison et al. [2016] propose to use the Marchenko method to derive this field from reflection data at the surface. Hence, to obtain the wave field in a changing target zone, they need a measured reflection response at the surface of the original medium and a model of the target. Their method exploits an attractive property of the Marchenko method, namely that “redatumed” reflection responses of a target zone from above ($R^\cup$) and from below ($R^\cap$) can both be obtained from single-sided reflection data at the surface and an estimate of the direct arrivals between the surface and the target zone [Wapenaar et al., 2014a].

In most of the methods discussed above, the wave fields are derived inside the changing target. Here we discuss a method which predicts reflection responses (including all multiples) at the earth’s surface for different target-zone scenarios, from a single reflection response at the surface and a model of the changing target zone. The proposed method, which we call “target replacement”, consists of two main steps. In the first step, which is analogous to the method proposed by Elison et al. [2016], we use the Marchenko method to remove the response of the target zone from the original reflection response. In the second step we insert the response of a new target zone, yielding the desired reflection response at the surface for the
particular target-zone scenario. Both steps fully account for multiple scattering between the target and the embedding medium. Note that, to model different reflection responses for different target models, only the second step needs to be repeated. Hence, this process is particularly efficient when reflection responses at the surface are needed for many target-zone scenarios. Also note that, unlike the model-driven methods of Robertsson and Chapman [2000] and van Manen et al. [2007], our method as well as that of Elison et al. [2016] only needs a smooth model of the overburden and no model of the underburden. The required detailed information of the over- and underburden comes from the measured reflection response.

Similar as the other methods discussed in this introduction, we assume that the target zone is the only region in which changes occur; the over- and underburden are assumed to remain unchanged. However, changes in a reservoir may lead to changes in the embedding medium [Hatchell and Bourne, 2005; Herwanger and Horne, 2009]. When this is the case, the target zone should not be restricted to the reservoir, but it should also include the part of the embedding medium in which the changes have a noticeable effect on the waves propagating through it. Of course the larger the target zone, the smaller the efficiency gain.

The setup of this paper is as follows. In Section A.2, we derive a representation of the seismic reflection response at the earth’s surface (including all orders of multiple scattering), which explicitly distinguishes between the response of the target zone and that of the embedding medium. Next, based on this representation, in Section A.3, we discuss how to remove the response of the target zone from the reflection response at the surface. In Section A.4, we discuss how the response of a changed target zone can be inserted into the reflection response at the surface. The proposed method is illustrated with numerical examples in Section A.5. We end the paper with a discussion (Section A.6) and conclusions (Section A.7).

### A.2 Representation of the reflection response

We derive a representation for the reflection response at the earth’s surface, which distinguishes between the response of the target zone and that of the embedding medium. We start by dividing the subsurface into three units. The first unit, indicated as unit $a$ in Figure A.1, covers the region between the earth’s surface and boundary $S_1$, the latter defining the upper boundary of the target zone. The earth’s surface (indicated by the solid line) may be considered either as a free or as a transparent surface (the latter after surface-related multiple elimination). The earth’s surface is included in unit $a$. A transparent boundary $S_0$ (indicated by the upper dashed line) is defined at an infinitesimal distance below the earth’s surface (in the following we abbreviate “an infinitesimal distance above/below” as “just above/below”). Unit $a$, i.e., the region above the target zone, is called the overburden. The second unit, indicated as unit $b$ in Figure A.1, represents the target zone and is enclosed by boundaries $S_1$ and $S_2$. The third unit, indicated as unit $c$ in Figure A.1, represents the region below the lower boundary of the target zone, $S_2$. Unit $c$, i.e., the region below the target zone, is called the underburden.

We assume that the media inside the units are arbitrary inhomogeneous, lossless
Figure A.1: Subdivision of the inhomogeneous subsurface into three units: an overburden (unit $a$), a target zone (unit $b$) and an underburden (unit $c$). Note that unit $a$ includes the earth’s surface just above $S_0$. This surface may be considered either as a free or as a transparent surface.

media. Furthermore, we assume that the boundaries $S_1$ and $S_2$ do not coincide with interfaces, or in other words, we consider these boundaries to be transparent for downgoing and upgoing waves incident to these boundaries. The representation derived below could be extended to account for scattering at these boundaries, but that would go at the cost of clarity. By allowing some flexibility in the definition of the target zone, it will often be possible to choose boundaries $S_1$ and $S_2$ that are (close to) transparent.

The starting point for the derivation of the representation and the target replacement method is formed by the following one-way reciprocity theorems in the space-frequency domain

$$\int_{S_m} \{ (p_A^+)^t p_B^- - (p_A^-)^t p_B^+ \} dx = \int_{S_n} \{ (p_A^+)^t p_B^- - (p_A^-)^t p_B^+ \} dx \quad (A.2.1)$$

and

$$\int_{S_m} \{ (p_A^+)^t p_B^- - (p_A^-)^t p_B^+ \} dx = \int_{S_n} \{ (p_A^+)^t p_B^- - (p_A^-)^t p_B^+ \} dx \quad (A.2.2)$$

[Wapenaar and Grimbergen, 1996]. Here $S_m$ and $S_n$ can stand for any of the boundaries $S_0$, $S_1$ and $S_2$. Subscripts $A$ and $B$ refer to two independent states. Superscripts $+$ and $-$ stand for downward and upward propagation, respectively.
Superscript $t$ in equation (A.2.1) denotes the transpose and superscript $\dagger$ in equation (A.2.2) the adjoint (i.e., the complex conjugate transpose). The vectors $p_A^\pm$ and $p_B^\pm$ represent flux-normalised one-way wave fields in states $A$ and $B$. For the elastodynamic situation they are defined as

$$
p_A^\pm(x, \omega) = \begin{pmatrix} \Phi_A^\pm \\ \Psi_A^\pm \\ \Upsilon_A^\pm \end{pmatrix}(x, \omega), \quad p_B^\pm(x, \omega) = \begin{pmatrix} \Phi_B^\pm \\ \Psi_B^\pm \\ \Upsilon_B^\pm \end{pmatrix}(x, \omega),$$

(A.2.3)

where $\Phi_{A,B}^\pm, \Psi_{A,B}^\pm$ and $\Upsilon_{A,B}^\pm$ represent $P$, $S_1$ and $S_2$ waves, respectively. For the acoustic situation, $p_A^\pm(x, \omega)$ and $p_B^\pm(x, \omega)$ reduce to scalar functions. The Cartesian coordinate vector $x$ is defined as $x = (x_1, x_2, x_3)$ (the $x_3$-axis pointing downward) and $\omega$ denotes angular frequency. An underlying assumption for both reciprocity theorems is that the medium parameters in states $A$ and $B$ are identical in the domain enclosed by boundaries $S_m$ and $S_n$. Outside this domain the medium parameters in state $A$ may be different from those in state $B$, a property that we will make frequently use of throughout this paper. Another assumption is that there are no sources between $S_m$ and $S_n$. Finally, an assumption that holds specifically for equation (A.2.2) is that evanescent waves are neglected at boundaries $S_m$ and $S_n$. For a more detailed discussion of these one-way reciprocity theorems, including their extensions for the situation that the domain between $S_m$ and $S_n$ contains sources and the medium parameters in the two states are different in this domain, see Wapenaar and Grimbergen [1996].

In the following derivations, equations (A.2.1) and (A.2.2) will frequently be applied, each time to a combination of independent wave states in two media that are identical in the domain between $S_m$ and $S_n$. Figure A.2 shows six media that will be used in different combinations. Media $a$, $b$ and $c$ in the left column contain the units $a$ (the overburden), $b$ (the target zone) and $c$ (the underburden) of the actual medium, each embedded in a homogeneous background. The grey areas indicate the inhomogeneous units (as depicted in Figure A.1), whereas the white areas represent the homogeneous embedding. Reflection and transmission responses are also indicated in Figure A.2. Reflection responses from above and from below are denoted by $R^\cup$ and $R^\cap$, respectively, and the transmission responses by $T^+$ and $T^-$. The subscripts $a$, $b$ and $c$ refer to the units to which these responses belong. The rays are simplifications of the actual responses, which contain all orders of multiple scattering and, in the elastodynamic case, mode conversion. When the earth’s surface just above $S_0$ is a free surface, then the responses in unit $a$ also include multiple scattering related to the free surface. Media $A$, $B$ and $C$ in the right column in Figure A.2 consist of one to three units, as indicated (note that medium $A$ is identical to medium $a$, whereas medium $C$ represents the entire medium). The reflection and transmission responses of these media are indicated by capital subscripts $A$, $B$ and $C$. In addition, the Green’s functions $G^{+,+}$ and $G^{+,+}$ in these media between $S_0$ and the top boundary of the deepest unit are shown (the superscripts will be explained later). Again, all responses contain all orders of multiple scattering (and mode conversion), including surface-related multiples when there is a free surface just above $S_0$. 

Figure A.2: Six media with their responses. Grey areas represent the inhomogeneous units (and combinations thereof) of Figure A.1. Media $A (=a)$, $B$ and $C$ include the earth’s surface just above $S_0$, which may be considered either as a free or as a transparent surface. The rays stand for the full responses, including all orders of multiple scattering and, in the elastodynamic case, mode conversion.
Our aim is to derive a representation for the reflection response of the entire medium, \( R^\|_B \), in terms of the reflection responses of media \( A (= a) \), \( b \) and \( c \). We start by deriving a representation for \( R^\|_B \) in terms of the reflection responses of media \( A \) and \( b \). To this end, we substitute the quantities of Table 1 into equation (A.2.1). Let us first discuss these quantities one by one. In state \( B \), the downgoing and upgoing fields in medium \( B \) for \( x \) at \( S_1 \) are given by

\[
p_B^\pm(x, \omega) \rightarrow G_B^\pm,+(x, x_S, \omega). \quad (A.2.4)
\]

Here \( G_B^\pm,+(x, x_S, \omega) \) is the Green’s one-way wave field matrix in medium \( B \) in the space-frequency domain [Wapenaar, 1996]. The source is at \( x_S \), which is chosen just above \( S_0 \). The second superscript \( + \) indicates that this source is downward radiating. The receiver is at \( x \) at \( S_1 \). The first superscript \( \pm \) indicates the propagation direction at the receiver (+ for downgoing and − for upgoing). Analogous to equation (A.2.3), the general Green’s one-way wave field matrix can, for the elastodynamic situation, be written as

\[
G_{\pm,\pm}^\phi(x, x', \omega) = \begin{bmatrix}
G_{\phi,\phi,\phi}^\pm & G_{\phi,\phi,\psi}^\pm & G_{\phi,\phi,v}^\pm \\
G_{\phi,\psi,\phi}^\pm & G_{\phi,\psi,\psi}^\pm & G_{\phi,\psi,v}^\pm \\
G_{\phi,v,\phi}^\pm & G_{\phi,v,\psi}^\pm & G_{\phi,v,v}^\pm
\end{bmatrix}(x, x', \omega). \quad (A.2.5)
\]

Each column corresponds to a specific type of source at \( x' \) and each row to a specific type of receiver at \( x \) (where subscripts \( \phi, \psi \) and \( v \) refer to flux-normalised \( P \), \( S_1 \) and \( S_2 \) waves, respectively). For the acoustic situation, \( G_{\pm,\pm}^\phi(x, x', \omega) \) reduces to a scalar function. The following reciprocity relations hold for the general Green’s matrix

\[
G_{\pm,\pm}^{-\pm}(x', x, \omega) = \{G_{\pm,\pm}^{\pm,-}(x, x', \omega)\}_t, \quad (A.2.6)
\]
\[
G_{\pm,\pm}^{\pm,-}(x', x, \omega) = \{G_{\pm,\pm}^{-\pm}(x, x', \omega)\}_t, \quad (A.2.7)
\]
\[
G_{\pm,\pm}^{-\pm}(x', x, \omega) = -\{G_{\pm,\pm}^{\pm,-}(x, x', \omega)\}_t. \quad (A.2.8)
\]
[Haines, 1988; Kennett et al., 1990; Wapenaar, 1996]. In state $B$, the upgoing field for $x$ at $S_0$ in Table 1 is given by
\[
p_B(x, \omega) \rightarrow G_B^{++}(x, x_S, \omega) = R_B(x, x_S, \omega).
\] (A.2.9)

Note that $G_B^{++}(x, x', \omega)$ represents a reflection response from above, denoted by $R_B(x, x', \omega)$, whenever the source and receiver are situated at (or just above) the same depth level. From equations (A.2.6) and (A.2.9), we find
\[
R_B(x', x, \omega) = (R_B(x, x', \omega))^t.
\] (A.2.10)

Similarly, $G_B^{+-}(x, x', \omega)$ represents a reflection response from below, denoted by $R_B(x, x', \omega)$, whenever the source and receiver are situated at (or just below) the same depth level. From equations (A.2.7) and (A.2.9) we find
\[
R_B(x', x, \omega) = (R_B(x, x', \omega))^\dagger.
\] (A.2.11)

In state $B$, the downgoing field for $x$ at $S_0$ in Table 1 is given by
\[
p_B^+(x, \omega) \rightarrow G_B^{+-}(x, x_S, \omega) = I\delta(x_H - x_{H,S})
+ r^\cap R_B^\cup(x, x_S, \omega).
\] (A.2.12)

Since $x_S$ was chosen just above $S_0$, the direct contribution of the flux-normalised Green’s matrix $G_B^{+-}(x, x_S, \omega)$ consists of a spatial delta function $\delta(x_H - x_{H,S})$, with $x_H = (x_1, x_2)$ and $x_{H,S} = (x_1, x_2, s)$, hence, the singularity occurs at the lateral position of the source. This delta function is multiplied by $I$, which is a $3 \times 3$ identity matrix for the elastodynamic situation, to acknowledge the matrix character of $G_B^{+-}(x, x_S, \omega)$, as defined in equation (A.2.5). For the acoustic situation $I = 1$. The second term in equation (A.2.12), $r^\cap R_B^\cup(x, x_S, \omega)$, accounts for the earth’s surface just above $S_0$. Here $r^\cap$ is the reflection operator of the earth’s surface from below. It turns the reflection response $R_B^\cup(x, x_S, \omega)$ into a downgoing field which, according to equation (A.2.12), is added to the direct downgoing field. When the earth’s surface is transparent, we may simply set $r^\cap = O$, where $O$ is a $3 \times 3$ zero matrix for the elastodynamic situation and $O = 0$ for the acoustic situation.

When the earth’s surface is a free surface, $r^\cap$ is a pseudo-differential operator for the elastodynamic situation. We introduce its transpose, $(r^\cap)^t$, and adjoint, $(r^\cap)^\dagger$, via the following integral relations
\[
\int_{S_0} (r^\cap f(x))^t g(x) \, dx = \int_{S_0} f(x)^t (r^\cap)^t g(x) \, dx
\] (A.2.13)

and
\[
\int_{S_0} (r^\cap f(x))^\dagger g(x) \, dx = \int_{S_0} f(x)^\dagger (r^\cap)^\dagger g(x) \, dx,
\] (A.2.14)

respectively. The following properties hold [Kennett et al., 1990; Wapenaar et al., 2004]
\[
(r^\cap)^t = r^\cap,
\] (A.2.15)
\[
(r^\cap)^\dagger r^\cap = I.
\] (A.2.16)
Table A.2: Quantities to derive a representation for $G^{-,+}_B$.

<table>
<thead>
<tr>
<th>State A:</th>
<th>State B:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source at $x'$ just above $S_1$</td>
<td>Source at $x_S$ just above $S_0$</td>
</tr>
<tr>
<td>$S_1$</td>
<td>$S_2$</td>
</tr>
<tr>
<td>$p_A^+(x, \omega) \to T_0^+(x, x', \omega)$</td>
<td>$p_B^+(x, \omega) \to T_{B}^+(x, x_S, \omega)$</td>
</tr>
<tr>
<td>$p_A(x, \omega) \to R_{b}^+(x, x', \omega)$</td>
<td>$p_B^+(x, \omega) \to G_B^{+,+}(x, x_S, \omega)$</td>
</tr>
<tr>
<td>$p_A^-(x, \omega) \to O$</td>
<td>$p_B^-(x, \omega) \to O$</td>
</tr>
</tbody>
</table>

For the acoustic situation we simply have $r^n = -1$.

In state $A$, the downgoing field in medium $A$ for $x$ at $S_1$ in Table 1 is given by

$$p_A^+(x, \omega) \to G_A^{+,+}(x, x_R, \omega) = T_A^+(x, x_R, \omega).$$  \hspace{1cm} (A.2.17)

This time the source is at $x_R$, again just above $S_0$. The receiver is at $x$ at $S_1$. Note that $G^{+,+}(x, x', \omega)$ represents a downgoing transmission response, denoted by $T^+(x, x', \omega)$, whenever the source and receiver are situated above and below an inhomogeneous slab. Similarly, $G^{-,-}(x', x, \omega)$ represents an upgoing transmission response, denoted by $-T^-(x', x, \omega)$ (note the minus sign), whenever the source and receiver are situated below and above an inhomogeneous slab. From equation (A.2.8), we find

$$T^-(x', x, \omega) = (T^+(x, x', \omega))^t.$$  \hspace{1cm} (A.2.18)

In state $A$, the upgoing field for $x$ at $S_1$ in Table 1 is zero because medium $A$ is homogeneous below $S_1$. The downgoing and upgoing fields in state $A$ for $x$ at $S_0$ are defined in a similar way as in state $B$.

Now that we have discussed all quantities in Table 1, we substitute them into equation (A.2.1). Despite the different media (medium $A$ in state $A$ and medium $B$ in state $B$), this is justified, because between $S_0$ and $S_1$ these media are the same in both states (see Figure A.2). Here and in the remainder of this paper, the operator $r^n$ is the same in both states (zero and thus obeying equation (A.2.15) when the earth’s surface is considered transparent, or non-zero and obeying equations (A.2.15) and (A.2.16) when the earth’s surface is considered a free surface). Using equations (A.2.10), (A.2.13), (A.2.15) and (A.2.18), setting $m = 0$ and $n = 1$ in equation (A.2.1), we obtain

$$R_B^U(x_R, x_S, \omega) = R_A^U(x_R, x_S, \omega)$$

$$+ \int_{S_1} T_A^-(x_R, x, \omega) G_B^{-,+}(x, x_S, \omega) dx,$$  \hspace{1cm} (A.2.19)

for $x_S$ and $x_R$ just above $S_0$, see Figure A.3.

Next, we derive a representation for $G_B^{-,+}(x, x_S, \omega)$ in equation (A.2.19). Substituting the quantities of Table 2 into equation (A.2.1), using equation (A.2.10)
and setting \( m = 1 \) and \( n = 2 \), gives

\[
G_B^{-,+}(x', x_S, \omega) = \int_{S_1} R^\cup_b(x', x, \omega) G_B^{+,+}(x, x_S, \omega) dx,
\]  
(A.2.20)

for \( x_S \) just above \( S_0 \) and \( x' \) just above \( S_1 \). Because \( S_1 \) is transparent (i.e., it does not coincide with an interface), equation (A.2.20) does not alter if we take \( x' \) at \( S_1 \) instead of just above it. Thus, taking \( x' \) at \( S_1 \), substituting equation (A.2.20) into equation (A.2.19) (with \( x \) in equation (A.2.19) replaced by \( x' \)), we obtain

\[
R^\cup_B(x_R, x_S, \omega) = R^\cup_A(x_R, x_S, \omega) \\
+ \int_{S_1} \int_{S_1} T_A^{-}(x_R, x', \omega) R^\cup_b(x', x, \omega) G_B^{+,+}(x, x_S, \omega) dx dx',
\]  
(A.2.21)

for \( x_S \) and \( x_R \) just above \( S_0 \). This is the sought representation for \( R^\cup_B \). In a similar way we find the following representation for \( R^\cup_C \)

\[
R^\cup_C(x_R, x_S, \omega) = R^\cup_B(x_R, x_S, \omega) \\
+ \int_{S_2} \int_{S_2} T_B^{-}(x_R, x', \omega) R^\cup_c(x', x, \omega) G_C^{+,+}(x, x_S, \omega) dx dx',
\]  
(A.2.22)
or, upon substitution of equation (A.2.21),

\[
R_c^\cup(x_R, x_S, \omega) = R_A^\cup(x_R, x_S, \omega) + \int_{S_1} \int_{S_1} T_A^-(x_R, x', \omega) R_b^\cup(x', x, \omega) G_B^{+,+}(x, x_S, \omega) dx dx' + \int_{S_2} \int_{S_2} T_B^-(x_R, x', \omega) R_c^\cup(x', x, \omega) G_C^{+,+}(x, x_S, \omega) dx dx',
\]  

(A.2.23)

for \( x_S \) and \( x_R \) just above \( S_0 \). The first term on the right-hand side is the reflection response of the overburden (Figure A.2, medium \( A (= a) \)). The second and third terms on the right-hand side contain the reflection responses of the target zone and the underburden, respectively (media \( b \) and \( c \) in Figure A.2). These terms are visualised in Figure A.4.

Note that, if the subsurface would be divided into more and thinner units, the recursive derivation process could be continued, leading to additional terms on the right-hand side of equation (A.2.23). In the limiting case (for infinitesimally thin units), the reflection responses under the integrals could be replaced by local reflection operators, the Green’s functions \( G^{+,+} \) by transmission responses \( T^+ \), and the sum in the right-hand side would become an integral along the depth coordinate. The resulting expression would be the so-called “generalised primary representation” [Kennett, 1974; Hubral et al., 1980; Resnick et al., 1986; Fishman et al., 1987; Wapenaar, 1996; Haines and de Hoop, 1996].

The representation of equation (A.2.23) is not meant as a recipe for numerical modelling. However, it is a suited starting point for the derivation of a scheme for target replacement. In equation (A.2.23), \( R_b^\cup(x', x, \omega) \) represents the reflection response from above of the target zone (unit \( b \) in Figure A.1). Let \( R_b^\cup(x', x, \omega) \) denote the reflection response of a changed target zone (which we denote as unit
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\( \bar{b} \). The reflection response of the entire medium, with the changed target zone, is given by the following representation

\[
\bar{\mathcal{R}}_{c}^{e}(x_R, x_S, \omega) = \mathcal{R}_{a}^{e}(x_R, x_S, \omega) + \int_{S_1}^{S_1} \int_{S_1}^{S_1} \mathcal{T}_{A}^{-}(x_R, x', \omega) \bar{\mathcal{R}}_{b}^{e}(x', x, \omega) \mathcal{G}_{B}^{+, +}(x, x_S, \omega) dx \, dx' \\
+ \int_{S_2}^{S_2} \int_{S_2}^{S_2} \mathcal{T}_{B}^{-}(x_R, x', \omega) \mathcal{R}_{c}^{e}(x', x, \omega) \mathcal{G}_{C}^{+, +}(x, x_S, \omega) dx \, dx'.
\]

\( \text{(A.2.24)} \)

Note that, although it is assumed that the overburden and underburden are unchanged, all quantities on the right-hand side that contain a propagation path through the target zone are influenced by the changes, which is indicated by the bars. In the following two sections, we discuss the target replacement in detail. First, in Section A.3 we discuss the removal of the target zone response from the original reflection response \( R_{c}^{e}(x_R, x_S, \omega) \). Next, in Section A.4 we discuss how to insert the response of the changed target into the new reflection response \( \bar{R}_{c}^{e}(x_R, x_S, \omega) \).

**A.3 Removing the target zone from the original reflection response**

Given the reflection response of the entire medium, \( R_{c}^{e} \), our aim is to resolve the responses of the media \( A (= a) \) and \( c \) (i.e., the overburden and underburden, Figure A.5). If \( R_{c}^{e} \) contained only primary \( P \)-wave reflections, we could apply simple time-windowing in the time domain to separate the reflection responses of the different units. However, because of multiple scattering (possibly including surface-related
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multiples) and wave conversion, the responses of the different units overlap and cannot be straightforwardly separated by time-windowing. Here we show that so-called “focusing functions”, recently introduced for Marchenko imaging [Wapenaar et al., 2013; Slob et al., 2014], can be used to obtain the responses of media $A (=a)$ and $c$.

We start by defining the focusing function $F_{1,A}^+(x,x',\omega)$ in medium $A$, with or without free surface just above $S_0$ (Figure A.6). Here, $x'$ defines a focal point at boundary $S_1$, i.e., the lower boundary of unit $a$. Hence, $x' = (x'_1, x'_2, x'_{3,1})$, with $x'_{3,1}$ denoting the depth of $S_1$. The coordinate $x$ is a variable in medium $A$. The superscript $+$ refers to the propagation direction at $x$ (which is downgoing in this case). The focusing function is emitted from all $x$ at $S_0$ into medium $A$. Due to scattering in the inhomogeneous medium it gives rise to an upgoing function $F_{1,A}^-(x,x',\omega)$. The focusing conditions for $x$ at $S_1$ can be formulated as

\[
\begin{align*}
\{F_{1,A}^+(x,x',\omega)\}_{x_3=x'_{3,1}} &= \delta(x_H - x'_H), \\
\{F_{1,A}^-(x,x',\omega)\}_{x_3=x'_{3,1}} &= O,
\end{align*}
\]

(A.3.1)

(A.3.2)

with $x'_H = (x'_1, x'_2)$. Equation (A.3.1) defines the convergence of $F_{1,A}^+(x,x',\omega)$ to the focal point $x'$ at $S_1$, whereas equation (A.3.2) states that the focusing function contains no upward scattered components at $S_1$, because for medium $A$ the half-space below this boundary is homogeneous. In practical situations evanescent waves are neglected to avoid instability of the focusing function, hence, the delta function in equation (A.3.1) should be interpreted as a band-limited spatial impulse.

The focusing functions $F_{1,A}^+(x,x',\omega)$ and $F_{1,A}^-(x,x',\omega)$ for $x$ at $S_0$ and $x'$ at $S_1$ can be obtained from the reflection response $R_C^+(x_R,x,\omega)$ for $x_R$ just above $S_0$, using the Marchenko method. We only outline the main features. In Appendix A.8.1, the following relations between $R_C^+(x_R,x,\omega)$, $F_{1,A}^+(x,x',\omega)$ and $G_C^{t,+}(x',x_R,\omega)$ are derived

\[
\begin{align*}
\{G_C^{t,+}(x',x_R,\omega)\}^t + F_{1,A}^-(x_R,x',\omega) = \int_{S_0} R_C^+(x_R,x,\omega) F_{1,A}^+(x,x',\omega) dx,
\end{align*}
\]

(A.3.3)

and

\[
\begin{align*}
\{G_C^{t,+}(x',x_R,\omega)\}^t - \{F_{1,A}^+(x_R,x',\omega)\}^* = - \int_{S_0} R_C^+(x_R,x,\omega) \{F_{1,A}^-(x,x',\omega)\}^* dx,
\end{align*}
\]

(A.3.4)

(with $x_R$ just above $S_0$ and $x'$ at $S_1$) for the situation that the earth’s surface is transparent. For the acoustic case, these equations can be solved for $F_{1,A}^+(x,x',\omega)$ and $F_{1,A}^-(x,x',\omega)$ using the multidimensional Marchenko method [Wapenaar et al., 2014a; Slob et al., 2014; van der Neut et al., 2015a; Ravasi et al., 2016]. The main assumption is that, in addition to $R_C^+(x_R,x,\omega)$, an estimate of the direct arrival of $F_{1,A}^+(x,x',\omega)$ is available. This can be defined in a smooth model of the overburden. The Marchenko method uses causality arguments to separate the Green’s functions.
from the focusing functions in the left-hand sides of the time-domain versions of equations (A.3.3) and (A.3.4). The multidimensional Marchenko method also holds for the elastodynamic case, except that in this case an estimate of the direct arrival plus the forward scattered events of $F_{±1,A}(x, x', \omega)$ needs to be available [Wapenaar et al., 2014a].

For the situation that the earth’s surface is a free surface, equations (A.3.3) and (A.3.4) have been modified by Singh and Snieder [2017], Slob and Wapenaar [2017] and Ravasi [2017], to account for the surface-related multiple reflections. In these approaches, the surface-related multiples are present in the reflection response, but not in the focusing functions. For the target replacement procedure discussed in this paper it is more convenient to use focusing functions that include surface-related multiples. From the derivation in Appendix A.8.1 it follows that for this situation equation (A.3.3) remains valid (but with all quantities now including the surface-related multiples), and that equation (A.3.4) needs to be replaced by

$$\{G_{C_{+,-}}(x', x_R, \omega)\}^t - \{F_{±1,A}(x_R, x', \omega) + r^\gamma F_{1,A}(x_R, x', \omega)\}^* = \int_{S_0} R_{C_{+,-}}(x_R, x, \omega) r^\gamma (F_{±1,A}(x, x', \omega))^* \, dx \quad (A.3.5)$$

(with $x_R$ just above $S_0$ and $x'$ at $S_1$). The set of equations (A.3.3) and (A.3.5) for the situation with free surface can be solved in a similar way as the set of equations (A.3.3) and (A.3.4) for the situation without free surface. A further discussion of the multidimensional Marchenko method to resolve $F_{±1,A}(x, x', \omega)$ from the reflection response $R_{C_{+,-}}(x_R, x, \omega)$ is beyond the scope of this paper.

Assuming the focusing functions $F_{±1,A}(x, x', \omega)$ and $F_{±2,A}(x, x', \omega)$ have been found, we use these to resolve the responses of medium $A$. In Appendix A.8.1, we show that the response to focusing function $F_{±1,A}(x, x', \omega)$, when emitted from

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure_a6.png}
\caption{Focusing functions $F_{±1,A}(x, x', \omega)$ and $F_{±2,A}(x, x', \omega)$ in medium $A$. The rays stand for the full focusing functions, including all orders of multiple scattering and, in the elastodynamic case, mode conversion.}
\end{figure}
S₀ into medium A, can be quantified as follows

\[ Iδ(x''_H - x'_H) = \int_{S₀} T_A^+(x'', x, ω) F_{1,A}^+(x, x', ω)dx, \]  

(A.3.6)

for \( x' \) and \( x'' \) at \( S₁ \), and

\[ F_{1,A}^-(x_R, x', ω) = \int_{S₀} R_A^∪(x_R, x, ω) F_{1,A}^+(x, x', ω)dx, \]  

(A.3.7)

for \( x_R \) just above \( S₀ \) and \( x' \) at \( S₁ \). Equation (A.3.6) describes the transmission response of medium A to the focusing function. The response at \( S₁ \) is a (band-limited) spatial impulse (consistent with the focusing condition of equation (A.3.1)). Equation (A.3.7) describes the reflection response of medium A to the focusing function. The response at \( S₀ \) is the upgoing part of the focusing function. Both equations (A.3.6) and (A.3.7) hold for the situation with or without free surface just above \( S₀ \). Inverting these equations yields the transmission response \( T_A^+(x'', x, ω) \) (which, according to equation (A.3.6) is the inverse of the focusing function \( F_{1,A}^+(x, x', ω) \)) and the reflection response \( R_A^∪(x_R, x, ω) \) of medium A, the overburden (Figure A.5).

To derive the response of medium A from below, we introduce a second focusing function \( F_{2,A}^−(x, x', ω) \) in medium A, with or without free surface just above \( S₀ \) (Figure A.6). This time \( x' \) defines a focal point at boundary \( S₀ \), i.e., the upper boundary of unit \( a \). Hence, \( x' = (x'_1, x'_2, x_{3,0}) \), with \( x_{3,0} \) denoting the depth of \( S₀ \). The coordinate \( x \) is a variable in medium A. The superscript – refers to the propagation direction at \( x \) (which is upgoing in this case). The focusing function is emitted from all \( x \) at \( S₁ \) into medium A. Due to scattering in the inhomogeneous medium, it gives rise to a downgoing function \( F_{2,A}^+(x, x', ω) \). The focusing conditions for \( x \) at \( S₀ \) can be formulated as

\[ \{F_{2,A}^−(x, x', ω)\}_{x₃=x₃,₀} = Iδ(x_H - x'_H), \]  

(A.3.8)

\[ \{F_{2,A}^+(x, x', ω)\}_{x₃=x₃,₀} = r'^{\prime}Iδ(x_H - x'_H). \]  

(A.3.9)

Equation (A.3.8) defines the convergence of \( F_{2,A}^−(x, x', ω) \) to the focal point \( x' \) at \( S₀ \), whereas equation (A.3.9) accounts for the downward reflection of the upgoing focusing function at \( S₀ \). This term vanishes when the earth’s surface is transparent. In Appendix A.8.1, we show that the response to focusing function \( F_{2,A}^−(x, x', ω) \), when emitted from \( S₁ \) into medium A, can be quantified as follows

\[ Iδ(x''_H - x'_H) = \int_{S₁} T_A^−(x'', x, ω) F_{2,A}^−(x, x', ω)dx, \]  

(A.3.10)

for \( x' \) and \( x'' \) at \( S₀ \), and

\[ F_{2,A}^+(x'', x', ω) = \int_{S₁} R_A^∪(x'', x, ω) F_{2,A}^−(x, x', ω)dx, \]  

(A.3.11)

for \( x'' \) just below \( S₁ \) and \( x' \) at \( S₀ \). Inverting these equations yields the transmission response \( T_A^−(x'', x, ω) \) (which, according to equation (A.3.10) is the inverse of the
focusing function $\mathbf{F}_{2,A}(\mathbf{x},\mathbf{x}',\omega)$ and the reflection response $\mathbf{R}^c_\cap(\mathbf{x}'',\mathbf{x},\omega)$ of medium $A$ from below (Figure A.5). In Appendix A.8.1 we show that the focusing functions $\mathbf{F}'_{2,A}$ and $\mathbf{F}_{2,A}$ are related to the focusing functions $\mathbf{F}'_{1,A}$ and $\mathbf{F}_{1,A}$, according to

$$\mathbf{F}'_{1,A}(\mathbf{x}'',\mathbf{x}',\omega) = \{\mathbf{F}_{2,A}(\mathbf{x}',\mathbf{x}'',\omega)\}^\dagger,$$  \hspace{1cm} \text{(A.3.12)}

and

$$\mathbf{F}_{1,A}(\mathbf{x}'',\mathbf{x}',\omega) = -\{\mathbf{F}_{2,A}(\mathbf{x}',\mathbf{x}'',\omega)\}^\dagger$$  \hspace{1cm} \text{(A.3.13)}

(with $\mathbf{x}''$ at $S_0$ and $\mathbf{x}'$ at $S_1$) for the situation that the earth’s surface is transparent. For the situation that the earth’s surface is a free surface, equation (A.3.12) remains valid, and equation (A.3.13) needs to be replaced by

$$(\mathbf{r}^c)^*\mathbf{F}'_{1,A}(\mathbf{x}'',\mathbf{x}',\omega) = \{\mathbf{F}_{2,A}(\mathbf{x}',\mathbf{x}'',\omega)\}^\dagger$$  \hspace{1cm} \text{(A.3.14)}

(with $\mathbf{x}''$ at $S_0$ and $\mathbf{x}'$ at $S_1$).

Next we discuss how to obtain the response of unit $c$, the underburden, from $\mathbf{R}^b_{\cap}$. We consider again equations (A.3.3) and (A.3.4) (or (A.3.5)), this time with $\mathbf{x}'$ at $S_2$ and $\mathbf{F}'_{1,A}(\mathbf{x},\mathbf{x}',\omega)$ replaced by $\mathbf{F}'_{1,B}(\mathbf{x},\mathbf{x}',\omega)$. The focusing functions in medium $B$ can be obtained from the reflection response $\mathbf{R}^b_{\cap}(\mathbf{x}_R,\mathbf{x},\omega)$, using the multidimensional Marchenko method, under the same assumptions as outlined above. Once these focusing functions have been found, they can be substituted into the modified equations (A.3.3) and (A.3.4) (or (A.3.5)), yielding the Green’s functions $\mathbf{G}^\pm_{c}(\mathbf{x}',\mathbf{x}_R,\omega)$, with $\mathbf{x}_R$ just above $S_0$ and $\mathbf{x}'$ at $S_2$. Analogous to equation (A.2.20), these Green’s function are mutually related via

$$\mathbf{G}^\pm_{c}(\mathbf{x}',\mathbf{x}_R,\omega) = \int_{S_2} \mathbf{R}^c_{\cap}(\mathbf{x}',\mathbf{x},\omega)\mathbf{G}^\pm_{c}(\mathbf{x},\mathbf{x}_R,\omega)d\mathbf{x}.$$  \hspace{1cm} \text{(A.3.15)}

Inversion of equation (A.3.15) yields the reflection response $\mathbf{R}^c_{\cap}(\mathbf{x}',\mathbf{x},\omega)$ for $\mathbf{x}$ and $\mathbf{x}'$ at $S_2$ (Figure A.5).

We summarise the steps discussed in this section. Starting with the reflection response of the entire medium, $\mathbf{R}^c_{\cap}(\mathbf{x}_R,\mathbf{x},\omega)$, use the Marchenko method to derive the focusing functions $\mathbf{F}'_{1,A}(\mathbf{x},\mathbf{x}',\omega)$ and $\mathbf{F}'_{2,A}(\mathbf{x},\mathbf{x}',\omega)$ for medium $A$. Resolve the responses of the overburden, $\mathbf{T}'_{A}(\mathbf{x}'',\mathbf{x},\omega)$, $\mathbf{R}'_{A}(\mathbf{x}_R,\mathbf{x},\omega)$, $\mathbf{T}'_{A}(\mathbf{x}'',\mathbf{x},\omega)$ and $\mathbf{R}'_{A}(\mathbf{x},\mathbf{x},\omega)$, by inverting equations (A.3.6), (A.3.7), (A.3.10) and (A.3.11). Next, use the Marchenko method to derive the Green’s functions $\mathbf{G}_{c}^\pm(\mathbf{x}',\mathbf{x}_R,\omega)$ for $\mathbf{x}'$ at $S_2$. Resolve the reflection response of the underburden, $\mathbf{R}^b_{\cap}(\mathbf{x}',\mathbf{x},\omega)$, by inverting equation (A.3.15). The resolved responses are free of an imprint of unit $b$, the target zone.

### A.4 Inserting a new target zone into the reflection response

Given the retrieved responses of the overburden (medium $A$) and underburden (unit $c$) and a model of the changed target zone (unit $\bar{b}$), our aim is to obtain the reflection response $\mathbf{R}^c_{\cap}(\mathbf{x}_R,\mathbf{x}_S,\omega)$ of the entire medium with the new target zone (medium $\bar{C}$). The procedure starts by numerically modelling the reflection and transmission
responses of the new target zone, $\tilde{R}_B^\cup(x', x, \omega)$ and $T_b^+(x', x, \omega)$ (Figure A.5). Next, the response $R_C^\cup(x_R, x_S, \omega)$ is built up step by step, using equation (A.2.24) as the underlying representation. Analogous to equations (A.2.21) and (A.2.22), we rewrite equation (A.2.24) as a cascade of two representations, as follows

$$
\tilde{R}_B^\cup(x_R, x_S, \omega) = R_A^\cup(x_R, x_S, \omega) + \int_{S_1} \int_{S_1} T_A^-(x_R, x', \omega) \tilde{R}_b^\cup(x', x, \omega) G_B^{+,+}(x, x_S, \omega) dx dx',
$$

(A.4.1)

followed by

$$
\tilde{R}_C^\cup(x_R, x_S, \omega) = \tilde{R}_B^\cup(x_R, x_S, \omega) + \int_{S_2} \int_{S_2} T_B^-(x_R, x', \omega) \tilde{R}_c^\cup(x', x, \omega) G_B^{+,+}(x, x_S, \omega) dx dx',
$$

(A.4.2)

for $x_S$ and $x_R$ just above $S_0$. Quantities in these representations that still need to be determined are $G_B^{+,+}(x, x_S, \omega)$, $G_C^{+,+}(x, x_S, \omega)$ and $T_B^+(x_R, x', \omega)$.

In Appendix A.8.2, we derive the following equation for the unknown $G_B^{+,+}(x, x_S, \omega)$

$$
T_A^+(x'', x_S, \omega) = \int_{S_1} \tilde{C}_{Ab}(x'', x, \omega) G_B^{+,+}(x, x_S, \omega) dx,
$$

(A.4.3)

with

$$
\tilde{C}_{Ab}(x'', x, \omega) = I \delta(x'' - x_H) - \int_{S_1} R_A^\cup(x'', x', \omega) \tilde{R}_b^\cup(x', x, \omega) dx',
$$

(A.4.4)

for $x_S$ just above $S_0$, and $x$ and $x''$ at $S_1$. Since $T_A^+$, $R_A^\cup$ and $\tilde{R}_b^\cup$ are known, $G_B^{+,+}(x, x_S, \omega)$ can be resolved by inverting equation (A.4.3). Substituting this into equation (A.4.1), together with the other quantities that are already known, yields $R_B^\cup(x_R, x_S, \omega)$.

Similarly $G_C^{+,+}(x, x_S, \omega)$ can be resolved by inverting

$$
\tilde{T}_B^+(x'', x_S, \omega) = \int_{S_2} \tilde{C}_{Bc}(x'', x, \omega) G_C^{+,+}(x, x_S, \omega) dx,
$$

(A.4.5)

with

$$
\tilde{C}_{Bc}(x'', x, \omega) = I \delta(x'' - x_H) - \int_{S_2} R_B^\cup(x'', x', \omega) \tilde{R}_c^\cup(x', x, \omega) dx',
$$

(A.4.6)

for $x_S$ just above $S_0$, and $x$ and $x''$ at $S_2$. This requires expressions for $\tilde{T}_B^+(x'', x_S, \omega)$ and $\tilde{R}_B^\cup(x'', x', \omega)$.
In Appendix A.8.2 we derive the following representation for $\tilde{T}^+_B(x'', x_S, \omega)$

$$\begin{align*}
\tilde{T}^+_B(x'', x_S, \omega) &= \int_{S_1} T_b^+(x'', x, \omega) G_B^+(x, x_S, \omega) dx,
\end{align*}$$

(A.4.7)

for $x_S$ just above $S_0$ and $x''$ at $S_2$. Note that $\tilde{T}^-_B(x_R, x', \omega)$, needed in equation (A.4.2), follows by applying equation (A.2.18).

In Appendix A.8.2, we derive the following equation for the unknown $\tilde{R}_B^u(x, x', \omega)$

$$\begin{align*}
\int_{S_2} \{ \tilde{T}^-_B(x_S, x, \omega) \}^* & \tilde{R}_B^u(x, x', \omega) dx = \\
- \int_{S_0} \{ \tilde{R}_B^u(x_S, x, \omega) \}^* & \tilde{T}^-_B(x, x', \omega) dx,
\end{align*}$$

(A.4.8)

(with $x_S$ just above $S_0$ and $x'$ at $S_2$) for the situation that the earth’s surface is transparent. For the situation that the earth’s surface is a free surface, this equation needs to be replaced by

$$\begin{align*}
\int_{S_2} \{ \tilde{T}^-_B(x_S, x, \omega) \}^* & \tilde{R}_B^u(x, x', \omega) dx = r^\cap \tilde{T}^-_B(x_S, x', \omega),
\end{align*}$$

(A.4.9)

(with $x_S$ just above $S_0$ and $x'$ at $S_2$). Since $\tilde{R}_B^u$ and $\tilde{T}^-_B$ are known, $\tilde{R}_B^u(x, x', \omega)$ can be resolved by inverting either equation (A.4.8) or (A.4.9).

We summarise the steps discussed in this section. Starting with a model of the new target zone, determine its responses $\tilde{R}_b^u(x', x, \omega)$ and $T_b^+(x', x, \omega)$ by numerical modelling. Next, resolve the Green’s function of medium $B$, $G_B^{+, +}(x, x_S, \omega)$, by inverting equation (A.4.3). Substitute this, together with $\tilde{R}_b^u(x', x, \omega)$, into equation (A.4.1), which yields the reflection response of medium $B$, $\tilde{R}_B^u(x_R, x_S, \omega)$. Resolve $\tilde{R}_B^u(x, x', \omega)$ by inverting equation (A.4.8) or (A.4.9). Substitute this into equation (A.4.6) and, subsequently, substitute the result $\tilde{C}_B^u(x'', x, \omega)$ into equation (A.4.5). Resolve $G_C^{+, +}(x, x_S, \omega)$ by inverting equation (A.4.5). Substitute this, together with the other quantities that are already known, into equation (A.4.2), which yields the sought reflection response $\tilde{R}_C^u(x_R, x_S, \omega)$.

### A.5 Numerical examples

We illustrate the proposed method with two numerical examples. Although the method holds for vertically and laterally inhomogeneous media, for simplicity we consider laterally invariant media in the following examples.

In the first example, we consider the acoustic plane-wave response of a horizontally layered medium, without free surface (which is the situation after surface-related multiple elimination). Figure A.7 shows the horizontally layered medium. The velocities are given in m/s, the mass densities in kg/m$^3$, and the depth of the interfaces (denoted by the solid lines) in m. To emphasise internal multiples, the mass densities have the same numerical values as the propagation velocities. The layer between 1200 m and 1400 m represents a reservoir (hence, this is the layer in
Figure A.7: Horizontally layered medium for the plane-wave experiment, with the three units indicated. The earth’s surface is considered transparent.

Figure A.8: (a) Numerically modelled reflection response of the model of Figure A.7. (b) Numerically modelled time-lapse response. (c) The difference of the responses in (a) and (b).
**Figure A.9:** (a) The response of medium A (the overburden), retrieved from $R_A^{\cup C}(t)$. (b) The response of unit c (the underburden), retrieved from $R_C^{\cup C}(t)$. (c) Numerically modelled response of unit b (the new target zone).

**Figure A.10:** (a) The predicted time-lapse response $\bar{R}_C^{\cup C}(t)$, constructed from the responses in Figure A.9. (b) For comparison, the numerically modelled time-lapse response. (c) The difference of the responses in (a) and (b).
which changes will take place). The target zone (unit \( b \)) includes this reservoir layer (the remainder of the target zone will, however, not undergo any changes). Figure A.8(a) shows the numerically modelled plane-wave reflection response \( R_C(t) \) at \( S_0 \) in the time domain, convolved with a Ricker wavelet with a central frequency of 50 Hz (note that we replaced the boldface symbol \( R \) by a plain \( R \), because the acoustic response is a scalar function; moreover, we replaced \( \omega \) by \( t \) because the response is shown in the time domain). The reflections from the top and bottom of the reservoir are indicated by arrows. We consider a time-lapse scenario, in which the velocity in the reservoir is changed from 3000 m/s to 2500 m/s (and a similar change is applied to the mass density). Figure A.8(b) shows the numerically modelled time-lapse reflection response \( \bar{R}_C(t) \) and Figure A.8(c) shows the difference \( R_C(t) - \bar{R}_C(t) \). Note the significant multiple coda, following the difference response of the reservoir. Our aim is to show that the time-lapse response (Figure A.8(b)) can be predicted from the original response (Figure A.8(a)) by target replacement.

Following the procedure discussed in Section A.3 (simplified for the 1D situation), we remove the response of the target zone from the reflection response \( R_C(t) \). The overburden response \( R_A(t) \), resolved from equation (A.3.7), is shown in the time domain in Figure A.9(a). Note that it contains the first two events of \( R_C(t) \) and a coda due to the internal multiples in the low-velocity layer in the overburden. The underburden response \( R_c(t) \), resolved from equation (A.3.15), is shown in Figure A.9(b). For display purposes it has been shifted in time, so that the travel times correspond with those in Figure A.8(a).

Following the procedure discussed in Section A.4 (simplified for the 1D situation), we predict the time-lapse response. To this end, we first model the response of the new target zone, \( \bar{R}_b(t) \). This is shown in Figure A.9(c). For display purposes, it has been shifted in time so that the travel time to the top of the reservoir corresponds with that in Figure A.8(a). The predicted time-lapse reflection response at the surface, \( \bar{R}_C(t) \), obtained with the representations of equations (A.4.1) and (A.4.2), is shown in the time domain in Figure A.10(a). The numerically modelled response of Figure A.8(b), is once more shown (as a reference) in Figure A.10(b). The difference of the predicted and modelled responses is shown in Figure A.10(c) and appears to be practically zero. This confirms that the new reflection response \( \bar{R}_C(t) \) has been very accurately predicted by the proposed method.

For the next example, we consider a 2D acoustic point-source response of a horizontally layered medium. The medium is shown in Figure A.11. Note that the overburden and underburden contain more layers than in the previous example. Figure A.12(a) shows the numerically modelled response \( R_C(x_R, x_S, t) \) at the surface \( S_0 \) in the time domain, for a fixed source at \( x_S = (0, 0) \) and variable receivers at \( x_R = (x_{1, R}, 0) \). Because the medium is horizontally layered, the responses to sources at other positions at \( S_0 \) are simply laterally shifted versions of the response in Figure A.12(a). In the time-lapse scenario, the velocity in the reservoir layer is changed from 3000 m/s to 2500 m/s (and a similar change is applied to the mass density). Figure A.12(b) shows the difference of the numerically modelled responses \( R_C(x_R, x_S, t) \) and \( \bar{R}_C(x_R, x_S, t) \). The responses in this and the following figures are displayed with a small time-dependent gain of \( \exp(0.5 \times t) \) to emphasise the internal multiples.
Figure A.11: Horizontally layered medium for the 2D experiment.

<table>
<thead>
<tr>
<th>Unit</th>
<th>x1,S</th>
<th>R \cup C (x_R, x_S, t)</th>
<th>x1,R</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0</td>
<td>2000 m/s</td>
<td>2000 kg/m^3</td>
<td>400 m</td>
</tr>
<tr>
<td></td>
<td>1500 m/s</td>
<td>1500 kg/m^3</td>
<td>800 m</td>
</tr>
<tr>
<td></td>
<td>2000 m/s</td>
<td>2000 kg/m^3</td>
<td>1000 m</td>
</tr>
<tr>
<td></td>
<td>2500 m/s</td>
<td>2500 kg/m^3</td>
<td>1200 m</td>
</tr>
<tr>
<td>S1</td>
<td>2000 m/s</td>
<td>2000 kg/m^3</td>
<td>1400 m</td>
</tr>
<tr>
<td></td>
<td>3000 m/s</td>
<td>3000 kg/m^3</td>
<td>1600 m</td>
</tr>
<tr>
<td></td>
<td>1500 m/s</td>
<td>1500 kg/m^3</td>
<td>1800 m</td>
</tr>
<tr>
<td>S2</td>
<td>2000 m/s</td>
<td>2000 kg/m^3</td>
<td>2000 m</td>
</tr>
<tr>
<td></td>
<td>3000 m/s</td>
<td>3000 kg/m^3</td>
<td>2400 m</td>
</tr>
<tr>
<td></td>
<td>2000 m/s</td>
<td>2000 kg/m^3</td>
<td>2600 m</td>
</tr>
<tr>
<td></td>
<td>2500 m/s</td>
<td>2500 kg/m^3</td>
<td>3000 m</td>
</tr>
</tbody>
</table>

Figure A.12: (a) Numerically modelled 2D reflection response. (b) Numerically modelled difference response.
Figure A.13: (a) The response of medium A (the overburden), retrieved from $R_{C}^{\lambda}(\mathbf{x}_R, \mathbf{x}_S, t)$. (b) Numerically modelled response of the new target zone.

Figure A.14: (a) The predicted time-lapse response $\bar{R}_{B}^{\lambda}(\mathbf{x}_R, \mathbf{x}_S, t)$, constructed from the responses in Figure A.13. (b) For comparison, the numerically modelled time-lapse response.
We use our standard implementation of the Marchenko method [Thorbecke et al., 2017] for the estimation of the focusing functions. Next, because the medium is horizontally layered, we efficiently carry out the layer replacement method in the wavenumber-frequency domain (hence, all integrals from equation (A.3.6) onward reduce to straightforward products of the transformed quantities). Figure A.13(a) shows the overburden response $\tilde{R}_B^\cup(x_R, x_S, t)$, resolved from equation (A.3.7) in the wavenumber-frequency domain and transformed back to the space-time domain. Note that the internal multiples of the overburden, indicated by the arrows, have been recovered from behind the reflection response of the reservoir layer. The modelled response of the new target zone, $\tilde{R}_B^\cup(x', x, t)$ at $S_1$, is shown in Figure A.13(b), for a fixed source at $x = (0, 1400)$ m and variable receivers at $x' = (x'_1, 1400)$ m. The predicted time-lapse reflection response at the surface of the overburden and target zone, $\tilde{R}_B^\cup(x_R, x_S, t)$, obtained with the representation of equation (A.4.1) in the wavenumber-frequency domain, is shown in Figure A.14(a). The numerically modelled time-lapse response is shown (as a reference) in Figure A.14(b). Next, the response of the underburden is included, using the representation of equation (A.4.2) in the wavenumber-frequency domain. This yields the predicted time-lapse reflection response at the surface of the entire medium, $\tilde{R}_C^\cup(x_R, x_S, t)$, see Figure A.15(a). The numerically modelled time-lapse response of the entire medium is shown in Figure A.15(b). Although the match is not as perfect as in the 1D example (Figure A.10(c)), Figure A.15 shows that the 2D time-lapse response has been accurately predicted. We used dip-filtering to suppress artefacts related to the finite aperture and the negligence of evanescent waves. This explains the diminishing

Figure A.15: (a) The predicted time-lapse response $\tilde{R}_C^\cup(x_R, x_S, t)$, constructed from $\tilde{R}_B^\cup(x_R, x_S, t)$ and the response of the underburden. (b) For comparison, the numerically modelled time-lapse response.
amplitudes of the early reflections at large offsets.

### A.6 Discussion

The numerical examples in the previous section show that under ideal circumstances the proposed method accurately predicts the time-lapse responses. Hence, these examples validate the theory. In practice there will be several factors that limit the accuracy. First, the direct arrivals of the focusing function \( F^{\pm}_{1,A} \), needed to initiate the Marchenko scheme, are in practice defined in estimated models of the medium. Hence, the amplitudes and traveltimes of these direct arrivals will not be exact. The Marchenko method is robust to small-to-moderate errors in the direct arrival, in the sense that it predicts the multiples in the focusing functions and Green’s functions, but these predicted multiples will exhibit similar amplitude and travel time errors as the direct arrival [Wapenaar et al., 2014b; Brogini et al., 2014].

The errors in \( F^{+}_{1,A} \) and \( F^{-}_{1,A} \) largely compensate each other in the inversion of equation (A.3.7), to obtain the overburden response \( R^{\cup}_{A} \). Hence, \( R^{\cup}_{A} \) will be retrieved very accurately, despite the errors in the direct arrival (it has been previously observed that the Marchenko method for obtaining data at the surface is very robust [Meles et al., 2016; van der Neut and Wapenaar, 2016]). This implies that multiples generated in the overburden are accurately separated from the response of deeper layers. The response of the overburden from below, \( R^{\cap}_{A} \), is obtained by inverting equation (A.3.11). Here the amplitude errors in \( F^{+}_{2,A} \) and \( F^{-}_{2,A} \) largely compensate each other, but travel time errors will result in an overall time shift of \( R^{\cap}_{A} \). A similar remark holds for the underburden response \( R^{\cap}_{c} \). These errors will propagate into the predicted time-lapse response. We expect that the errors in the predicted primaries and low order multiples will be of the same order as the errors in the direct arrivals and that these errors will grow for higher order multiples.

The accuracy of the predicted time-lapse response will further be limited by losses in the medium, inaccuracies in the deconvolution for the source wavelet, the finite length of the acquisition aperture and incomplete sampling (particularly for 3D applications). Currently much research is going on to improve the Marchenko method to address these issues [van der Neut and Wapenaar, 2016; Ravasi et al., 2016; Slob, 2016; Staring et al., 2017]. The proposed target replacement scheme will benefit from these developments.

The computational costs of the proposed method depend on the implementation. For the numerical examples in the previous section we took advantage of the fact that the medium is horizontally layered. We implemented the 2D layer replacement in the wavenumber-frequency domain. This implies that the inversion of the various integral equations is replaced by a straightforward scalar inversion per wavenumber-frequency combination. For laterally varying media, the integral equations should be solved in the space-frequency domain. After discretisation, this comes to a matrix inversion for each frequency component. In several cases (equations (A.4.3) and (A.4.5)) the matrix inversion can efficiently be replaced by a series expansion, which can be terminated after a few terms, depending on the number of multiples that need
to be taken into account. All at all, removing the target zone (section A.3) requires applying the Marchenko method at two depth levels ($S_1$ and $S_2$) and five matrix inversions (per frequency component) to solve integral equations (A.3.6), (A.3.7), (A.3.10), (A.3.11) and (A.3.15). Inserting the new target zone (section A.4) requires numerical modelling of the target zone response and three matrix inversions (per frequency component) to solve integral equations (A.4.3), (A.4.5) and (A.4.8). The costs for substituting the results into equations (A.4.1) and (A.4.2) are negligible in comparison with the matrix inversions. Despite the significant number of steps for the entire process, the total costs should be seen in perspective with other methods. In comparison with numerically modelling the entire time-lapse reflection response, our method requires numerical modelling of the target zone response only. The additional costs for the Marchenko method and the matrix inversions are significant but not excessive. For example, applying the Marchenko method at two depth levels is feasible, considering the fact that some Marchenko imaging methods apply this method for a large range of depth levels in an image volume [Broggini et al., 2014; Behura et al., 2014]. The trade-off between the cost reduction for the numerical modelling and the cost increase related to the Marchenko method and the matrix inversions depends on the implementation details and needs further investigation.

A.7 Conclusions

We have proposed an efficient two-step process to replace the response of a target zone in a reflection response at the earth’s surface. In the first step, the response of the original target zone is removed from the reflection response, using the Marchenko method. In the second step, the modelled response of a new target zone is inserted between the overburden and underburden responses. The method holds for vertically and laterally inhomogeneous lossless media. It fully accounts for all orders of multiple scattering and, in the elastodynamic case, for wave conversion. It can be employed to predict the time-lapse reflection response for a range of target-zone scenarios. For this purpose, the first step needs to be carried out only once. Only the second step needs to be repeated for each target-zone model. Since the target zone covers only a small part of the entire medium, repeated modelling of the target-zone response (and inserting it each time between the same overburden and underburden responses) is a much more efficient process than repeated modelling of the entire reflection response, but there are also additional costs related to the Marchenko method and several matrix inversions. This method may find applications in time-lapse full wave form inversion, for example to monitor fluid flow in an aquifer, subsurface storage of waste products, or production of a hydrocarbon reservoir. Since all multiples are taken into account, the coda following the response of the target zone may be employed in the inversion. Because of the high sensitivity of the coda for changes in the medium [Snieder et al., 2002], this may ultimately improve the resolution of the inverted time-lapse changes. Finally, when medium changes are not restricted to a reservoir, the target zone should be taken sufficiently large to include those parts of the embedding medium in which changes take place.
### Table A.3: Quantities to derive Marchenko representations.

<table>
<thead>
<tr>
<th>State A: Source at (x_R) just above (S_0)</th>
<th>State B: Focus at (x') at (S_1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_0)</td>
<td>(p^+<em>A(x, \omega) \rightarrow I\delta(x_H - x</em>{H,R}))</td>
</tr>
<tr>
<td></td>
<td>(+r^\gamma R^\cup_C(x, x_R, \omega))</td>
</tr>
<tr>
<td></td>
<td>(p^-_A(x, \omega) \rightarrow R^\cup_C(x, x_R, \omega))</td>
</tr>
<tr>
<td>(S_1)</td>
<td>(p^+_A(x, \omega) \rightarrow G^{+,+}_C(x, x_R, \omega))</td>
</tr>
<tr>
<td></td>
<td>(p^-_A(x, \omega) \rightarrow G^{-,+}_C(x, x_R, \omega))</td>
</tr>
</tbody>
</table>

This will of course have a limiting effect on the efficiency gain.

### A.8 Appendices

#### A.8.1 Derivations for Section A.3

**Representations for Marchenko method**

We derive relations between \(R_C^\cup, F_{1,A}^\pm\) and \(G_C^{-,\pm}\). State A in Table A.1 is defined in a similar way as state B in Table 1, except that here we consider medium C, and we choose a source at \(x_R\), just above \(S_0\). State B in Table A.1 represents the focusing function, which is defined in medium A. At \(S_0\), the downgoing field consists of the emitted focusing function \(F_{1,A}^+(x, x', \omega)\), plus the downward reflected upgoing part of the focusing function. The latter term is absent when the earth’s surface is transparent. The upgoing field at \(S_0\) is given by the upgoing part of the focusing function. The quantities at \(S_1\) in state B represent the focusing conditions, formulated by equations (A.3.1) and (A.3.2).

We substitute the quantities of Table A.1 into equation (A.2.1). Using equations (A.2.10) and (A.2.15), setting \(m = 0\) and \(n = 1\), this gives

\[
\{G^{-,+}_C(x', x_R, \omega)\}^t + F^-_{1,A}(x_R, x', \omega)
= \int_{S_0} R^\cup_C(x_R, x, \omega) F^+_{1,A}(x, x', \omega)dx,
\]

for \(x_R\) just above \(S_0\) and \(x'\) at \(S_1\). Next, we substitute the quantities of Table A.1 into equation (A.2.2). Using equations (A.2.10) and (A.2.15), setting \(m = 0\) and
Table A.4: Quantities to derive the response to $F_{1,A}^+$. 

<table>
<thead>
<tr>
<th>State A:</th>
<th>State B:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source at $x''$ just below $S_1$</td>
<td>Focus at $x'$ at $S_1$</td>
</tr>
<tr>
<td>$S_0$</td>
<td>$S_0$</td>
</tr>
<tr>
<td>$p_A^+(x,\omega) \rightarrow r^n T_A^-(x,x'',\omega)$</td>
<td>$p_B^+(x,\omega) \rightarrow F_{1,A}^+(x,x',\omega)$</td>
</tr>
<tr>
<td>$p_A^-(x,\omega) \rightarrow T_A^-(x,x'',\omega)$</td>
<td>$p_B^-(x,\omega) \rightarrow F_{1,A}^-(x,x',\omega)$</td>
</tr>
</tbody>
</table>

$n = 1$, this gives

$$\{G_C^{+,+}(x',x_R,\omega)\}^t - \{F_{1,A}^+(x_R,x',\omega) + r^n F_{1,A}^-(x_R,x',\omega)\}^*$$

$$= \int_{S_0} R_C^+(x_R,x,\omega) r^n \{F_{1,A}^+(x,x',\omega)\}^* \, dx$$

$$- \int_{S_0} R_C^-(x_R,x,\omega) (I - (r^n)^\dagger r^n)^* \{F_{1,A}^-(x,x',\omega)\}^* \, dx,$$  \hspace{1cm} (A.8.2)

for $x_R$ just above $S_0$ and $x'$ at $S_1$. Equations (A.8.1) and (A.8.2) hold for the situation with or without free surface just above $S_0$. Equation (A.8.2) can be further simplified for each of these situations. For the situation without free surface, with $r^n = 0$, equation (A.8.2) becomes

$$\{G_C^{+,+}(x',x_R,\omega)\}^t - \{F_{1,A}^+(x_R,x',\omega)\}^*$$

$$= -\int_{S_0} R_C^+(x_R,x,\omega) \{F_{1,A}^-(x,x',\omega)\}^* \, dx.$$ \hspace{1cm} (A.8.3)

On the other hand, for the situation with free surface, with $(r^n)^\dagger r^n = I$ (equation (A.2.16)), we obtain

$$\{G_C^{+,+}(x',x_R,\omega)\}^t - \{F_{1,A}^+(x_R,x',\omega) + r^n F_{1,A}^-(x_R,x',\omega)\}^*$$

$$= \int_{S_0} R_C^+(x_R,x,\omega) r^n \{F_{1,A}^+(x,x',\omega)\}^* \, dx.$$ \hspace{1cm} (A.8.4)

Response to the focusing function $F_{1,A}^+$

We derive the response to the focusing function $F_{1,A}^+(x,x',\omega)$, when emitted into medium $A$ from above. For state $A$ in Table A.2 we place a source in medium $A$ at $x''$, just below $S_1$. The flux-normalised upgoing field at $S_1$ is the delta function $I\delta(x_H - x_H'')$, with its a singularity vertically above the source. There are no
other contributions to this upgoing field because the medium below $S_1$ is homogeneous. The downgoing field at $S_1$ is the reflection response of medium $A$ from below, $R_A^+(x, x'', \omega)$. At $S_0$, the upgoing field is the transmission response $T_A^+(x, x', \omega)$ and the downgoing field is given by the downward reflected transmission response. The latter vanishes when the earth’s surface is transparent. For state $B$ we choose the same focusing function as in Table A.1. We substitute the quantities of Table A.2 into equation (A.2.1). Using equations (A.2.15) and (A.2.18), setting $m = 0$ and $n = 1$, this gives

\[
I \delta(x''_H - x'_H) = \int_{S_0} T_A^+(x'', x, \omega) F_{1,A}^+(x, x', \omega) dx,
\]

for $x'$ at $S_1$ and $x''$ just below $S_1$. Since $S_1$ is transparent, $x''$ may just as well be chosen at $S_1$.

To derive the reflection response to the focusing function $F_{1,A}^+$, we combine state $A$ of Table 1 with state $B$ of Table A.2. Substitution of these quantities into equation (A.2.1), using equations (A.2.10) and (A.2.15), setting $m = 0$ and $n = 1$, gives

\[
F_{1,A}^-(x_R, x', \omega) = \int_{S_0} R_A^+(x_R, x, \omega) F_{1,A}^+(x, x', \omega) dx,
\]

for $x_R$ just above $S_0$ and $x'$ at $S_1$.

**Response to the focusing function $F_{2,A}^-$**

We derive the response to the focusing function $F_{2,A}^-(x, x', \omega)$, when emitted into medium $A$ from below. For state $A$ in Table A.3 we place a source in medium $A$ at $x''$, just above $S_0$. This needs no further explanation, because this is very similar to state $A$ in Table 1. State $B$ represents the focusing function, which is defined in medium $A$. At $S_1$, the upgoing field is given by the emitted focusing function $F_{2,A}^-(x, x', \omega)$. There are no other contributions to this upgoing field because the
medium below $S_1$ is homogeneous. The downgoing field at $S_1$ is given by the down-going part of the focusing function. The quantities at $S_0$ in state $B$ represent the focusing conditions, formulated by equations (A.3.8) and (A.3.9).

We substitute the quantities of Table A.3 into equation (A.2.1). Using equations (A.2.11) and (A.2.15), setting $m = 0$ and $n = 1$, this gives

$$I\delta(x''_H - x'_H) = \int_{S_1} T_A(x'', x, \omega) F^{-}_{2,A}(x, x', \omega)dx,$$  \hspace{1cm} \text{(A.8.7)}

for $x'$ at $S_0$ and $x''$ just above $S_0$. Since $S_0$ is transparent, $x''$ may just as well be chosen at $S_0$.

To derive the reflection response to the focusing function $F^{-}_{2,A}$, we combine state $A$ of Table A.2 with state $B$ of Table A.3. Substitution of these quantities into equation (A.2.1), using equations (A.2.11) and (A.2.15), setting $m = 0$ and $n = 1$, gives

$$F^+_{2,A}(x'', x', \omega) = \int_{S_1} R_A^+(x'', x, \omega) F^+_{2,A}(x, x', \omega)dx,$$  \hspace{1cm} \text{(A.8.8)}

for $x'$ at $S_0$ and $x''$ just below $S_1$.

**Relations between $F^+_{1,A}$ and $F^\pm_{2,A}$**

To derive the relations between $F^+_{1,A}$ and $F^\pm_{2,A}$, we take for state $A$ the quantities defined in Table A.3 for state $B$ and replace $x'$ by $x''$. For state $B$ we take the quantities defined in Table A.2 for state $B$. Substitution of these quantities into equation (A.2.1), using equation (A.2.15), setting $m = 0$ and $n = 1$, gives

$$F^+_{1,A}(x'', x', \omega) = \{F^+_{2,A}(x', x'', \omega)\}^t,$$  \hspace{1cm} \text{(A.8.9)}

for $x''$ at $S_0$ and $x'$ at $S_1$. Substituting the same quantities into equation (A.2.2), using equation (A.2.15), setting $m = 0$ and $n = 1$, gives

$$\{I - (r^n)^t r^n\} F^-_{1,A}(x'', x', \omega) - (r^n)^t F^+_{1,A}(x'', x', \omega) = -\{F^+_{2,A}(x', x'', \omega)\}^t.$$  \hspace{1cm} \text{(A.8.10)}

Equations (A.8.9) and (A.8.10) hold for the situation with or without free surface just above $S_0$. Equation (A.8.10) can be further simplified for each of these situations. For the situation without free surface, with $r^n = O$, equation (A.8.10) becomes

$$F^-_{1,A}(x'', x', \omega) = -\{F^+_{2,A}(x', x'', \omega)\}^t.$$  \hspace{1cm} \text{(A.8.11)}

On the other hand, for the situation with free surface, with $(r^n)^t r^n = I$ (equation (A.2.16)), we obtain

$$(r^n)^t F^+_{1,A}(x'', x', \omega) = \{F^+_{2,A}(x', x'', \omega)\}^t.$$  \hspace{1cm} \text{(A.8.12)}

Using equation (A.8.9) this gives the following symmetry relation for $F^\pm_{2,A}$

$$(r^n)^t \{F^\pm_{2,A}(x', x'', \omega)\}^t = \{F^\pm_{2,A}(x', x'', \omega)\}^t.$$  \hspace{1cm} \text{(A.8.13)}
A.8 Appendices

### A.8.2 Derivations for Section A.4

#### Equation for $\bar{G}^{+,+}_B(x, x_S, \omega)$

To derive an equation for $\bar{G}^{+,+}_B(x, x_S, \omega)$, we take for state $A$ the quantities defined in Table A.2 for state $A$. For state $B$ we take the quantities defined in Table 1 for state $B$, but with bars on these quantities. Substitution of these quantities into equation (A.2.1), using equations (A.2.11), (A.2.15) and (A.2.18), setting $m = 0$ and $n = 1$, gives

$$
T^+_A(x'', x_S, \omega) = \bar{G}^{+,+}_B(x'', x_S, \omega)
- \int_{S_1} \int_{S_1} R_{A}^\cap(x'', x', \omega) \bar{G}^{+,-}_B(x, x_S, \omega) dx dx',
$$

(A.8.14)

for $x_S$ just above $S_0$ and $x''$ just below $S_1$. Since $S_1$ is transparent, $x''$ may just as well be chosen at $S_1$. Next, we replace the integration variable $x$ by $x'$ and substitute equation (A.2.20) (but with bars on all quantities) into the right-hand side of equation (A.8.14). This gives

$$
T^+_A(x'', x_S, \omega) = \bar{G}^{+,+}_B(x'', x_S, \omega)
- \int_{S_1} \int_{S_1} R_{A}^\cap(x'', x', \omega) \bar{R}^{\cup}\bar{R}_{B}^\cap(x', x, \omega) \bar{G}^{+,-}_B(x, x_S, \omega) dx dx',
$$

(A.8.15)

for $x_S$ just above $S_0$ and $x''$ at $S_1$. We can rewrite this as

$$
T^+_A(x'', x_S, \omega) = \int_{S_1} \bar{C}_{A}^{\cap}(x'', x, \omega) \bar{G}^{+,-}_B(x, x_S, \omega) dx,
$$

(A.8.16)

with

$$
\bar{C}_{A}^{\cap}(x'', x, \omega) = I \delta(x'' - x) \dagger
- \int_{S_1} R_{A}^\cap(x'', x', \omega) \bar{R}^{\cup}\bar{R}_{B}^\cap(x', x, \omega) dx',
$$

(A.8.17)

for $x$ and $x''$ at $S_1$.

#### Representation for $\bar{T}_B^+(x'', x_S, \omega)$

We derive a representation for $\bar{T}_B^+(x'', x_S, \omega)$, in terms of the Green’s function $\bar{G}^{+,+}_B(x, x_S, \omega)$ and the transmission response of unit $\bar{b}$, $\bar{T}_b^+(x'', x, \omega)$. Substituting the quantities of Table B.1 into equation (A.2.1), using equation (A.2.18), setting $m = 1$ and $n = 2$, gives

$$
\bar{T}_B^+(x'', x_S, \omega) = \int_{S_1} \bar{T}_b^+(x'', x, \omega) \bar{G}^{+,-}_B(x, x_S, \omega) dx,
$$

(A.8.18)

for $x_S$ just above $S_0$ and $x''$ just below $S_2$. Since $S_2$ is transparent, $x''$ may just as well be chosen at $S_2$. 
Table A.6: Quantities to derive representation for $\mathbf{T}_B^+(x'', x_S, \omega)$.

<table>
<thead>
<tr>
<th>State A:</th>
<th>State B:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source at $x''$ just below $S_2$</td>
<td>Source at $x_S$ just above $S_0$</td>
</tr>
<tr>
<td>Medium $b$</td>
<td>Medium $B$</td>
</tr>
<tr>
<td>$p_A^+(x, \omega) \rightarrow \mathbf{0}$</td>
<td>$p_B^+(x, \omega) \rightarrow \mathcal{G}_B^+(x, x_S, \omega)$</td>
</tr>
<tr>
<td>$p_A^-(x, \omega) \rightarrow T_b^-(x, x'', \omega)$</td>
<td>$p_B^-(x, \omega) \rightarrow \mathcal{G}_B^+(x, x_S, \omega)$</td>
</tr>
<tr>
<td>$S_1$</td>
<td>$S_2$</td>
</tr>
<tr>
<td>$p_A^+(x, \omega) \rightarrow R_B^0(x, x'', \omega)$</td>
<td>$p_B^+(x, \omega) \rightarrow T_B^+(x, x_S, \omega)$</td>
</tr>
<tr>
<td>$p_A^-(x, \omega) \rightarrow \mathbf{I} \delta(x_H - x_H')$</td>
<td>$p_B^-(x, \omega) \rightarrow \mathbf{0}$</td>
</tr>
</tbody>
</table>

Table A.7: Quantities to derive equation for $\mathbf{R}_B^0(x, x', \omega)$.

<table>
<thead>
<tr>
<th>State A:</th>
<th>State B:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source at $x_S$ just above $S_0$</td>
<td>Source at $x'$ just below $S_2$</td>
</tr>
<tr>
<td>Medium $B$</td>
<td>Medium $B$</td>
</tr>
<tr>
<td>$p_A^+(x, \omega) \rightarrow \mathbf{I} \delta(x_H - x_H,S)$</td>
<td>$p_B^+(x, \omega) \rightarrow \mathbf{r} \mathfrak{T}_B^-(x, x', \omega)$</td>
</tr>
<tr>
<td>$p_A^-(x, \omega) \rightarrow R_B^0(x, x_S, \omega)$</td>
<td>$p_B^-(x, \omega) \rightarrow T_B^-(x, x', \omega)$</td>
</tr>
<tr>
<td>$S_0$</td>
<td>$S_2$</td>
</tr>
<tr>
<td>$p_A^+(x, \omega) \rightarrow T_B^+(x, x_S, \omega)$</td>
<td>$p_B^+(x, \omega) \rightarrow R_B^0(x, x', \omega)$</td>
</tr>
<tr>
<td>$p_A^-(x, \omega) \rightarrow \mathbf{0}$</td>
<td>$p_B^-(x, \omega) \rightarrow \mathbf{I} \delta(x_H - x_H')$</td>
</tr>
</tbody>
</table>

**Equation for $\mathbf{R}_B^0(x, x', \omega)$**

We derive an equation for $\mathbf{R}_B^0(x, x', \omega)$. Substituting the quantities of Table B.2 into equation (A.2.2), using equations (A.2.10) and (A.2.18), setting $m = 0$ and $n = 2$, gives

$$
\int_{S_2} \{ \mathbf{T}_B^-(x_S, x, \omega) \}^* \mathbf{R}_B^0(x, x', \omega) dx = \mathbf{r} \mathfrak{T}_B^-(x_S, x', \omega)
$$

$$
- \int_{S_0} \{ \mathbf{R}_B^0(x_S, x, \omega) \}^* \{ \mathbf{I} - \mathbf{r} \mathfrak{T}_B^-(x, x', \omega) \} dx,
$$

(A.8.19)

for $x_S$ just above $S_0$ and $x'$ just below $S_2$. Since $S_2$ is transparent, $x'$ may just as well be chosen at $S_2$. For the situation without free surface, with $\mathbf{r} \mathfrak{T} = \mathbf{0}$, this gives

$$
\int_{S_2} \{ \mathbf{T}_B^-(x_S, x, \omega) \}^* \mathbf{R}_B^0(x, x', \omega) dx
$$

$$
= - \int_{S_0} \{ \mathbf{R}_B^0(x_S, x, \omega) \}^* \mathbf{T}_B^-(x, x', \omega) dx.
$$

(A.8.20)
On the other hand, for the situation with free surface, with \((r^n)^\dagger r^n = I\) (equation A.2.16), we obtain

\[
\int_{S_2} \{ \mathbf{T}_B^-(\mathbf{x}_S, \mathbf{x}, \omega) \}^* \mathbf{\tilde{R}}_B^0(\mathbf{x}, \mathbf{x}', \omega) \, d\mathbf{x} = r^n \mathbf{T}_B^-(\mathbf{x}_S, \mathbf{x}', \omega). \tag{A.8.21}
\]
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