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Abstract:

This case study uses a long short-term memory (LSTM) based model to predict short-term urban water demands for the Hefei City of China. The performance of the LSTM based model is compared with autoregressive integrated moving average (ARIMA) model, the support vector regression (SVR) model and the random forests (RF) model based on data with time resolutions ranging from 15-minute to 24-hour. Additionally, this paper investigates the performance of the LSTM based model in predicting multiple successive data points. Results show that the LSTM based model can offer predictions with improved accuracy than the other models when dealing with data with high time resolutions, data points with abrupt changes and data of a relatively high uncertainty level. It is also observed that the LSTM based model exhibit the best performance in predicting multiple successive water demands with high time resolutions. In addition, the inclusion of external parameters (e.g., temperature) cannot enhance the performance of the LSTM based model, but it can improve ARIMAX’s prediction ability (ARIMAX is the ARIMA with variables). These obtained insights based on the Hefei case study provide additional and improved knowledge as well as evaluations regarding the LSTM based models used.
for short-term urban water demand forecasting, thereby enabling their wider take-ups in practical applications.
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Introduction

Urban water demand predictions are often important to the sustainable management of water supply systems for a range of purposes, including system design, maintenance and operation (Billings and Jones, 2008; Zheng et al. 2016, 2017; Qi et al., 2018). Accurate urban demand forecasts have become even more vital for many cities in recent years due to the emerged water crisis as a result of rapid urbanization and climate change, as well as driven by the need of real-time system operation (Hutton and Kapelan, 2014; Pacchin et al., 2019). This, consequently, has motivated intensive studies to develop models for urban demand prediction, thereby enabling an effective water usage planning and scheduling (Pacchin et al., 2019).

A number of models are available for urban water demand forecasts with different prediction periodicity and forecast horizon (Donkor et al., 2014). More specifically, long-term forecasts usually focus on time periods more than ten years, often providing guidance for city planning and development (Levin et al., 2006). Medium-term forecasts often predict demands at a monthly or yearly resolution, and these predictions are mainly used to develop strategies for water usages (Ghiassi et al.,
Short-term forecasts at hourly or daily resolutions are generally employed to enable the effective operations of water treatment plants or pumping stations, typically aimed to provide sufficient demands for urban users with the lowest operation cost (Guo et al., 2018).

Traditionally, urban demand forecast models are generally developed based on statistical methods (Howe and Linaweaver, 1967). This is because demand variations are often driven by a group of factors including meteorological parameters and socioeconomic elements (Arbués et al., 2003). Therefore, various linear regression models are used to reveal the underlying relationships between urban water demands and the external affecting parameters, thereby providing long-term demand forecasts based on the projections of the external parameters (e.g., populations, Jain et al., 2001). However, the accuracies of these simple linear regression models are often unsatisfactory, especially in the case of predicting short-term urban water demands (e.g., daily, Wong et al., 2010).

In recognizing the potential limitation of simple linear regression models, many data-driven models have been developed to improve demand forecast accuracy
Autoregressive models, one type of data-driven models, have been widely used in both the academic field and engineering community, in which a time series analysis is often used to analyze the historical data (Chen and Boccelli, 2018). It has been widely demonstrated that these autoregressive models, such as autoregressive integrated moving average (ARIMA) model, can exhibit better performance than traditional linear regression models in predicting short-term urban water demands (Chen and Boccelli, 2018).

In parallel to the development of the autoregression models, many other data-driven models are also proposed to predict urban water demands (Ghalekhondabi et al., 2017). These include artificial neural networks (ANNs) that have been broadly used for urban water demand forecasts (Ghiassi et al., 2008), the support vector regression (SVR, Bai et al., 2015) model and the random forests (RF, Chen et al., 2017) model that also show great merits for demand predictions. These advanced data-driven models have shown improved performance than many traditional prediction methods, such as autoregressive models (Villarin and Rodriguez-Galiano, 2019).
In recent years, a type of recurrent neural networks named as the long short-term memory (LSTM) based model has been emerged as an important prediction tool (Guo et al., 2018). Compared to traditional ANNs, the LSTM based model is better suited for time-series predictions as they possess the ability to preserve previous information through learning time series data, thereby improving the accuracy of predictions (Mikolov et al., 2010, Zhang et al., 2018). While the LSTM based models have been broadly used in the area of artificial intelligence, such as language processing (Sundermeyer et al., 2012), speech recognition (Graves and Jaitly, 2014), and image captioning (Wang et al., 2016). To our best knowledge, only limited studies have been undertaken so far to apply the LSTM based models to predict short-term urban water demands. Guo et al. (2018) have made the first attempt to implement the LSTM method for urban water demand predictions. In the study of Guo et al. (2018), the performance of the LSTM based model has been compared with ARIMA and ANNs based on data with 15-minute resolution, and results showed that the LSTM based models exhibited better capacity than the other two methods in predicting accurate water demands.
Given that the LSTM has only been investigated in Guo et al. (2018), there is therefore a lack of sufficient case study application experience as well as comprehensive understanding on its performance in dealing with short-term urban water demand forecasts. These include how the LSTM based models perform (i) when handling urban water demand predictions with various time resolutions as only 15-minute resolution data were considered in Guo et al. (2018), (ii) when predicting inflection data points that have abrupt changes relative to their corresponding neighbouring demand values, as well as data with a relatively high uncertainty level, (iii) when comparing with other advanced data-driven models such as SVR and RF models, in addition to the traditional ARIMA model considered in Guo et al. (2018), and (iv) when predicting data with a 24-hour time resolution with the aid of external covariates (such as temperature and rainfall). The present case study paper aims to provide additional and improved knowledge as well as evaluations regarding the LSTM' performance in predicting short-term urban water demands, thereby enabling the wider up-takes of the LSTM based models for real-world applications.
Short-term urban water demand prediction models

As previously stated, the ARIMA, SVR and RF models are selected to enable the performance comparison with the LSTM based models. The ARIMA is chosen due to its wide applications in both the academic and industry fields, representing a standard urban water demand prediction model (Guo et al., 2018). The SVR and RF models are selected because they are advanced data-driven models that have shown great merits for urban water demand forecasts (Bai et al., 2015, Chen et al., 2017), and hence it is interested to demonstrate whether the LSTM based model (also a type of data-driven model) can outperform the SVR and RF models or not (this comparison has not been done in the area of the urban water demand prediction).

The long short-term memory (LSTM) based model

A recurrent neural network (RNN) model is a specific kind of artificial neural networks (ANNs), where the network of a RNN typically has connections between neurons and form a directed cycle (Sutskever et al., 2014). This type of structure creates an internal self-looped cell, which allows dynamic temporal behavior. The gradients of RNNs can be computed via Backpropagation Through Time (BPTT)
algorithm (Gers et al., 2000), but this method is inefficient when learning patterns from long-term dependency. To solve this problem, a long-short term memory (LSTM) has been developed, where it is featured by that it can bring information crossing several time steps, and hence prevent early signals from fading away (Zhang et al., 2018). The main structure of the LSTM network is illustrated in Figure 1 (Gers, 2001), stressing the importance of three gates within the algorithm structure. These are input gate, forget gate and output gate, with each gate represented by a sigmoid neural network layer ($\sigma$) and a multiplicative unit ($\times$). These components allow the weights converge dynamically, even though the model parameters are fixed.

The LSTM network computes a mapping from an input sequence to an output sequence by calculating network unit activations using the equations as follows (Gers et al., 2000):

\[ i_t = \sigma(W_i x_t + U_i h_{t-1} + b_i) \]  \hspace{1cm} (1)

\[ f_t = \sigma(W_f x_t + U_f h_{t-1} + b_f) \]  \hspace{1cm} (2)

\[ o_t = \sigma(W_o x_t + U_o h_{t-1} + b_o) \]  \hspace{1cm} (3)

\[ g_t = \tanh(W_g x_t + U_g h_{t-1} + b_g) \]  \hspace{1cm} (4)
\[ s_t = g_t \otimes i_t + s_{t-1} \otimes f_t \quad (5) \]
\[ h_t = \text{tanh}(s_t) \otimes o_t \quad (6) \]

where \( \otimes \) denotes element-wise multiplication of two vectors; \( t \) denotes the current time; \( W_i, W_f, W_o, W_g, U_i, U_f, U_o \) and \( U_g \) denote the weights; \( b_i, b_f, b_o \) and \( b_g \) denotes the bias; \( \sigma \) and \( \text{tanh} \) are the sigmoid functions; \( x_t \) is the input vector; \( i_t \) refers to the input threshold; \( f_t \) is the forget threshold; \( o_t \) refers to the output threshold; \( g_t \) is the candidate cell state generated by the tanh neural network layer; \( s_t \) is the cell state at time \( t \); \( h_t \) is the output vector. Specifically, the forget gate controls whether the cell state of previous time is forgotten or not (Equation 2) and the input gate is responsible for the input series at the current time (Equations 1). The two gates act on the updating of current cell state (Equation 5) and then generate the output with the output gate (Equations 3 and 6). One output \( h_t \) is the input of the recurrent procedure as shown in Figure 1. Consequently, the LSTM method can prevent the gradient explosion or vanishing issues during error back flow, and predict the output with updated index.
The development of ARIMA model can be dated back to 1976 by Box and Jenkins (1976), and this model describes data sequence using linear functions of previous data and random errors. The ARIMA is featured by its great ability to capture the trend, seasonality and randomness of time series (Williams, 2001).

Generally, an ARIMA model consists of an autoregressive (AR) model, a difference process that deals with non-stationary data, and a moving average (MA) model, with details presented in Hao et al., (2013).

Support vector regression (SVR) models

The core concept of the support vector regression (SVR) model is that it uses a relatively small number of support vectors to represent the entire sample set and then figures out a curve that can minimize the residual error for the data (Rasouli et al., 2011). Given a set of \( l \) samples \([ (x_1, y_1), \ldots, (x_l, y_l) ]\), where \( x_i \) are the input vectors and \( y_i \) are the corresponding output values \( (i=1, 2, \ldots, l) \), a group of functions \( f(x, \alpha) \) can be formulated to approximate the relationship between the \( x_i \) and \( y_i \), where \( \alpha \) is the
parameter vector of the function. Generally, a nonlinear decision function of an SVR model \((f(w, b))\) can be expressed as:

\[
f(w, b) = w \cdot \phi(x) + b
\]  

(7)

where \(w\) and \(b\) are the parameter vectors of the function; \(x\) is the input vector; \(\phi(x)\) is a nonlinear function. The objective of the SVR model is to select a function from the group of \(f(x, \alpha)\) that can predict the output value as accurately as possible, which is obtained by the minimization of the empirical risk \(R_{emp}\) as shown below,

\[
R_{emp} = \frac{1}{N} \sum_{i=1}^{N} L_{\varepsilon}(y - f(x))
\]  

(8)

where \(L_{\varepsilon}\) is the loss function between the observations \((y)\) and model predictions \((f(x))\), with details given in Gunn (1998). To solve the objective function in Equation (8), a standard quadratic programming algorithm with a dual set of Lagrange multipliers is often adopted (Yu et al., 2006), which is

\[
\min_{w, b, \xi, \xi^*} \frac{1}{2} \sum_{i,j=1}^{l} (\alpha_i - \alpha_i^*) (\alpha_j - \alpha_j^*) (x_i \cdot x_j) + \varepsilon \sum_{i=1}^{l} (\alpha_i + \alpha_i^*) - \sum_{i=1}^{l} y_i (\alpha_i - \alpha_i^*)
\]  

(9)

with constraints

\[
\sum_{i=1}^{l} (\alpha_i - \alpha_i^*) = 0
\]  

(10)

\[
0 \leq \alpha_i, \alpha_i^* \leq C, i=1, 2, \ldots, l
\]  

(11)
where $C$ is the error penalty factor; $l$ is the length of the training data; $\langle x_i \cdot x_j \rangle$ is the inner product of $x_i$, $x_j$; $\alpha_i$ and $\alpha_i^*$ are the Lagrange multipliers for the $i^{th}$ data point; $\varepsilon$ is the error tolerance which is specified by the users ($\varepsilon=0.1$ is often used). To deal with nonlinear regressions, $\langle x_i \cdot x_j \rangle$ in Equation (9) is replaced by the computation of $\langle \phi(x_i) \cdot \phi(x_j) \rangle$ often using a radial basis function (RBF, Yu et al., 2006) as shown below,

$$\langle \phi(x_i) \cdot \phi(x_j) \rangle = e^{-\gamma|x_i-x_j|^2} \quad (12)$$

where $\gamma$ is a user-defined parameter. In this study, the value of $C$ and $\gamma$ are determined based on a grid search method as described in Cherkassky and Ma (2004).

**Random forests (RF)**

Given an input vector $X$ and the corresponding output $Y$, the random forests (RF) model builds a number of $q$ regression trees formed as $\hat{h}(X,S_n^{\theta_q})$ followed by averaging the results, which can be presented as (Villarin and Rodriguez, 2019)

$$Y = \frac{1}{q} \sum_{t=1}^{q} \hat{h}(X,S_n^{\theta_t}) \quad (13)$$

Where $S_n$ is the training set; $n$ is the number of observations; the bagging method selects several bootstrap samples $(S_n^{\theta_1}, ..., S_n^{\theta_q})$, and accordingly a set of trees
Generally, two parameters need to be pre-specified for a RF model, that is, the number of decision trees to be generated ($q$) and the number of selected input variables $m_t$ for each split $\theta$. Since a RF model is often computationally efficient and does not overfit, $q$ can be set to a relatively large value (Guan et al., 2013). The selection of $m_t$ is based on the following equation (Were et al., 2015),

$$m_t = \left\lceil \sqrt{m} \right\rceil$$  \hfill (14)

where $m$ is the total number of input variables (covariates), $[x]$ denotes the ceiling function of $x$.

**Benchmarking metrics**

Four metrics are considered in this study to enable the statistical analysis of the model performance. These are the mean absolute percentage error ($MAPE$), the Nash-Sutcliffe model efficiency ($NSE$), the coefficient of determination ($R^2$) and the root mean square error ($RMSE$). Lower values of $MAPE$ and $RMSE$ indicate better fits of the models, and larger values of $NSE$ (the best value is 1) and $R^2$ (the best value is...
1) represent better model performance These four metrics are selected due to their wide applications in the area of urban water demand forecasts (Chen et al., 2017, Zhang et al., 2018). The MAPE is defined as

\[
MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{Y_i - \hat{Y}_i}{Y_i} \right| \times 100\%
\] (15)

where \( Y_i \) represents the \( i \)th observed value, and \( \hat{Y}_i \) is the \( i \)th prediction value; \( N \) is the total number of data points being predicted; \( \left| \frac{Y_i - \hat{Y}_i}{Y_i} \right| \) is the absolute relative error.

The NSE is defined as

\[
NSE = 1 - \frac{\sum_{i=1}^{n}(Y_i - \bar{Y})^2}{\sum_{i=1}^{n}(Y_i - \bar{Y})^2}
\] (16)

where \( \bar{Y} \) is the mean of the observations. The \( R^2 \) is defined as

\[
R^2 = \frac{(\sum_{i=1}^{n}(Y_i - \bar{Y})(Y_i - \bar{Y}))^2}{\sum_{i=1}^{n}(Y_i - \bar{Y})^2 \sum_{i=1}^{n}(Y_i - \bar{Y})^2}
\] (17)

where \( \bar{Y} \) is the mean of the predictions. The RMSE is defined as

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(Y_i - \hat{Y}_i)^2}{n}}
\] (18)

Case study

Case study description

The LSTM based model has been validated and its performance has been
compared to other three models on water demand records with a 15-minute resolution in the city of Hefei, China. This city has a population of approximately eight million, and the total water demands were approximately 0.59 billion m$^3$ per year. As shown in Figure 2, a total of seven water treatment plants (WTPs) are used to supply water to this city. Such a large number of WTPs induces high operational complexities for this system, and hence short-term water demand forecasts are important to enable an effective operation of this system, thereby saving the clean water production and operational cost. More specifically, the demand predictions of the 15-min resolution can greatly facilitate the real-time modelling of this water supply system, which can be accordingly used to, for example, enable the leakage and energy analysis (Creaco et al. 2017). The 1-hour demand predictions are often utilized to determine optimal scheduling strategies for the pump stations in the WTPs, thereby reducing the operation cost (Guo et al. 2018).

A total of 70,080 records at a 15-min resolution from May 2016 to May 2018 have been collected from the local water utility in the city of Hefei. These demand records are the total readings from the outflow meters at the water treatment plants as
there are no tanks in this water supply system. Figure 3(a) shows one-week records
with 15-min resolution for the total demands (TD), and Figure 3(b) presents one-week
demands with 15-minute resolution for a district metering area (DMA) within this
water supply system. It is seen that the demands of this DMA are very small relative
to the total demands of the entire city (TD), implying that this DMA only provides
water for a very small population size. Consequently, the demands of this DMA are
significantly more variable than the total demands as visualized in Figure 3,
representing a dataset with a relatively high uncertainty level.

**Computational experiments and model parameterizations**

A number of R and Python packages were used to develop the prediction models
applied to the case study. More specifically, the LSTM models were developed in the
python environment, with the aid of the functions from Keras library (Chollet, 2015).
R packages of “TSA”, “e1071” and “randomForest” were used to develop the
ARIMA, SVM and RF models respectively (Chang and Lin, 2001; Breiman, 2001).
The inputs of the LSTM based models were determined based on a comprehensive
sensitivity analysis, following the method outlined in Guo et al. (2018). More
specifically, for the LSTM based model applied to data with 15-min and 1-hour resolutions, the timeline of the inputs was divided into three fragments, the current day, the previous day and the day before yesterday. In each time fragment, a certain number of data points between zero and ten have been tried to identify the inputs that have the best performance. For the LSTM based model applied to data with 24-hour resolution, one to ten previous consecutive days were tried as the inputs. The selected inputs with the best model performance were presented in Table 1. As shown in this table, to predict the data with the 15-min resolution at time $t$ of the current day ($Q^0_t$), the inputs were the demands of previous three time steps at the current day ($Q^{0}_{t-3}, Q^{0}_{t-2}, Q^{0}_{t-1}$), demands of five consecutive time steps centered at time $t$ at the previous day ($Q^{1}_{t-2}, Q^{1}_{t-1}, Q^{1}_{t}, Q^{1}_{t+1}, Q^{1}_{t+2}$), and demands of five consecutive time steps centered at time $t$ at the day before yesterday ($Q^{2}_{t-2}, Q^{2}_{t-1}, Q^{2}_{t}, Q^{2}_{t+1}, Q^{2}_{t+2}$). In a similar way, the inputs of the 1-hour and 24-hour resolutions for the LSTM based models, as well as the inputs for the SVR and RF models were outlined in Table 1. For the ARIMA model with 15-minute and 1-hour resolution at time $t$, the inputs were their corresponding previous 672 consecutive data points as presented in Table 1, and the
previous 56 consecutive data points with 24-hour resolution were used to predict the
24-hour demand at time $t$.

A sensitivity analysis was conducted to determine the appropriate architecture
for the LSTM model, and the number of layers was 2 with the number of nodes being
128 and 16 respectively, the learning rate was 0.002, tanh and ReLU were used as the
activation functions, the number of epochs was 100 and the batch size was 60 (Guo et
al., 2018). The ARIMA parameters were automatically determined after model
calibrations. For the SVR models, the range of the $C$ parameters was integer numbers
between 1 and 10, and potential $\gamma$ values were 0.05, 0.06, 0.07, 0.08, 0.09, 0.1, 0.15
and 0.20 following the approach outlined in Friedrich and Igel (2005). Finally, $C=1$
and $\gamma=0.06$ were selected using the grid search method as this parameter combination
exhibited the best model performance (Cherkassky and Ma, 2004). For the RF models,
the number of decision trees $q=1000$ and $m_t=4$ based on the method described in Guan
et al. (2013). It is noted that the ARIMA models needed to be re-calibrated for each
new set of inputs, while RNNs, SVR and RF models only calibrated once using the
training data set. The training dataset were records of the first 21 months and data of
the last three months were used for model validations.

Results and Discussions

Performance comparisons of models applied to total water demands

Figure 4 presents the predictions versus the observations for the four models applied to the total water demands (TD) with different time resolutions. All the four models were able to capture the overall trend of the observations, with errors mainly produced at the extreme values of the observations. The detailed comparisons of these four models are given below.

Boxplots in Figure 5 show the absolute relative errors of the predictions generated by the four models applied to the total water demands (TD). It is noted that these results were produced using the validation dataset. It is seen that the LSTM based model exhibited moderately better performance than the other three models for data with 15-minute and 1-hour resolutions, while the four models performed overall similarly when dealing data with the 24-hour resolution. The LSTM’s better performance relative to its counterparts can also be supported by the statistics of the prediction errors in Table 2. As shown in this table, the $MAPE$ value of the LSTM
based models for the 15-minute and 1-hour resolution data were 1.40% and 2.56% respectively, which were lower than those provided by other models. For all different time resolutions, the values of $NSE$ and $R^2$ of the LSTM based models were consistently higher than the other models as shown in Table 2. For the $RMSE$ values, the LSTM based model also showed better performance than the other three models for 15-min and 1-hour time resolutions, but it performed similarly with the ARIMA for the 24-hour resolution as shown in Table 2. It is noted that the extreme values of the absolute relative errors are not presented in Figure 5 for the sake of easy comparisons of the overall results.

Model comparisons for predicting multiple successive data points

It is practically meaningful to predict multiple successive high time resolution data as these predictions can be used to facilitate the decision-making regarding the operation strategies for water production and pumping. Following the method used in Guo et al. (2018), the prediction at time $t$ was used as the potential inputs to predict water demands at time $t+1$, thereby predicting multiple successive data points (the number is referred as $k$). For instance, $k=4$ indicated that four successive data points
were generated using the model, and the MAPE, NSE, $R^2$ and RMSE values were computed based on successive data predictions relative to their corresponding observations.

In this study, the data with the 15-minute resolution were employed for model developments, aimed to predict $k=4$ (1-hour time period) and 96 (24-hour time period) successive data points, with results given in Figure 6. It is seen that while all models exhibited deteriorated prediction accuracy as the number of $k$ increased, the LSTM based model performed significantly better than the ARIMA, SVR and RF models, with advantages being more noticeable for a larger value of $k$. For instance, the MAPE values of the LSTM based model were 2.21% and 5.23% for $k=4$ and $k=94$ respectively as shown in Table 3, which were appreciably lower than the other three models. Similar observations can be made for the NSE, $R^2$ and RMSE values as outlined in Table 3.

It is observed from Figure 6 and Table 3 that the performance of the ARIMA model deteriorated in a significantly quicker rate compared to the other three models when the value of $k$ increased. This can be also supported by the results shown in
Figure 7, where large deviations were observed for the ARIMA predictions relative to the observations, especially for \( k=96 \). The performance variation between the LSTM based models (also the SVR and RF models) and the ARIMA model in predicting multiple successive data points was caused by the differences of their model structures. More specifically, the inputs of the LSTM based models (also SVR and RF models) were formed by some records in the current day and some data points taken from previous days (see Table 1), while the inputs of the ARIMA model were many successive records before the prediction time. This, consequently, leads to that a larger number of inputs of the ARIMA model would be replaced by the forecasts compared to the LSTM based models, SVR and RF models when predicting multiple successive data points ahead, resulting in larger accumulative errors within the predictions.

**Model comparisons for data points with abrupt changes**

The data points with abrupt changes are often difficult to predict, and hence they can be used to demonstrate the ability of the prediction models. In this study, a new
dataset was extracted from the original observations using the following procedures. Firstly, each data point was compared with its first previous data point and first data point behind in terms of relative errors, followed by the identification of inflection points based on the signs of the relative errors. Secondly, these inflection data points were ranked based on their mean of the absolute relative errors in a descending order, and finally a new dataset was formed by the first 10% of the ranked data points. Within practical applications, these data points were often referred as “abrupt points”, which were of great interest as many models often failed to produce accurate predictions for them. In this study, the dataset with abrupt changes was respectively extracted from the original 15-minute and 1-hour observations to enable the prediction analysis, as shown in Table 4.

Interestingly, the LSTM based model exhibited significantly better performance than the other three models when applied to datasets with abrupt changes as shown in Table 4. This was supported by that the $MAPE$ values of the LSTM based models were lower than 3% for both datasets with 15-minute and 1-hour time resolutions, while $MAPE$ values of the other models were all around 5%. We also compared the
MAPE values of the four models used to produce multiple successive data points for the dataset with abrupt changes extracted from 15-minute observations, with results given in Table 4. Clearly, the LSTM based models also appreciably outperformed the ARIMA, SVR and RF models, with similar observations when measured using NSE, $R^2$ and RMSE metrics. Combining the results (Table 2 and 3) that the four models applied to the full dataset, it can be deduced that the advantage of the LSTM based models relative to the other three models can be more prominent when applying to data with abrupt changes.

**Model comparisons for data with a relatively high uncertainty level**

Table 5 shows the validation results measured by four statistic metrics of the four models applied to the DMA demands with different time resolutions. As shown in this table, the overall performances of the four models for this DMA demands were worse than those from the total demands of the water supply system (see Table 2), especially for the 15-min and 1-hour resolutions. This was expected as the DMA demands were quite small relative to the total demands of this supply system and hence its demand uncertainty was higher, resulting in challenges for the prediction models.
It is seen from Table 5, the LSTM based models consistently outperformed the ARIMA, SVR and RF models for the dataset from the DMA demands. For instance, for the LSTM applied to this dataset with 15-min resolution, $MAPE=11.77\%$, $NSE=0.924$, $R^2=0.935$, and $RMSE=0.74$ m$^3$ were achieved, which were better than those from the other three models. Same observations can be made for the four models applied to DMA demands with 1-hour and 24-hour time resolutions.

**Model comparisons when accounting for external parameters**

To examine the influence of external parameters on the models’ performance, a range of parameters were considered as the covariates to develop the models for the total water demands with the 24-hour resolution. These include daily maximum temperature ($T_{\text{max}}$), the daily average of the temperature ($T_{\text{avg}}$), and the accumulative daily rainfall ($R_c$) as these external parameters have been demonstrated to be important influential factors that could affect the prediction accuracy of the models (Bai et al., 2015).

Figure 8 presents the results of the four models with external parameters considered as covariates for model calibrations and validations, where $NC$ indicated
that no external parameter were used. It was observed that external parameters had limited impacts on the performances of the LSTM based models, but they can slightly enhance the prediction accuracy of the ARIMA, SVR and RF models, especially when the daily maximum temperature ($T_{\text{max}}$) was used as the covariate. Similar observations can be made based on $MAPE$, $NSE$, $R^2$ and $RMSE$ metric values.

**Conclusions**

This case study paper proposed the use of the long short-term memory (LSTM) network for short-term urban water demand predictions, motivated by that the LSTM networks have already been demonstrated to be an effective forecast tool in many other research fields. To systematically demonstrate the performance of the LSTM based models, the autoregressive integrated moving average (ARIMA) model that has been widely used so far, as well as the support vector regression (SVR) model and the random forest (RF) model that have shown great potentials for urban demand predictions were also implemented in this study. These four models were applied to urban demand predictions with different time resolutions ranging from 15-minute to 24-hour for the Hefei City of China. The main observations based on the case study
results obtained are as follows,

(i) The LSTM based models exhibited better performance than the ARIMA, SVR and RF models in predicting data with high time resolutions (e.g., 15-minute and 1-hour), with merits being more significant when handling data points with abrupt changes and data with a relatively high uncertainty level. When predicting data with relatively low time resolutions (e.g., 24-hour), the four models performed overall similarly in terms of prediction accuracy. These observations are practically meaningful as they can be used to facilitate the selection of the appropriate models for real-world problems based on the data properties. In addition, it was found that the LSTM based model showed the significantly improved performance when predicting multiple successive high time-resolution demands, with advantage being more noticeable for the larger number of successive data points. Such ability is of great importance as it is often very important to predict a series of successive demands with a high time resolution, thereby enabling the optimal decision regarding real-time operation strategies.

(ii) External parameters such as temperature and rainfall had limited impacts on
the performance of the LSTM based models in predicting data with 24-hour resolution, indicating that the performance of the LSTM based model was dominated by its great ability in capturing the underlying relationships within the data themselves. This is also a great merit of the LSTM based models for practical applications as collecting external parameters in a high time resolution is often time-consuming and costly.

The observations mentioned above based on the Hefei Case study provide important additional experiences and evaluations regarding the applications of the LSTM based models for short-term urban demand forecasts. These knowledge go beyond the findings reported in Guo et al. (2018) as in their study only data with 15-min resolution were considered (no covariates), as well as that the LSTM based models were only compared with ARIMA and ANN models. In addition, this study demonstrated that the LSTM based models can exhibit significantly better performance than other models in predicting data points with abrupt changes as well as data with a high uncertainty level, which have not been considered in Guo et al. (2018).
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Table 1 Inputs of the four models

<table>
<thead>
<tr>
<th>Mode types</th>
<th>Time resolutions</th>
<th>Inputs and outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>$t=15$-minute</td>
<td>$Q' = f(Q_{t-3}, Q_{t-2}, Q_{t-1}, Q_t^1, Q_t^2, Q_{t+1}^1, Q_{t+2}^1, Q_{t+3}^1, Q_{t+4}^2, Q_{t+5}^2, Q_{t+6}^2)$</td>
</tr>
<tr>
<td></td>
<td>$t=1$-hour</td>
<td>$Q' = f(Q_{t-3}, Q_{t-2}, Q_{t-1}, Q_t^1, Q_t^2, Q_{t+1}^2, Q_{t+2}^2, Q_{t+3}^2, Q_{t+4}^1, Q_{t+5}^1)$</td>
</tr>
<tr>
<td></td>
<td>$t=24$-hour</td>
<td>$Q' = f(Q_{t-3}, Q_{t-2}, Q_{t-1}, Q_t, Q_{t+1}, Q_{t+2}, Q_{t+3})$</td>
</tr>
<tr>
<td>ARIMA</td>
<td>$t=15$-minute</td>
<td>$Q = f(Q_{t-3}, Q_{t-2}, Q_{t-1}, Q_t, Q_{t+1}, Q_{t+2}, Q_{t+3}, Q_{t+4}, Q_{t+5})$</td>
</tr>
<tr>
<td></td>
<td>$t=1$-hour</td>
<td>$Q = f(Q_{t-3}, Q_{t-2}, Q_{t-1}, Q_t, Q_{t+1}, Q_{t+2}, Q_{t+3}, Q_{t+4})$</td>
</tr>
<tr>
<td></td>
<td>$t=24$-hour</td>
<td>$Q = f(Q_{t-3}, Q_{t-2}, Q_{t-1}, Q_t, Q_{t+1}, Q_{t+2}, Q_{t+3}, Q_{t+4})$</td>
</tr>
<tr>
<td>SVR</td>
<td>$t=15$-minute</td>
<td>$Q' = f(Q_{t-3}, Q_{t-2}, Q_{t-1}, Q_t, Q_{t+1}, Q_{t+2}, Q_{t+3}, Q_{t+4}, Q_{t+5}, Q_{t+6}, Q_{t+7})$</td>
</tr>
<tr>
<td></td>
<td>$t=1$-hour</td>
<td>$Q' = f(Q_{t-3}, Q_{t-2}, Q_{t-1}, Q_t, Q_{t+1}, Q_{t+2}, Q_{t+3}, Q_{t+4})$</td>
</tr>
<tr>
<td></td>
<td>$t=24$-hour</td>
<td>$Q' = f(Q_{t-3}, Q_{t-2}, Q_{t-1}, Q_t, Q_{t+1}, Q_{t+2}, Q_{t+3}, Q_{t+4})$</td>
</tr>
<tr>
<td>RF</td>
<td>$t=15$-minute</td>
<td>$Q' = f(Q_{t-3}, Q_{t-2}, Q_{t-1}, Q_t, Q_{t+1}, Q_{t+2}, Q_{t+3}, Q_t, Q_{t+2})$</td>
</tr>
<tr>
<td></td>
<td>$t=1$-hour</td>
<td>$Q' = f(Q_{t-3}, Q_{t-2}, Q_{t-1}, Q_t, Q_{t+1}, Q_{t+2}, Q_{t+3}, Q_t, Q_{t+2})$</td>
</tr>
<tr>
<td></td>
<td>$t=24$-hour</td>
<td>$Q' = f(Q_{t-3}, Q_{t-2}, Q_{t-1}, Q_t, Q_{t+1}, Q_{t+2}, Q_{t+3}, Q_t, Q_{t+2})$</td>
</tr>
<tr>
<td>Time resolutions</td>
<td>Models</td>
<td>MAPE</td>
</tr>
<tr>
<td>------------------</td>
<td>--------</td>
<td>-------</td>
</tr>
<tr>
<td>15-minute</td>
<td>LSTM</td>
<td>1.40%</td>
</tr>
<tr>
<td></td>
<td>ARIMA</td>
<td>2.14%</td>
</tr>
<tr>
<td></td>
<td>SVR</td>
<td>2.01%</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>2.03%</td>
</tr>
<tr>
<td>1-Hour</td>
<td>LSTM</td>
<td>2.56%</td>
</tr>
<tr>
<td></td>
<td>ARIMA</td>
<td>4.26%</td>
</tr>
<tr>
<td></td>
<td>SVR</td>
<td>3.40%</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>3.70%</td>
</tr>
<tr>
<td>24-Hour</td>
<td>LSTM</td>
<td>2.89%</td>
</tr>
<tr>
<td></td>
<td>ARIMA</td>
<td>2.94%</td>
</tr>
<tr>
<td></td>
<td>SVR</td>
<td>3.82%</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>3.08%</td>
</tr>
</tbody>
</table>
Table 3 Statistics of prediction errors for models used for multiple successive data forecasts

<table>
<thead>
<tr>
<th>No. of successive predictions (k)</th>
<th>Models</th>
<th>MAPE</th>
<th>NSE</th>
<th>$R^2$</th>
<th>RMSE (m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k=4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>2.21%</td>
<td>0.980</td>
<td>0.981</td>
<td>475</td>
</tr>
<tr>
<td></td>
<td>ARIMA</td>
<td>3.19%</td>
<td>0.954</td>
<td>0.954</td>
<td>728</td>
</tr>
<tr>
<td></td>
<td>SVR</td>
<td>3.05%</td>
<td>0.970</td>
<td>0.973</td>
<td>591</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>3.11%</td>
<td>0.959</td>
<td>0.959</td>
<td>685</td>
</tr>
<tr>
<td></td>
<td>$k=96$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>5.23%</td>
<td>0.899</td>
<td>0.909</td>
<td>1075</td>
</tr>
<tr>
<td></td>
<td>ARIMA</td>
<td>16.28%</td>
<td>0.206</td>
<td>0.348</td>
<td>3018</td>
</tr>
<tr>
<td></td>
<td>SVR</td>
<td>7.41%</td>
<td>0.832</td>
<td>0.836</td>
<td>1390</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>8.19%</td>
<td>0.751</td>
<td>0.754</td>
<td>1692</td>
</tr>
<tr>
<td>Time resolutions</td>
<td>Models</td>
<td>MAPE</td>
<td>NSE</td>
<td>$R^2$</td>
<td>RMSE (m³)</td>
</tr>
<tr>
<td>------------------</td>
<td>---------</td>
<td>-------</td>
<td>-------</td>
<td>--------</td>
<td>-----------</td>
</tr>
<tr>
<td>15-minute</td>
<td>LSTM</td>
<td>2.96%</td>
<td>0.961</td>
<td>0.962</td>
<td>596</td>
</tr>
<tr>
<td></td>
<td>ARIMA</td>
<td>5.58%</td>
<td>0.897</td>
<td>0.909</td>
<td>967</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>5.49%</td>
<td>0.916</td>
<td>0.916</td>
<td>873</td>
</tr>
<tr>
<td>1-Hour</td>
<td>LSTM</td>
<td>2.89%</td>
<td>0.979</td>
<td>0.982</td>
<td>2111</td>
</tr>
<tr>
<td></td>
<td>ARIMA</td>
<td>5.75%</td>
<td>0.913</td>
<td>0.983</td>
<td>4307</td>
</tr>
<tr>
<td></td>
<td>SVR</td>
<td>4.94%</td>
<td>0.956</td>
<td>0.974</td>
<td>3057</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>6.95%</td>
<td>0.884</td>
<td>0.973</td>
<td>4973</td>
</tr>
<tr>
<td>$k=4^*$</td>
<td>LSTM</td>
<td>3.56%</td>
<td>0.962</td>
<td>0.963</td>
<td>588</td>
</tr>
<tr>
<td></td>
<td>ARIMA</td>
<td>5.33%</td>
<td>0.929</td>
<td>0.936</td>
<td>803</td>
</tr>
<tr>
<td></td>
<td>SVR</td>
<td>4.69%</td>
<td>0.933</td>
<td>0.938</td>
<td>780</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>4.76%</td>
<td>0.920</td>
<td>0.923</td>
<td>853</td>
</tr>
<tr>
<td>$k=96^*$</td>
<td>LSTM</td>
<td>7.19%</td>
<td>0.821</td>
<td>0.862</td>
<td>1274</td>
</tr>
<tr>
<td></td>
<td>ARIMA</td>
<td>15.69%</td>
<td>0.315</td>
<td>0.368</td>
<td>2492</td>
</tr>
<tr>
<td></td>
<td>SVR</td>
<td>9.57%</td>
<td>0.688</td>
<td>0.731</td>
<td>1681</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>9.36%</td>
<td>0.678</td>
<td>0.732</td>
<td>1708</td>
</tr>
</tbody>
</table>

* $k=4$ and 96 represents 4 and 96 successive predictions with 15-min resolution.
Table 5 Statistics of prediction errors for models used for data with a relatively uncertainty level

<table>
<thead>
<tr>
<th>Time resolutions</th>
<th>Models</th>
<th>MAPE</th>
<th>NSE</th>
<th>R^2</th>
<th>RMSE (m^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15-minute</td>
<td>LSTM</td>
<td>11.77%</td>
<td>0.924</td>
<td>0.935</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>ARIMA</td>
<td>19.94%</td>
<td>0.843</td>
<td>0.843</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>SVR</td>
<td>17.78%</td>
<td>0.856</td>
<td>0.861</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>18.95%</td>
<td>0.856</td>
<td>0.856</td>
<td>0.90</td>
</tr>
<tr>
<td>1-hour</td>
<td>LSTM</td>
<td>10.29%</td>
<td>0.942</td>
<td>0.942</td>
<td>2.18</td>
</tr>
<tr>
<td></td>
<td>ARIMA</td>
<td>19.14%</td>
<td>0.860</td>
<td>0.859</td>
<td>3.39</td>
</tr>
<tr>
<td></td>
<td>SVR</td>
<td>14.59%</td>
<td>0.898</td>
<td>0.905</td>
<td>2.92</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>13.90%</td>
<td>0.899</td>
<td>0.900</td>
<td>2.86</td>
</tr>
<tr>
<td>24-hour</td>
<td>LSTM</td>
<td>1.36%</td>
<td>0.878</td>
<td>0.895</td>
<td>11.23</td>
</tr>
<tr>
<td></td>
<td>ARIMA</td>
<td>1.86%</td>
<td>0.811</td>
<td>0.852</td>
<td>13.99</td>
</tr>
<tr>
<td></td>
<td>SVR</td>
<td>7.66%</td>
<td>-1.704</td>
<td>0.280</td>
<td>52.92</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>2.64%</td>
<td>0.425</td>
<td>0.642</td>
<td>24.39</td>
</tr>
</tbody>
</table>
Figure 1: The structure of a long-short term memory (LSTM) network, where the dotted lines represent the recurrent procedure.

Figure 2: Water treatment plants (WTPs) distributed in the city of Hefei, China, with green lines representing the water distribution pipelines.
Figure 3: Records of total water demands (TD) and from a DMA with 15-min resolution.
Figure 4: Predictions versus observations for the four models applied to the total water demands (TD)

Figure 5: Absolute relative errors of the model predictions for the total water demands
Figure 6: Absolute relative errors for models used to predict multiple successive data points, where $k$ is the number of multiple successive data points.

Figure 7: Predictions versus observations for the four models used to generate multiple successive data points.
Figure 8: Absolute relative errors of the four models with different external parameters applied to the total water demands with the 24-hour resolution.