
 
 

Delft University of Technology

Single-channel 1.61 Tb/s optical coherent transmission enabled by neural network-based
digital pre-distortion

Bajaj, V.; Buchali, Fred; Chagnon, Mathieu; Wahls, S.; Aref, Vahid

DOI
10.1109/ECOC48923.2020.9333267
Publication date
2020
Document Version
Accepted author manuscript
Published in
Proceedings 2020 European Conference on Optical Communications (ECOC2020)

Citation (APA)
Bajaj, V., Buchali, F., Chagnon, M., Wahls, S., & Aref, V. (2020). Single-channel 1.61 Tb/s optical coherent
transmission enabled by neural network-based digital pre-distortion. In Proceedings 2020 European
Conference on Optical Communications (ECOC2020) Article Tu1D-5 IEEE .
https://doi.org/10.1109/ECOC48923.2020.9333267
Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1109/ECOC48923.2020.9333267
https://doi.org/10.1109/ECOC48923.2020.9333267


Single-channel 1.61 Tb/s Optical Coherent Transmission
Enabled by Neural Network-Based Digital Pre-Distortion

Vinod Bajaj(1,2), Fred Buchali(1), Mathieu Chagnon(1), Sander Wahls(2), Vahid Aref(1)

(1) Nokia Bell Labs, Lorenzstr. 10, 70435 Stuttgart, Germany, V.Bajaj-1@tudelft.nl
(2) Delft Center for Systems and Control, Delft University of Technology, Delft, The Netherlands

Abstract
We propose a novel digital pre-distortion (DPD) based on neural networks for high-baudrate optical
coherent transmitters. We demonstrate experimentally that it outperforms an optimized linear DPD
giving a 1.2 dB SNR gain in a 128GBaud PCS-256QAM single-channel transmission over 80km of
standard single-mode fiber resulting in a record 1.61 Tb/s net data rate.

Introduction

The next generation coherent optical transceivers
target single-channel capacities beyond 600 Gb/s
for data-center interconnect and metro-haul ap-
plications. These transceivers need to operate
at very high symbol rates (>90 GBaud) and use
high order modulation formats, e.g. 64-QAM[1]–[4].
Such demanding requirements are very sensi-
tive to linear and nonlinear transmitter impair-
ments limiting the transmit signal to noise power
ratio (SNR). Transmitter distortions are usually
pre-compensated by linear digital pre-distortion
(DPD) mitigating linear effects only. In contrast,
a nonlinear DPD can compensate both linear and
nonlinear effects resulting larger transmit SNR.

The most studied nonlinear DPDs are based
on Volterra series (or its simplified versions such
as memory polynomials) which have been investi-
gated intensively – for linearizing radio frequency
(RF) amplifiers[5]–[9] and for pre-equalization of
optical transmitter components[10]–[15].

Another type of DPD is based on neural
networks (NN). Proposed first in 1980s[16],[17],
these DPDs have received more attention re-
cently[18]–[25]. To linearize RF amplifier, different
structures based on feed-forward NN (FFNN)[20],
time-delay NNs (TDNNs)[18],[23],[26], convolutional
NNs (CNNs)[24] were proposed. It was recently
shown for an RF amplifier that adding a resid-
ual NN (ResNet) structure in TDNNs improves the
performance and training rate[19].

For optical coherent transmitters, memoryless
simple FFNNs were proposed to pre-compensate
Mach-Zehnder modulator[27] or a simulated low-
resolution digital to analog converter (DAC)[22]. In
a recent study[21], a DPD based on recurrent NN
(RNN) was proposed in which the performance
is evaluated in simulation with 4 samples/symbol

input signal. The known problems of RNNs are
their complexity of training and slow convergence.

In this paper, we propose a new NN-based
DPD with a simple structure that includes CNNs
and FFNNs optimized for the responses of an
actual transmitter. Since the linear effects are
dominant, we find out that a residual bypass of
the nonlinear layers (ResNet-like connection) im-
proves the performance significantly. Moreover,
we apply a customized activation function named
soft-DAC which models the DAC and minimizes
the distortion from clipping and quantization.

Our NN-based DPD was trained and tested
in lab experiments for single-channel PCS-256-
QAM 128 GBaud transmission over standard sin-
gle mode fiber (SSMF). Our results show that
it outperforms optimized linear DPD giving more
than 1.2 dB SNR gain. Accordingly, it provides
additional 90 Gb/s gain in net rate and enables to
achieve a record single-channel net rate beyond
1.61 Tb/s over 80 km SSMF.

The Proposed Neural Network Based DPD
The architecture of the proposed NN-based DPD
is depicted in Fig. 1 in which one dimensional
(1D) CNNs pre-compensate the memory effects
and in the middle part, a fully connected FFNN
takes care of the nonlinear effects. The size of
each layer is identified in Fig. 1. In the FFNN,
the first layer consists of short 1D-CNNs and the
following 3 layers have leaky rectified linear unit
(Leaky ReLU) activation functions while the last
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Fig. 1: Architecture of the proposed NN-based DPD.
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Fig. 3: Direct learning architecture; Green blocks are in use.

layer contains a single linear unit. Since the lin-
ear effects are dominant, we find out that an addi-
tional shortcut bypassing the FFNN improves the
performance and speeds up the training process.

A customized activation unit, named Soft-DAC,
is used as the output unit to model the DAC with m

bits resolution. This unit should quantize its input
uniformly to 2m discrete levels. However, its in-
put signal should be scaled properly to minimize
the total distortions of clipping and quantization.
To avoid working with discrete levels directly, the
Soft-DAC unit softens the output values using a
hyper parameter s(softening factor). In a nutshell,
the Soft-DAC unit is implemented as a piece-wise
linear function with 2m+1 linear pieces. The slope
of pieces is alternatively s and 1

s . By changing s

from 1 to 0, the behavior of the Soft-DAC changes
from a clipping-only operation to a clipping and
m−bits quantization operation. During the train-
ing, s is changed manually from 1 to 0. This way,
the optimal input scaling is trained and the final
outputs of Soft-DAC are discrete levels.

As the NNs are designed primarily for real val-
ued data, the complex input sequence x[n] =

Re(x[n]) + jIm(x[n]) is treated as two real-valued
sequences Re(x[n]) and Im(x[n]) which are pre-
compensated separately with two disjoint NNs.

To train the DPD, we used direct learning archi-
tecture (DLA) depicted in Fig. 3. For this purpose,
another NN with similar structure (without Soft-
DAC unit and CNNs are swapped) was used to
serve as auxiliary model. The training is iterative
and the next two steps are repeated sequentially
until the trained DPD converges: First the auxil-
iary NN is trained. The training data includes pre-
distorted signal z[n] = [Re(z[n]), Im(z[n])] and re-
ceived signal y[n] = [Re(y[n]), Im(y[n])] as inputs
and targets. Then, the DPD is trained to equal-
ize the outputs of the auxiliary model with the de-
sired input of DPD x[n] = [Re(x[n]), Im(x[n]). For

both trainings, we used back-propagation tech-
nique with loss function of mean square error and
with Adam optimizer[28].

Experimental Setup
The experimental setup is shown in Fig. 2. As the
same setup was used and detailed in the recent
paper[2], we refer readers to[2] for more details.

We used probabilistic constellation shaping
(PCS) 256-QAM signal, shaped using Maxwell-
Boltzmann distribution of entropy 7.5 bits/symbol.
At the transmitter, a random sequence of 215 PCS
256-QAM symbols was generated. Without pulse
shaping (i.e. 1 sample/symbol), it passes to the
DPD and is then loaded to the DACs, amplified
using driver amplifiers (DAs) and fed to lithium
niobate (LiNbO3) IQ modulator. The Micram
DAC-5 has 4 effective number of bits (ENOB) at
Nyquist frequency, 128 GSa/s sampling rate and
24 GHz 3dB-bandwidth. While, the DAs and the
I/Q modulator have about 60 GHz and 41 GHz
3dB-bandwidth respectively.

A polarization multiplexing emulator (PME) is
used to generate a dual polarization optical sig-
nal. The signal is then amplified using an Erbium
doped fiber amplifier (EDFA). A Finisar Wave-
shaper was used to compensate for the low-pass
response of the IQ modulator by flattening the op-
tical spectrum of the signal (see[1],[2] for details).
In either back-to-back scenario or 80 km SSMF
transmission, the received signal was filtered by
an optical filter, then amplified by an EDFA and
mixed with the local oscillator (LO) in an optical
90◦ hybrid. Four balanced photo-diodes (BPDs)
were used to convert the optical signal into elec-
trical signals which were sampled at 256 GSa/s
by a Keysight real-time oscilloscope (RTO). The
state-of-the-art DSP, detailed in[1], was applied of-
fline to retrieve the sent data.

Results
We first consider a back-to-back scenario. We op-
timize a linear DPD using the least square algo-
rithm and observed that the performance stops
improving when about 440 taps were used (many
of the taps were zero). This long filter length was
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Fig. 4: (a) SNR vs DAC voltage for linear and NN-based
DPD, (b) histogram of GMI values for 100 random sequences
@450mV with NN-based DPD. Histogram of one tributary of

the received signal for (c) linear DPD @ 300 mV and (d)
NN-based DPD @ 450 mV.

required due to signal reflections that were gen-
erated by rather long RF connections in the lab
setup. For fairness of comparison, we set the to-
tal number of taps of CNNs in the NN-based DPD
to around 440. Accordingly, the NN-based DPD is
trained iteravely as explained before. A single se-
quence of 215 PCS 256-QAM symbols was used
for training but upto 100 other independently gen-
erated sequences were used for testing.

Both DPDs were first trained separately for dif-
ferent DAC output voltages. Increasing the DAC
output voltage increases the driver voltage swing,
and thus, the signal power over the constant noise
of the transmitter. However, the transmitter non-
linear effects are also enhanced. Fig. 4(a) shows
the received SNR of the trained DPDs. We ob-
serve that the SNR for the linear DPD degrades
by increasing the DAC voltage while the NN-
based DPD is quite effective in mitigating nonlin-
ear effects. It gives 1.2 dB SNR gain with respect
to the linear DPD at 50% higher DAC voltage. The
SNR gain can be explained from Fig. 4(c) and
Fig. 4(d) in which we plotted the histogram of a
single tributary of the received symbols (PCS 16-
ASK). The nonlinear effects are quite visible in
Fig. 4(c) for linear DPD whereas they are much
less significant in Fig. 4(d) for NN-based DPD.

To assure that the trained NN-based DPD is
pattern independent, it’s performance is tested
with 100 independently generated sequences.
For each sequence, we computed the general-
ized mutual information (GMI) of the received
symbols. Fig. 4(b) shows the empirical distribu-
tion of GMI of these sequences at 450 mV DAC
voltage. We observe that the distribution has very
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Fig. 5: SNR, GMI and Net information rate at different launch
powers for 80 km transmission over SSMF.

small standard deviation confirming that the NN-
based DPD is pattern independent. Note that
small GMI fluctuation is natural.

After training both DPDs at their optimal
DAC voltage in back-to-back setting, these pre-
distortions were used in transmission experi-
ments over 80 km of SSMF. Fig. 5 shows the
received SNR (right axis) and the corresponding
GMI (left axis) in terms of launch power. The
SNR is maximized for both DPDs at about 6
dBm launch power. We observe again that the
NN-based DPD outperforms the linear DPD with
about 1.2 dB SNR gain. Accordingly, the GMI (in
bits/symbol/polarization) is increased from 6.10
for the linear DPD to 6.44 for the NN-based DPD.
Note that a larger SNR gain can be obtained by
training during fiber transmission.

Fig. 5 shows the net information rate (IR) af-
ter applying high performance soft-decision for-
ward error correction codes. We used a fam-
ily of 130 optimized spatially coupled LDPC
codes[1],[29] with variable overheads ranging from
3% to 100%. At each launch power, a code with
the smallest overhead was chosen which could
decode the experimental traces error free. As
shown in Fig. 5, the net IR is increased from 5.94
to 6.29 bits/symbol/polarization. This result cor-
responds to the increase of net rate from the pre-
vious record[2] of 1.52 Tb/s to the new record of
1.61 Tb/s for single-channel transmission.

Conclusion
We proposed a novel neural network-based DPD
which was trained and verified experimentally
with a state-of-the-art 128 GBuad optical coher-
ent transmission setup. We showed that our novel
DPD outperforms linear DPDs with 1.2 dB SNR
gain resulting a record single channel net data
rate of 1.61 Tb/s over 80 km of SSMF.
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