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ABSTRACT 
The ability to automatically infer relevant aspects of human users’ 
thoughts and feelings is crucial for technologies to adapt their be-
haviors in complex interactions intelligently (e.g., social robots or 
tutoring systems). Research on multimodal analysis has demon-
strated the potential of technology to provide such estimates for a 
broad range of internal states and processes. However, constructing 
robust enough approaches for deployment in real-world applica-
tions remains an open problem. The MSECP-Wild workshop series 
serves as a multidisciplinary forum to present and discuss research 
addressing this challenge. This 4�ℎ iteration focuses on addressing 
varying contextual conditions (e.g., throughout an interaction or 
across diferent situations and environments) in intelligent systems 
as a crucial barrier for more valid real-world predictions and actions. 
Submissions to the workshop span eforts relevant to multimodal 
data collection and context-sensitive modeling. These works pro-
vide important impulses for discussions of the state-of-the-art and 
opportunities for future research on these subjects. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in ubiq-
uitous and mobile computing. 
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1 INTRODUCTION 
Modern intelligent systems are expected to support human actions 
and decisions in complex task environments. Importantly, this in-
creasingly includes domains where performance relates to human 
psycho-social needs. Examples range from personalized entertain-
ment systems to intelligent tutoring applications to social robots 
in elderly care. For such systems to display adaptive behavior in 
real-world environments (i.e., In the Wild), they need to understand 
how their users think and feel. 

Research on multimodal analysis of behavioral and physiological 
data has demonstrated the potential to provide estimates of inter-
nal states and processes, e.g., a person’s attentional engagement. 
However, despite substantial technological advances, important 
theoretical and practical challenges for reliably detecting internal 
states remain unresolved, hindering progress towards more success-
ful real-world applications. Such issues span low-level processing 
and integration of noisy data streams, conceptual pitfalls, data 
collection, and pressing ethical questions about what intelligent 
systems should (not) do. Together these issues issues highlight the 
need for interdisciplinary collaboration [1]. 

The present workshop brings academics and practitioners to-
gether to discuss recent contributions relating to overcoming these 
challenges. Like previous iterations [9–11], it is a concerted efort 
to stimulate joint research projects, an exchange of methods, and 
a critical discussion of current and future eforts. In the following, 
we provide a brief overview of the submissions. 

2 WORKSHOP CONTENT 
A key challenge for robust predictions of internal states in real-
world applications relates to the broad range of changing contextual 
conditions under which interactions with such systems occur [7]. 
However, despite the benefts of addressing context for predictions 
in the wild [4], existing technological research has only scarcely 
addressed this issue. Instead, eforts have largely focused on the 
context-free analysis of human behavioral signals. Integrating both 
stable and dynamic contexts into multimodal modeling remains 
an open problem. Some key barriers to context-sensitive solutions 
are that it is (1) unclear what constitutes relevant contextual infor-
mation, i.e., information that is efective for improving multimodal 
predictions [6], as well as (2) how to feasibly obtain and incorporate 
this information into technologies - while (3) avoiding the potential 
combinatorial explosion of possible contexts and its impact on the 
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amount of required modeling data. Contributions to our workshop 
have aimed to develop strategies for addressing key contextual 
factors in multimodal modeling across a broad scope of approaches: 

Contextual Modulation of Afect: Comparing Humans and 
Deep Neural Networks. Shin et al. [12] explore the correspondence 
between existing context-sensitive deep learning architectures for 
vision-based automatic afect recognition and human emotion per-
ception. Their fndings indicate limitations in existing models to 
process context in a human-like capacity. 

How can Interaction Data be Contextualized with Mobile 
Sensing to Enhance Learning Engagement Assessment in Dis-
tance Learning? Ciordas-Hertel et al. [2] describe a technological 
architecture to collect multimodal data contextualizing students’ 
interactions with a system for remote learning. Furthermore, it 
presents fndings from a user study with promising results for fu-
ture research on an adaptive application. 

Exploring the Benefts of Spatialized Multimodal Psychophys-
iological Insights for User Experience Research. Simard et al. 
[13] present an industry contribution describing a novel data col-
lection platform for psychophysiological research in the wild. The 
platform facilitates capturing physiological (e.g., EEG and EDA) in 
combination with indoor location data. The article presents prelim-
inary fndings from data collection in two public events. 

Improving Supervised Learning in Conversational Analysis 
through Reusing Preprocessing Data as Auxiliary Supervisors. 
Kim et al. [8] present a multi-task learning framework for audio-
visual afect recognition in conversations with predictions at the 
speaker-turn level as a primary task. Notably, their approach em-
ploys emotion labels for past and future speaker-turns as auxiliary 
tasks to provide temporal context for predictions. 

Predicting evaluations of entrepreneurial pitches based on 
multimodal nonverbal behavioral cues and self-reported char-
acteristics. Stoitsas et al. [14] outline a multimodal approach for 
predicting investor’s assessment of entrepreneurial pitches by fus-
ing user profles with the non-verbal behavior of both parties. 
Consistent with prior work by [5], the behavior of an individual’s 
interaction partner can produce vital contextual information for 
modeling their cognitions and actions in social situations. 

Investigating Transformer Encoders and Fusion Strategies 
for Speech Emotion Recognition in Emergency Call Center 
Conversations. . Deschamps-Berger et al. [3] investigate the use 
of pre-trained and fne-tuned Transformer models for audio and 
text modalities for emotion recognition. It provides a use-case of 
how to apply pre-trained machine learning architectures to deal 
with limited data available in specifc contexts. 

3 CONCLUSIONS 
MSECP-Wild hosts a variety of submissions from academia and 
industry relevant to the challenge of context for applications in 
the wild. It covers contextual data collection and sparsity issues, 
as well as context-sensitive modeling and evaluation. Apart from 
presentations, we have invited speakers ofering expertise on dif-
ferent forms of context and its integration into intelligent systems. 

Together, this provides a platform for interdisciplinary exchange 
about addressing context in the wild in future research. 
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