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Summary

Social media platforms are used by a massive, growing number of users, who use these
platforms to share content such as text, photos, videos, and location information. As the
spread of social media is playing an increasingly important role in our world, literature has
shown that while aiming to promote a number of human values (e.g. friendship, social
recognition, and safety), this type of technology may pose risk to other values (e.g. privacy
and independence), creating what has been defined as value tensions.

This thesis proposes the norm-based, Social Commitment (SC) models as a solution that
could potentially provide tailored support for user values. As research shows that norms
can fulfill (or pose risks to) values, SC models could utilize their normative core to as well
as their ability to contain key relevant information that complement the missing features in
social applications’ preference settings, to give users a rich, flexible, and adaptive structure
that improves their social application experience.

Location sharing in the family life (i.e. within families with children in the elementary
school age) was selected as an application domain, as it provided potential use cases that are
abundant with value tensions (e.g. a child’s safety vs. their independence), while embody-
ing the essential elements of data sharing using social platforms. The research followed a
Situated Cognitive Engineering approach, and an exploratory investigation into the social
context of the application domain was conducted: focus groups and cultural probing stud-
ies with parents and children, and the collected data was analyzed using grounded theory.
The result was a grounded model that showed (1) how activities, concerns, and limitations
related to family life are connected through specific user values, and (2) that norms can sup-
port these values by promoting activities, alleviating concerns and overcoming limitations.

Further on, a conceptual model was built, and subsequently a SC grammar (and a semantic
lifecycle) were developed for this domain: the SC-model allowed users to construct com-
mitments amongst each other for sharing and receiving social data, harmonized to their
values via normative statements. A location-sharing application was developed so that, in
addition to location-sharing features found in familiar commercial platforms, it also con-
tained an implementation of our SC grammar.

The SC model’s expressivity was validated through a qualitative user study with parents
and children, where nearly all participants’ normative statements were found to be express-
ible through the proposed model. The SC grammar’s usefulness (within the application
domain) as well as its ease of use were validated through a crowd-sourced, online user
study. The SC model’s ability to provide improved human value support was validated
through a user study conducted with elementary school children using the location-sharing
application we developed, as well as a questionnaire constructed to measure fulfillment of
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x Summary

children’s values relevant to the domain. Results demonstrated that enhancing the app with
the SC model has improved its support a number of children’s values while posing no risk
to the remaining measured values in the process.

In the thesis’s final user study, we demonstrated that using contextual information (e.g.
a user’s value profile) as well as commitment attributes (e.g. recency and norm type), can
be used to create predictive models that are capable of automatically resolving the vast ma-
jority of conflicts that may occur amongst location-sharing commitments.

In conclusion, this thesis demonstrates that SC models possess the potential to provide
an easy to use, flexible tool that allows social applications to work better in users’ favor,
supporting intended user values while posing minimal risk to other values as a side effect.



Samenvatting

Socialmediaplatformen worden gebruikt door een enorm, groeiend aantal gebruikers, die
deze platformen gebruiken om inhoud te delen zoals teksten, foto’s, video’s en locatiegegevens.
Het bereik van social media speelt een steeds belangrijkere rol in onze wereld, en literatuur
heeft aangetoond dat, in het streven naar het promoten van een aantal menselijke waarden
(zoals vriendschap, sociale erkenning en veiligheid), dit soort technologie risico’s met zich
mee kan brengen voor andere waarden (zoals privacy en onafhankelijkheid), waardoor zo-
genaamde waardespanningen worden gecreëerd.

Deze scriptie benoemt de norm-gebaseerde Social Commitment (SC) modellen als oploss-
ing die mogelijk ondersteuning op maat kunnen bieden voor gebruikerswaarden. Omdat
onderzoek aantoont dat normen waarden kunnen vervullen (of risico’s kunnen vormen),
kunnen SC-modellen gebruikmaken van de normatieve kern, evenals het vermogen om be-
langrijke relevante informatie te bevatten die ontbrekende functies in de voorkeursinstellin-
gen van socialapplicaties kunnen aanvullen, om gebruikers een rijke, flexibele en adaptieve
structuur te bieden ter verbetering hun ervaring met social applicaties.

Location sharing (locatie delen) binnen het gezinsleven (d.w.z. binnen gezinnen met kinderen
van middelbareschoolleftijd) werd als applicatiedomein gekozen, aangezien het potentiële
use cases biedt die rijk zijn aan value tensions (bijv. de veiligheid van een kind vs. zijn on-
afhankelijkheid), terwijl de essentiële elementen van het delen van gegevens worden geïm-
plementeerd met behulp van social platforms. Voor het onderzoek werd gebruik gemaakt
van de Situated Cognitive Engineering-benadering, en een exploratieonderzoek naar de so-
ciale context van het applicatiedomein werd uitgevoerd: focusgroepen en culturele onder-
zoeken met ouders en kinderen en de verzamelde gegevens werden geanalyseerd met be-
hulp van grounded theory. Het resultaat was een grounded model dat aantoonde (1) hoe
activiteiten, zorgen en beperkingen in verbinding staan met specifieke gebruikerswaarden,
en (2) de normen die deze waarden kunnen ondersteunen door activiteiten te bevorderen,
zorgen weg te nemen en beperkingen te overwinnen.

Daarnaast werd een conceptueel model gebouwd, en vervolgens werden SC-grammatica
(en een semantische levenscyclus) ontwikkeld voor dit domein: het SC-model stelt ge-
bruikers in staat om onderlinge verbintenissen op te zetten voor het delen en ontvangen van
sociale data, geharmoniseerd naar hun waarden via normatieve uitspraken. Een location-
sharingapplicatie is ontwikkeld zodat het, bovenop de location-sharingkenmerken van bek-
ende commerciële platformen, ook een implementatie van onze SC-grammatica bevat.

De expressiviteit van het SC-model werd gevalideerd door middel van een kwalitatieve ge-
bruikersstudie met ouders en kinderen, waarbij de normatieve uitspraken van bijna alle deel-
nemers uit te drukken waren via het voorgestelde model. Het nut van SC-grammatica (bin-
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nen het applicatiedomein) evenals het gebruiksgemak werden gevalideerd door middel van
een crowd-sourced online gebruikersstudie. Het vermogen van het SC-model om verbeterde
human value support te bieden werd gevalideerd door middel van een gebruikersstudie,
uitgevoerd met basisschoolkinderen met gebruik van de location-sharingapplicatie die wij
hebben ontworpen, evenals een samengestelde vragenlijst voor het meten van de vervulling
van de waarden van kinderen relevant aan het domein. De resultaten toonden aan dat het
versterken van de app met het SC-model de ondersteuning van een aantal waarden van
kinderen heeft verbeterd, terwijl het geen risico met zich meebrengt voor de resterende
gemeten waarden in het proces.

In de eindgebruikersstudie van de scriptie hebben wij aangetoond dat het gebruik van
contextuele informatie (bijvoorbeeld een gebruikerswaardeprofiel) evenals commitmentat-
tributen (zoals recency en normtype) kunnen worden gebruikt om predictieve modellen te
creëren die in staat zijn om automatisch de overgrote meerderheid van conflicten die kun-
nen voorkomen tijdens location sharing commitments op te lossen.

Ten slotte blijkt uit deze scriptie dat SC-modellen het potentieel hebben om een gemakke-
lijk te gebruiken, flexibel hulpmiddel te bieden waarmee socialapplicaties beter werken ten
gunste van de gebruikers, waarbij beoogde gebruikerswaarden worden ondersteund terwijl
als bijwerking een minimaal risico optreedt voor de overige waarden.



1
Introduction

1.1. Motivation
Social media platforms have gained a massive number of users in the recent years1, and
have recently become an integral part of our day-to-day interaction– Platforms such as Face-
book, Twitter, and Instagram are consistently gaining new users, who use these platforms to
share content such as text, photos, videos, and location information. The prevalence of so-
cial media has prompted individuals and organizations alike to use these platforms in both
recreational as well as critical (Abel et al., 2012) settings for sharing and receiving data.

While social media is spreading and becoming more accessible, its role in our world
becomes more important as well. Social media has transformed the manner in which peo-
ple communicate themselves to the world, connect with others, or create new social and
business opportunities. However, the benefits of this technology may come at a cost: while
social media may be used with the intention of promoting certain human values such as
friendship, social recognition and safety, it may also negatively impact equally important
values such as freedom, responsibility and privacy. These trade-offs are known as value-
tensions (Miller et al., 2007) in the research area of Value-Sensitive Design, an area con-
cerned with accounting for human values in software development (Friedman, 1996).

We hypothesize that these value tensions in currently available social and location shar-
ing platforms are related to the limited control that these platforms offer over sharing and
receiving of data. In particular, these platforms are limited in their ability to incorporate
(situational, social, or temporal) context in decision making on whether to share or receive
data. This observation is in line with research in philosophy of privacy, which argues for
the importance of incorporating context information in sharing data (Nissenbaum, 2010).

For example, Twitter allows users to either protect or make public their tweets, while
newsfeed rules are based on following and unfollowing other users. Hence Twitter lacks the
ability to take into account context information pertaining to the reason a Twitter account is
followed. Facebook’s newsfeed does not show stories ordered by time, and hence lacks the
ability to take into account the temporal context. Neither Facebook nor Twitter allow the

1At the time of writing, Facebook had 1.86 billion active users, while Twitter had 319 million active users.
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2 1. Introduction

adoption of sharing or receiving rules coming from a user’s friend or family member, and
hence they lack the ability to take into account the social context. Some applications like
Apple’s FindMyFriends allow for conditional sharing rules, e.g. user x gets a notification
every time user y is at a certain geographical location. However, these rules are always
executed, and there is no possibility for the application to violate these rules in exceptional
circumstances. Therefore, even though almost every social platform provides its users with
some control over sharing and receiving data, limitations exist regarding the expressive
power of the control concepts and implementations of this control. The lack of a standard
framework that encompasses a variety of ways to exercise control means that preferences
in social applications will inevitably give rise to value tensions, posing threats to a number
of user values while aiming to promote others.

This thesis investigates this issue in the domain of location sharing within the family
life. A number of existing social apps (e.g. Glympse2 and Life3603) and wearable gadgets
(e.g. LG’s KizON4) already provide location sharing functionality, with the aim of assisting
children in exploring their environment by helping them stay safe, go to school or visit
friends on their own, make new friends, or explore their neighborhood. Value tensions
clearly surface in this domain (Czeskis et al., 2010). For example, this type of technology
is primarily used by parents with the intention of promoting safety through monitoring the
location of their children, yet it negatively impact the values of responsibility and privacy
for these children as a consequence of this constant monitoring (Nihlen-Fahlquist, 2013;
Sahadat, 2016). Similarly, Facebook and Foursquare’s feeds that include people’s check-
ins may promote social recognition, while relaxed (Debatin et al., 2009) and ineffective
(Benisch et al., 2011) privacy policies negatively impact the values of privacy and safety.
Some of the more recent social applications are taking steps to explicitly address these value
tensions. For example, Snapchat5 is trying to promote social connectedness through photo
sharing while posing less risk to people’s privacy through removing a photo after a one-time
view.

This thesis aims for development of a generic model that allows location sharing appli-
cations to take into account contextual information in deciding whether to share and receive
data, thereby alleviating value tensions as arising in existing location sharing platforms.

1.2. Proposed solution
Research in philosophy and normative systems (Bench-Capon, 2003; van der Weide, 2011;
Hansson, 1991) proposed the idea that values can be promoted and demoted, i.e. be fulfilled
and placed at risk, respectively, by norms. The idea is that an action changes an old situation
into a new situation, and if the new situation is better or worse than the old one with respect
to a certain value, we say that the action respectively promotes or demotes that value. Since
norms are action guiding statements (obligating or prohibiting actions), norms can be used
to influence a person or an agent’s behavior in order to promote or demote certain human
values. To make that idea more explicit, we can say that within a specific social context
S, to promote value V , agent A should adopt norm N that obliges or prohibits action Ac,

2http://www.glympse.com/
3http://www.life360.com/
4http://www.lgnewsroom.com/newsroom/contents/64572
5http://www.snapchat.com/

http://www.glympse.com/
http://www.life360.com/
http://www.lgnewsroom.com/newsroom/contents/64572
http://www.snapchat.com/


1.3. Research question and hypotheses 3

which changes the situation in favor of V .
In particular, this thesis investigates the use of a type of norm called Social Commit-

ments (SCs) for governing sharing and receiving of data. SCs were proposed by Singh
(Singh, 1999) as norm-based structures that describe an agreement between two parties in
socio-technical systems (Chopra and Singh, 2012). The parties involved in a social commit-
ment are called the creditor, who creates the commitment and the debtor, who is committed
towards the creditor for bringing about (or maintain) a certain proposition (the consequent)
when a certain antecedent comes to hold (Chopra and Singh, 2012). SCs embody a norma-
tive element (i.e. an obligation or a prohibition of an action), as well as important contextual
information, such as the parties involved, and the conditions under which fulfillment of the
obligation or prohibition is required. SCs can also be further extended to represent concepts
like deadlines, expiry conditions, roles and relationships amongst the parties involved, and
more.

SC models therefore have the potential to provide tailored support for user values
through their normative core, as well as through expressing relevant context information
that complements the missing features in social applications’ preference settings. This the-
sis investigates the use of SCs to govern sharing and receiving of data in location sharing
platforms.

1.2.1. Terms used in this thesis
Throughout this thesis we rely heavily on the notion of norms, values, and social commit-
ments. As these terms cover a wide scope in the English language, clarification is required
at this point to define the scope and meaning of each of these terms within the context of
this thesis. Andrighetto et al. (2013) provides definitions for norms in multi-agent systems,
starting from their social nature– “customary rules of behaviour that coordinate the inter-
actions in groups and societies”. It states a common view of norms as “regulatory” mecha-
nisms, and in this thesis we exclusively use the deontic notion of regulatory norms, includ-
ing obligations and prohibitions. The notion of values in this thesis refers to human values,
relies on the Cambridge dictionary definition of values, i.e. “the importance or worth of
something to someone” as well as value (and value types) listed in the surveys in Rokeach
(1973); Schwartz (2012), and the role of values in design Friedman (1996). Andrighetto
et al. (2013) highlights the relationship between norms and values, stating that norms usu-
ally promote or support a value or value preference. Social commitments as discussed in
this thesis rely on the original work in Singh (1999) and its subsequent social commitment
research, and we make a distinction between the notion of norms and social commitments
in this thesis with social commitments representing an agreement between (two) parties that
involves a norm (obligation or a prohibition), conditions, and consequences.

1.3. Research question and hypotheses
A significant amount of research has been done on how to (formally) represent and reason
about norms and SCs, and how to use these for modelling and governing multi-agent sys-
tems (Andrighetto et al., 2013). However, to the best of our knowledge, researchers have
only recently started exploring the use of these concepts from normative systems research in
governing the behavior of social applications (Koster et al., 2013; Such and Criado, 2016).
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Translating concepts derived from work on norms and social commitments into directly
usable social platforms requires investigation of how these concepts can be employed ef-
fectively in these platforms and of the usability of the resulting frameworks. Moreover, the
validity of claims regarding the extent to which these applications provide better support for
user values will have to be investigated. These issues are studied in the context of location
sharing in family life, leading to the main research question of this thesis:

In the family life domain, in what manner can social commitments offer a usable solu-
tion that complements the user preferences of location-sharing platforms, and improve the
platforms’ overall support for human values?

To answer this, the main question was separated into four components– two research
questions and two hypotheses. The two research questions were exploratory in nature, uti-
lizing qualitative research methods to establish an understanding of the domain (Marshall,
1996), as well as a foundation, i.e. a proposed solution stemming from the requirements of
the application domain and available literature. The aim of the two hypotheses was to em-
pirically evaluate this proposed solution in terms of the improvement it provides to human
values support.

The first component addresses understanding the application domain– location sharing
in family life. What are the elements that make up the social context in family life, and
how are they related to norms and values? And what type of application must be built if we
want to investigate the usability and value support of a normative structure such as SCs?
The relationship between norms and values has been highlighted in philosophy literature
(Hansson, 1991), decision theory (van der Weide, 2011), as well as in software design
(van de Poel, 2013). Thus the majority of research in this component focused on finding
the link between human values and the elements of family life. In this way it establishes
a model that outlines how normative statements within a location sharing application can
influence family life through providing support for human values. With the establishment
of a model that links values to norms on one hand, and values to elements of the social
context of family life on the other, this value-based model (and this research component
overall) can be seen a foundation step on top of which the remaining three components can
build.

The second component investigated the transition between the conceptual, generic idea
of the norm-based SC models, as available in literature (Singh, 1999), into a form that is
usable within a location-sharing application. First, the research investigated how to tailor
the SC framework as available in the literature to the specific needs of the domain. It
identified elements that are currently lacking in existing location sharing applications, and
analyzed whether to include or exclude components of the SC framework for our purposes.
Second, the framework was conceptually refined for the domain of location sharing.

The third component relates to the main position argued for in this thesis. Afore-
mentioned research in philosophy and normative systems (Hansson, 1991), argumentation
(Bench-Capon, 2003; van der Weide, 2011), and value-sensitive design (van de Poel, 2013)
showed that human values can be promoted, i.e. further fulfilled, and demoted, i.e. placed
at risk, by norms. Moreover, as earlier discussed, social platforms (including location shar-
ing apps) suffer from value tension issues, i.e. demoting important values while trying to
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promote others. We hypothesize that augmenting a social platform, e.g. a location sharing
app, with a normative structure that allows its users to create agreements regarding the shar-
ing and receiving of location data will lead to a more socially adaptive behavior tailored for
the social context in which it is functioning, and hence improve that application’s overall
support to human values.

The fourth and last component concerns how to address conflicts between commit-
ments. This is a challenge inherent to the use of normative models: a user can subscribe to
multiple commitments which can, under certain conditions, give rise to opposing require-
ments regarding sharing and receiving of data. As research in context-aware recommender
systems suggests, user profiling has been established as a method to provide better rec-
ommendations and a better user experience (Panniello and Gorgoglione, 2012; Fernández-
Tobías et al., 2016; Panniello et al., 2012; Knijnenburg et al., 2012). Building on that idea
as well as on the already established link between values and norms, we hypothesize that
knowledge of user profiles based on the ranking of their values, as well as how they believe
the commitments they create support these values, will improve a system’s ability to predict
users’ preferred resolutions if conflicts between commitments were to occur.

To conclude this section, from the main research question and the constituent compo-
nents that described above, it is now possible to formulate the following two sub-research
questions and two hypotheses that are tested in this thesis:

• Research question 1: how can the use of norms in a social platform influence the
social context of family life?

• Research question 2: how can a social commitment model be tailored to a usable im-
plementation to govern sharing and receiving of data in a location sharing platform?

• Hypothesis 1: a location sharing application augmented with a social commitment
model provides better support for children’s values than the same application without
a social commitment model.

• Hypothesis 2: people’s values are predictors of people’s preferred resolutions to con-
flicts between commitments.

1.4. Approach and thesis structure
This thesis investigated the research question from a domain-specific perspective, namely
family life. Therefore, situated Cognitive Engineering (sCE) was selected as the general
framework for development (Neerincx and Lindenberg, 2008)– an iterative process based
on Cognitive Engineering, with a situated approach that allows for better addressing of the
human factors, central to the understanding of specific application domains.

To answer the first research question, qualitative, exploratory user studies were con-
ducted with a sample of the target group, six children 6-8 years of age and six of their
parents. These studies included a three-week cultural probing study (Gaver et al., 1999)
and three focus group sessions (Kreuger and Casey, 2008). The material obtained in these
studies included transcribed audio, photos, annotated maps, and post-its notes amongst oth-
ers. Analysis of the obtained material was conducted using qualitative analysis methods,
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namely grounded theory (Strauss and Corbin, 1998)– a bottom-up approach where a theo-
retical model was derived from qualitative data. The result of the analysis was a grounded
model that established a link between norms and human values on one side, and human val-
ues and the elements of the social context of family life on the other– accounting for (and
only for) the foundation step in sCE on top of which following specification and evaluation
can be built. Details are described in Chapter 2.

To answer the second research question, a domain-specific SC model was built and
evaluated in two iterations. The first iteration conceptually refined the generic SC model by
Singh (Singh, 1999) based on data from user requirements, and through analysis of short-
comings in location sharing platforms. This process resulted in a modular concept that was
evaluated for expressivity using co-constructing stories (Ozcelik Buskermolen and Terken,
2012), a qualitative, group-interview method particularly suited for the evaluation of tech-
nology that is still in the conception phase. Four children aged 7-9 and four of their parents
participated in that study. The study generated in-depth qualitative, transcribed feedback,
which was analyzed using qualitative methods. In the second iteration the transformation
of the SC concept was resumed through conceptual reasoning as well as the user feedback
generated through co-constructing stories, the transformation aimed at reaching a form that
was ready to be implemented within a location-sharing platform. The transformation pro-
cess resulted in (1) a SC grammar specifically intended for location sharing in the family
life, and (2) semantics comprising a commitment lifecycle describing the creation and reso-
lution of commitments. A web-menu implementation of the SC grammar was evaluated for
usability and domain contribution through an online, scenario-based user study with 416
participants. Details of the studies, analysis, grammar, lifecycle, and web-menu implemen-
tation can be found in Chapter 3.

To test the first hypothesis, a location sharing application was developed. The appli-
cation had two versions: one with only basic check-in functionality allowing user to share
their location with a predefined list of people when they choose to do so; and one that
added an implementation of the SC model. That feature allowed users to create commit-
ments amongst each other regarding the sharing and receiving of location data. Thirty-four
children aged 7-11 tested the application through a within-subject, counter balanced user
study. Children tested usage of the application(s) though a mission-based interactive game
in which they had to perform application-related tasks simulating real life situations. At
the end of every session, children answered a 31-item questionnaire developed to measure
fulfillment of children’s values and validated though a panel of experts. Details of the ap-
plication, study, questionnaire, analysis, and results are presented in Chapter 4.

To test the second hypothesis, an online, scenario-based user study with 396 participants
was conducted. Participants’ value profiles were first obtained, for a select set of five values
relevant in the domain. Participants were then instructed to solve scenario problems by cre-
ating location sharing commitments– some of which created potential normative conflicts.
Upon a potential conflict’s detection, participants were asked to indicate their preference
for the resolution of that conflict. Participants were also instructed to indicate how every
commitment they created supported the selected set of values in the study. A mathematical
predictive model based on user and commitment value profiles was developed, aiming to
predict user preference for conflict resolution through the proximity of commitment value
profiles to user value profiles. Details of the predictive model, study, analysis, and results
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Figure 1.1: A step-by-step diagram highlighting this thesis’s research and contributions.

are described in Chapter 5.
Conclusions that can be drawn from the findings in this thesis are discussed in Chapter

6, including the main contributions of this research, limitations, and suggestions for future
research. Figure 1.1 shows a step-by-step diagram highlighting this thesis’s research and
contributions, tying every element to its corresponding chapter as well as to one of sCE’s
three phases, foundation, specification, and evaluation.





2
A value-centric model to ground

norms and requirements for
ePartners of children

Children as they grow up start to discover their neighborhood and surrounding areas and
get increasingly involved in social interaction. We aim to support this process through
a system of so-called electronic partners (ePartners) that function as teammates to their
users. These ePartners should adapt their behavior to norms that govern the social con-
texts (e.g., the family or school) in which they are functioning. We argue that the envisaged
normative framework for ePartners for children should be based on an understanding of
the target domain that is grounded in user studies. It is the aim of this chapter to provide
such understanding, in particular answering the following questions: 1) what are the main
elements that make up the social context of the target domain (family life), and how are they
related?, and 2) what are the relationships between these elements of the social context and
the normative framework in which we envision the ePartners to operate? To answer these
questions we conducted focus groups sessions and a cultural probe study with parents and
children. The transcripts from these sessions were analyzed using grounded theory, which
has resulted in a grounded model that shows that 1) activities, concerns, and limitations
related to family life are the main elements of the social context of this user group, and
that all three elements are connected through the central concept of user values, and 2)
norms can support these values by promoting activities, alleviating concerns and overcom-
ing limitations. In this way the model provides the foundation for developing a normative
framework to govern the behavior of ePartners for children, identifying user values as the
starting point.

This chapter is based on “A value-centric model to ground norms and requirements for ePartners of children”, in
Coordination, Organizations, Institutions, and Norms in Agent Systems IX, ©Springer-Verlag 2014.
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2.1. Introduction
Children as they grow up start to discover their neighborhood and surrounding areas (and
more so unsupervised the older they are), and get increasingly involved in social interac-
tion (e.g. at school or sports clubs). It is our aim to support this process with intelligent
technology to enable children to feel more socially connected, safe, and secure. We call
this socio-geographical support. Such support can for example concern a child’s safety as
he/she is learning to explore its surroundings or learning to cycle to school, as well as the
organization of children events in the community, birthday parties, and assistance in arrang-
ing play dates. We focus on elementary school children (between 6 and 12 years old) as our
target group, as well as important people in their social environment such as their parents
and teachers. We choose this target group as this is the age where they begin to explore
their social and geographical environment on their own.

Our proposed solution for providing socio-geographical support is to create a system of
so-called electronic partners (ePartners), that function as teammates to their human users as
they navigate through their socio-geographical environment. ePartners in this setting may
take the form of an application on a smartphone or another hand-held device. ePartners have
already been investigated in various domains, e.g., within control systems (Arciszewski
et al., 2009), robots (Hindriks et al., 2011), and applications that promote positive lifestyle
changes (Henkemans et al., 2009).

Existing work on ePartners focuses on the bilateral relation between a single human
and his/her ePartner. We propose that for our target domain it is also important to take into
account the social context in which ePartners are functioning to enable them to adapt their
support accordingly. For example, if a family normally allows a child to wander around
the neighbourhood alone, the ePartner of the child might only notify the parents in case the
child has left the area considered familiar or secure. On the other hand, if a family lives in an
unsafe area they might not allow the child to do this, in which case the ePartner of the child
could send a warning to the parents if the distance between child and parents has crossed
a certain limit. We propose to model these different requirements for the behavior of the
ePartner as norms (Andrighetto et al., 2013) that govern the respective social contexts. New
norms may arise at run-time due to changing circumstances and social contexts. The idea is
that the ePartner will be able to adapt its behavior accordingly to provide tailored support.

It is our view that development of interactive, human-centred automation such as ePart-
ners for socio-geographical support should be built on empirical research to ensure that
the provided support aligns with the context of use (see also Norman and Draper (1986);
Fogli and Guida (2013)). Thus we argue that the development of the ePartner for socio-
geographical support and the normative framework on which it is based should be grounded
in user studies that provide an understanding of the target domain and the ePartner’s sup-
portive role in it in a systematic way. To achieve such understanding, in this chapter we
answer the following questions: 1) what are the main elements that make up the social con-
text of the target domain (family life) in relation to socio-geographical support, and how
are they related?, and 2) what are the relationships between these elements of the social
context and the normative framework in which we envision the ePartners to operate? We
aim for a grounded model that concisely describes these elements and their relations. This
model is the main scientific contribution of this chapter, and is anticipated to help guide
future development of normative models suited for specifying behavioral requirements of
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an ePartner for socio-geographical support within a family life context.
To answer our research questions we applied a situated cognitive engineering method-

ology (Neerincx and Lindenberg, 2008), described in Section 2.3. In particular, we con-
ducted focus group sessions (Kreuger and Casey, 2008) and a cultural probe study (Gaver
et al., 1999) with parents and children (Section 2.4). Transcripts from these sessions were
analyzed using grounded theory (Strauss and Corbin, 1998), Section 2.5. The resulting
grounded model (Section 2.6) identifies the main elements and their relations in the so-
cial context of family life concerning socio-geographical support, and it shows how these
are related to norms for the ePartner. In this way our model provides the foundation for
developing a normative framework to govern the behavior of ePartners for children. We
discuss related work that forms the background of our research in Section 2.2 and conclude
the chapter in Section 2.7. To the best of our knowledge, this is the first time that situated
cognitive engineering has been used in normative systems research.

2.2. Background
In this section we give more background on important elements of our research, namely
ePartners (Section 2.2.1) and normative and organisational frameworks (Section 2.2.2).

2.2.1. ePartners
ePartners are defined as computerized entities that partner with a human (development of
a relationship) and share tasks, activities, and experiences (de Greef, 2012). In that sense,
as automation becomes sophisticated, ePartners will function less like tools and more like
teammates (Breazeal et al., 2004). They follow a paradigm shift from automation extend-
ing human capabilities to automation partnering with a human (de Greef, 2012). Examples
of ePartners can be seen in various domains: critical domains such as space missions (van
Diggelen and Neerincx, 2010), naval command and control (Arciszewski et al., 2009), and
virtual reality exposure therapy (VRET) (Paping et al., 2010), as well as other, less criti-
cal domains such as socio-cognitive robotics (Hindriks et al., 2011), and personal digital
assistants (Myers and Yorke-Smith, 2005; Henkemans et al., 2009).

The notion of ePartner fits very well with the role that we envisage intelligent technol-
ogy to play in socio-geographical support, namely as an intelligent entity able to partner
with people. ePartners can form individual agreements (contracts) with their users and can
take the initiative to act in specific situations. ePartners have not yet been investigated in
the context of socio-geographical support nor with the emphasis on the social role that they
are playing and the ensuing need for adaptation to norms in their social contexts.

2.2.2. Normative and organizational frameworks
In recent years, an increasing amount of research has proposed to assign an organization or
a set of norms to a multi-agent system (MAS) with the aim of organizing and regulating it
(see Dignum (2004); Hübner et al. (2007); López y López et al. (2006); Uszok et al. (2004);
Vázquez-Salceda and Dignum (2003) and the overview in Andrighetto et al. (2013)), sim-
ilar to the way social norms and conventions organize and regulate people’s behavior in
society (López y López et al., 2006). This should make agents more effective in attaining
their purpose, or prevent undesired behavior from occurring. Organizational frameworks
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often incorporate norms as an element of the specification of an organization (see Hübner
et al. (2010); Dignum (2004)). Research in this area has yielded a wide range of frameworks
and languages for expressing organizations and norms.

We aim to build on this work by using norms to allow people to define requirements
of social contexts in which ePartners should function. To ensure that the normative frame-
work allows to express those aspects that are important for people in the context of socio-
geographical support of children, we perform user studies to obtain an understanding of this
social context and the role that norms could play in governing the ePartner’s functioning.

The use of normative systems as the basis for supporting collaboration between humans
and artificial teammates has been investigated only to a limited extent. KAoS (Uszok et al.,
2004), which is a framework that allows to specify policies for human-agent/robot team-
work, takes steps in this direction. To the best of our knowledge, the requirements for their
policy framework are however not elicited based on user studies to understand the context
in which these agents or robots should function, but rather on a general analysis of aspects
of human-agent teamwork. The work in Ali et al. (2012) proposes that software adapta-
tion be achieved through allowing users to modify the system at runtime through feedback,
though the work does not propose the use of norms.

2.3. Methodology
In this section we describe the methodology we are using to develop ePartners as socially
supportive applications that understand and adapt to user’s social contexts. In Section 2.3.1
we introduce situated Cognitive Engineering (sCE), the general framework we will use for
development, and in Section 2.3.2, we describe the methods we used for data collection and
analysis within the sCE framework.

2.3.1. Situated cognitive engineering
As a principle stance in the development of ePartner that can adapt to its social context, we
reject the notion of a generic, context independent normative model, suitable for any social
context. Instead we argue for the need of normative models specifically tailored for their
social context, in our case family life. Situational dependency is also core to the situated
cognition theory (Brown et al., 1989) which posits that cognition can not be separated
from its context. Therefore, this study uses situated Cognitive Engineering (sCE) as the
general framework for development (Neerincx and Lindenberg, 2008). sCE describes an
iterative process based on Cognitive Engineering (CE) approaches (Hollnagel and Woods,
1983) whereby practical theories and methods are developed that are situated in the domain.
Using a situated approach allows for better addressing of the human factors (i.e. human
characteristics that influence their behavior in a certain environment), which in turn leads
to a better human-machine collaboration design. sCE is composed of three main phases:

1. Foundation: understanding the domain, human factors, and technology involved;

2. Specification: the specification of the requirements and the corresponding use cases
(the steps that define the interaction between a user and a system) and claims (what
the developer proposes the system to be capable of doing).
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Figure 2.1: The three phases of sCE and how they align with the phases of our research

3. Evaluation: validating these claims through development of a prototype application
that is tested in the field.

We use this methodology for the development of ePartners for socio-geographical sup-
port by instantiating the three phases in the following way (Figure 2.1):

1. Foundation: understanding our users’ social context;

2. Specification: developing an expressive normative framework tailored to the target
domain of socio-geographical support, to allow users to communicate their social
requirements to the ePartner;

3. Evaluation: creation of a prototype ePartner for socio-geographical support accord-
ing to the specification and iteratively evaluating it in the field.

In this chapter we address the first phase (understanding social context). That is, we
leave development of a normative framework and a prototype application for future work.

2.3.2. Research methods
As explained in the previous subsection, we aim in the first phase to get an understanding
of the important elements in the social contexts in which the ePartner will function. There-
fore we need to collect data that describes the attributes, properties, and characteristics of
the content of these social contexts. That type of descriptive data is usually obtained using
qualitative methods (as opposed to quantitative methods, that start with a pre-assumed con-
cept or model of a phenomena, and set out to collect specific, often quantified data to study
this concept or model).

Two established types of user studies can be used to collect such descriptive data from
the target environment: the first type is cultural probing (CP), a methodology initiated by
Gaver (Gaver et al., 1999). It consists of providing users with packages of postcards, maps,
disposable cameras, post-it notes, and other material for them to use to record spontaneous
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data related to their lives. No explicit usage instructions on exactly how to use the material
are provided. Users collect data over a period of several days or weeks (for examples
on works involving cultural probes, see Schmehl et al. (2011); Bernhaupt et al. (2007,
2008)). The aim of CP is not to reach a comprehensive view of the user’s requirements, but
rather to use the collected material to inspire design. The second type of user studies we
have used is focus groups, which can be defined as “carefully planned series of discussions
designed to obtain perceptions on a defined area of interest in a permissive, non-threatening
environment” (Kreuger and Casey, 2008). In a setting like focus groups, a small group
(usually 5-10 participants) is gathered in one place, and then a discussion session is led by a
moderator. The moderator proceeds to ask open ended questions, stimulating conversations
between the participants relating to the subject of research.

We aim to obtain an understanding of the elements of the social context and the rela-
tionships among these elements, building a theoretical model on top of the collected data,
or “grounded” in the data. This motivated the choice of grounded theory as our data analy-
sis method: grounded theory is a bottom-up approach whereby theory is derived from data,
systematically gathered and analyzed throughout the research process. Researchers do not
begin the project with a preconceived theory in mind, but rather, the researcher begins with
an area of study and allows the theory to emerge from the data (Strauss and Corbin, 1998).

In grounded theory, analysis comprises of four distinct steps (Creswell, 1998):

1. Open coding1 where data is examined line by line in case of pieces of text (or object
by object for other types of data), and portions of text and other media are “coded”
under various codes that represent key points in the data.

2. Axial coding or the creation of categories, whereby similar codes are grouped to-
gether to highlight the presence (or emergence) of a theme or a concept.

3. Selective coding (or to further refine the existing set of codes), to identify themes
central to the research questions and aims, and several iterations of coding and re-
coding of the data may take place until a satisfactory level is reached.

4. Theory building or the discussion and linking of emergent themes, and visual por-
trayal of connections that build up themes into a theoretical model.

In future work we will use the model that results from step 4 to identify requirements
for a normative framework to support ePartner functioning in socio-geographical support
(sCE’s specification phase), which we will in turn use to build a first prototype (sCE’s
evaluation phase).

Grounded theory, as any qualitative analysis methods, is inherent subjective in nature
and therefore vulnerable to validity threats such as researcher bias, interpretation bias, or
respondent bias. This study therefore followed two strategies as proposed in the grounded
theory literature (Strauss and Corbin, 1998) to minimize these intrusions. The first strategy
applied was comparative thinking, i.e. comparing findings with reports in the literature, and
with other data sets. In this study, we therefore collected data through both focus groups
and cultural probes, noting the presence of similar themes in the analysis of both sets.

1Here, codes bear the meaning closer to tags in modern social applications. To code a piece of text is to tag it with
a number of words or short phrases that relate to the content of that piece.
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Secondly, we applied a re-evaluation strategy (MacQueen and Milstein., 2012), whereby
an independent researcher was invited to re-evaluate the analysis of samples of the text, in
order to investigate the degree of understandability, correctness, and completeness of the
coding schema (details in 2.5.2).

2.4. User studies
In this section we describe the user studies that we have performed to get an understanding
of the contexts in which ePartners for socio-geographical support are expected to function.

We have conducted three focus group sessions and one cultural probe study to investi-
gate user requirements. The participants in these studies were parents and (some of) their
children in a town of approximately 30.000 inhabitants, located in the South-West of The
Netherlands. Through a small ‘snowball sample’ (Bernard., 1995) we requested a group of
6 parents and another group of 6 children to participate in the studies. “In snowball sam-
pling you locate one or more key individuals and ask them to name others who would be
likely candidates for your research” (Bernard., 1995). Our snowball sample started with a
contact who participates in the school board, a youth centre and in a website for the local
community.

The first focus group session included the six parents only. We introduced to them our
project, research, and explained the aim of our user studies. To stimulate discussion, we dis-
played a few ePartner usage scenarios (created beforehand) and design claims (i.e. claims
about a few positive and negative effects of the ePartner features within our scenarios)then
asked the participants (individually) to rate to what extent they agree with our claims. After
a short general discussion, we provided the parents with cultural probing kits (each kit con-
tains a map, an instant camera, post it notes, post cards, pens, and some glue). The session
ended with a brief explanation on the typical usage of the kit material.

The second session (three weeks later) included the same group as the first session. The
parents brought back the material they (along with their children) collected during that pe-
riod, and then proceeded (individually) to describe the data (e.g., pictures, map highlights,
etc.) they collected with their kits. This process stimulated the discussion for a further 45
minutes in which many of the parents’ and their children’s life issues, values, and concerns
were raised.

The third session included the six children only. The ages of the children ranged be-
tween six and eight years old. That session was led by an experienced elementary school
teacher, and consisted of a discussion where the teacher asked the children a number of
open ended questions related to their knowledge and usage of current technology, what ac-
tivities they are allowed to do, how they connect with other children at school, sport clubs,
and other places. All sessions were audio-taped.

2.5. Data analysis and evaluation
We transcribed the audio recordings from all three focus group sessions and imported these
transcriptions and the scanned probe kit material into QSR NVivo2 to perform qualitative
analysis.

2http://www.qsrinternational.com/products_nvivo.aspx
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Figure 2.2: Final tree of codes

First, thorough reading of the transcriptions allowed us to derive the preliminary coding
schema from the data material. In the second round of analysis, each passage of text was
annotated with the appropriate codes, and the relevant codes were grouped together which
resulted in a tree of codes. Afterwards, the tree of codes was further refined (e.g., codes
with similar or close meaning were merged, codes under the same topic were grouped,
infrequent codes were removed, etc.). Coding was then re-done according to the new tree,
and portions of it were rated by another researcher.

2.5.1. Tree of codes
In this section we describe the tree of codes that has resulted from our data analysis.

The tree can be seen in Figure 2.2. The leaves of the tree represent the set of codes
used in the analysis to mark relevant pieces of text in the transcriptions. Groups of codes
represents the main “themes” or “elements” of the social context within our user group that
we have identified in the data, created through grouping together codes that are similar or
related. Two groups (limitations and concerns) were split into sub-groups (in italic) for
further clarification.

Second level nodes represent groupings of codes that together represent a theme within
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the participants’ social context. Activities includes codes relevant to activities participants
engage in, such as playing with friends, church, or sports. Concerns represent issues raised
by parents (and children) that are present in their current life or are a cause for a certain
worry, such as “contact with strangers” and “misuse” of technology. Limitations covers
a rather broad theme that consists of both imposed (overprotection, privacy) or natural
(spatial, age) issues that present a specific barrier towards the performance of an action
(whether related to technology or not). Perceptions include mental models formed by an
individual or a group (parents or children) of their understanding of certain concepts such
as technology or social media, and use-cases/ideas represent suggestions that were given
directly by focus group participants about ePartner features they believe to be be useful.

To explain in more detail, a few passages and their related codes taken from the data are
shown below3:

• A: I think safety & security is important, also for the family, how do you handle this?
If they can hack such an “ePartner” system, they will know everything about your
child: Where they go, where they play their sports, how the routes are, and that’s a
lot of data. When I drew these data for the probe kit, I realized: You now know how
my kid goes to the football field. Security is extremely important.

Coded under (a) limitations:imposed:security, (b) limitations:imposed:privacy, and (c) ac-
tivities:internet/social media

• B: You know everything about it, and I don’t feel like it, to be on something like
Facebook, but I am forced to do this to follow the developments.

• C: We were wondering this week, do we have to make a Facebook account for our-
selves to be prepared for when cC wants to have such an account?

Coded under (a) concerns:anxiety/worry, (b) concerns:trust:(child), (c) activities: internet/social-
media, and (d) perceptions:parents’ mental model of kids understanding of technology.

• cC: (about her smartphone)... and that is something on which you can play all sorts
of games, and you can also chat and listen to music.

Coded under (a) activities:gadgets, (b) activities:music, (c) activities:internet/social media,
and (d) perceptions:kids’ understanding of technology.

3Names of participants are anonymized. Adults are referred to with one capital letter (for example, A or B),
and children are referred to with a small c before one capital letter (for example, cA means the child of adult
participant A).
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2.5.2. Coding evaluation
As motivated in Section 2.3.2, randomly selected portions of the data (containing around
20% of the codes) were evaluated by a second researcher who has not been exposed to the
data before. Evaluation consisted of (a) rating the codes present in the passages with “OK”,
“questionable” or “reject”, and (b) answering a set of open-ended questions regarding the
terminology used, consistency, completeness, placement and grouping of the codes.

The result of part (a) was that roughly 60% of the codes received an OK, 20% were
rated as questionable and 20% were rejected. Out of the rejected 20%, we agree with the
rejection in approximately half of the cases, for example:

• Coding “D: Maybe you can say: They will do things on Facebook etc., but you could
let them get used to this in a controlled way”.

was classified under “misuse” (which falls under the theme concerns:tech-related), but we
agree with the evaluator that this text is not related directly to misuse of technology. For
these cases we have adapted our codings.

We disagree with the rejection in the rest of the cases, for example:

• Coding “So, where do you have to interfere? Maybe, do you have to give children
their own responsibility not to do these kind of things?”

was coded under “overprotection” (which falls under the theme limitations:imposed), be-
cause the idea of overprotection is being discussed, especially considering the overall con-
text of that part of the discussion.

The answers to the questions in part (b) were:

• The current coding schema represents the data fairly well.

• Adding codes such as “future plans” and “playing outside” was suggested, seen to be
useful in the third session with the children in specific.

• A few changes to current codes were suggested, for example splitting
“bullying/argumentation” into two separate codes, changing “trust (ePartner)” into
the more specific “trust (social media)”, and renaming “distance/spatial limitations”
to become more specific.

• No changes were suggested for the grouping (themes) of the codes.

These suggestions were taken into account to the extent that they had implications for
the final tree, though not strong enough to produce prominent changes to the hierarchy and
placement of codes within the tree. This suggests that the tree of codes resulting from the
analysis has a good level of comprehensibility. Analyzing the evaluation as well as applying
many of the suggested modifications to the codes and the tree contributed to a joint-view
tree of codes in the final form.

2.6. Grounded model
With no more refining of the themes and codes in the tree to be done, the fourth and last step
in grounded theory is theory building (the discussion and linking of emergent themes, and
visual portrayal of connections that build up themes into a theoretical model, as discussed
in Section 2.3.2).
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2.6.1. Values as a central element
We queried the data material with various combinations of codes within the different themes
in the tree of codes, especially codes with a high density in the text. We found that many
of the passages of text that were returned as a result of queries of this type were statements
from parents and children regarding certain elements that they believe to be “good” or
“bad”, “preferred to” or “not preferred to” a certain familial or societal issue they encounter.

Before we elaborate further on the possible significance of these types of statements,
we need to briefly introduce the notion of “values” as discussed in across various academic
domains. According to Cambridge Dictionary, a value is defined as “the importance or
worth of something to someone”.

Schroeder (2012), shows that values can be represented as phrases containing a subject
matter, and a claim of “good/better/best” or “bad/worse/worst”, relating the subject matter
to someone or something, or in general. Examples of that can be “too much cholesterol is
bad for your health”, “my new can opener is better than my old one” and “pleasure is good”.
Though the word “value” in itself seldom appears in a sentence of this form, the existence of
the varieties of “good” and “bad” in the sentence signify how the value of the subject matter
is seen. In his 1973 book (Rokeach, 1973), social-psychologist Milton Rokeach published
a list of values (based on a survey he conducted) that has become popular and widely used.
The list included 18 terminal values (end results, or what one seek to accomplish such as
happiness, freedom, and a comfortable life) and 18 instrumental values (ways of seeking
and accomplishing terminal values, such as ambition, self-control and honesty).

The statements of the “good/bad” and “preferred to /not preferred to” form, which were
returned as results of the queries discussed earlier, may then provide clues to the values of
the person providing such statements. Often, the values they refer to align with some of the
values in Rokeach’s value survey.

To illustrate, querying the data for passages containing both the tree codes of “inter-
net/social media” and “safety”, would return several results, one of which is:

• “E: Often I get why-questions from children, and on the Internet you can get really
strange things if you Google some words. Can you have a child-friendly Internet,
that is safe and enclosed?”

Transforming this passage into the “good/bad” form returns the following value statement:

• “It is good to protect your children from the Internet’s unsafe side”.

Within Rokeach’s value survey, we can arguably link the previous sentence to the value of
“family security”.

• “C: cC would really be happy if she could see that her best friend is available to play,
but then I think they can already phone eachother, but such a feature would be nice
for children: to see eachother’s availability”

Transforming this passage into the “good/bad” form returns the following value statement:

• “It’s good if children are able to use technology for coordinating their activities”.
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Within Rokeach’s value survey, we may link the previous sentence to the values of “inde-
pendence” and “social recognition”.

We found that several of values in Rokeach’s survey are important for this type of user
groups, including family security, independence, inner harmony, true friendship and social
recognition.

2.6.2. Relationship between social context and values
Highlighting values as a central concept in the user data brought forth the idea for a unify-
ing link that can be established among three of the five themes in the social context through
the values of our user group– activities, concerns, and limitations. We further explain these
themes in the context of this application domain, as well as the tree of codes in Figure 2.2:

Activities: pertain to activities in which children (sometimes along with their parents) en-
gage during their average day, e.g. going to school, visiting friends.
Concerns: pertain to (mostly) parental concerns related to their children in the general sense
(e.g. being increasingly in contact with strangers) or specifically related to technology (mis-
use of social media).
Limitations: concerning geographical (e.g. distance) or social (e.g. privacy or security)
limitations that obstruct certain societal goals both parents and children have.

To highlight the relationship between values and these elements as defined above: ac-
tivities are driven by the values of our user group, concerns pose a threat to the values of
that group, and limitations obstruct fulfillment of the values of that group (or in the case of
imposed limitations, pose a threat to their values). This relationship is depicted in Figure
2.3.

Figure 2.3: Relationship between social context and values
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2.6.3. Relationship between values and norms
The second question we posed in the introduction highlighted the need to understand the re-
lationship between the normative framework in which we envision the ePartner to operate,
and the elements of the social context. Having seen how the elements of the social con-
text are interconnected through user values, we proceeded by investigating the relationship
between these values and norms. This relationship has been established in literature. For ex-
ample, in Hansson (1991) it is investigated to what extent norms (obligations, permissions,
and prohibitions) can be expressed in terms of value predicates (good, bad, better, etc.). In
Figueiredo and Silva (2013), a method is proposed to identify conflicts between the values
of an agent, and the norms to which it subscribes. In van de Poel (2013) norms represent
the middle layer in a 3-layer hierarchy (Figure 2.4) which shows how design requirements
can be elicited from values. Social norms (as an intermediary step in this model), can thus
be derived from (or to be more specific, created to support) values– though in van de Poel
(2013), these norms represent a further level of abstraction of the more concrete, deontic
notion of norms, which would fall in-between this layer and the design requirements layer
in this model.

Figure 2.4: A model that shows how to move from values to design requirements (van de Poel, 2013)

Based on the previous literature examples, we propose that norms that influence the
behavior of an ePartner can be created to support the values of our user group. Consider
our last example of a sentence expressing a value:

• “It is good to protect your children from the Internet’s unsafe side”.

This means that the user believes a specific concern (misuse of technology) poses a
threat to one of their values (family security).

We identify ePartner norms can support this value, for example:

• ePartner is obliged to block websites that are considered unsafe, or
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• ePartner is obliged to inform parent if child is accessing unsafe websites.

By adhering to either of these norms, the ePartner alleviates this instance of the concern
“misuse of technology”, thereby averting its possible threat to the value “family security”.

To generalize from that example, the elements of the social context (activities, concerns,
limitations) affect user values positively or negatively, and though adhering to norms, ePart-
ners can enforce a positive effect or diminish a negative one.

2.6.4. Relationship between social context, values, and norms
We have seen how the elements of the social context are related to the values of our user
group, and that ePartner norms can be created to support these values. We can now “close
the loop” and see how norms for the ePartner can support the elements of that social context.
The resulting grounded model (Figure 2.5) shows the relationship between social context,
values, and norms, answering the two research questions that we posed in the introduction
(Section 2.1):

1. Activities that families engage in, concerns about and limitations on family life form
the main elements of the social context of this user group, and these three elements are
connected through the central concept of user values (namely, activities are driven by
values, concerns pose a threat to values, and limitations obstruct fulfilment of values).

2. Norms can support these values by promoting activities, alleviating concerns and
overcoming limitations.

In this way the model provides the foundation for developing a normative framework to
govern the behavior of ePartners for children. It shows that to develop a normative frame-
work for ePartners for socio-geographic support, user values should form the starting point.
It also provides guidance on the type of prototype application and corresponding norms to
be developed in the next phases of sCE, since these should be aimed at promoting activities,
alleviating concerns and overcoming limitations.

2.7. Conclusion and discussion
Our contribution in this chapter is a grounded model that shows the main elements of the
social context of this user group, namely the 1) activities, concerns, and limitations related
to family life, and that these three elements are connected through the central concept of
user values, and that 2) norms can support these values. In this way the model provides the
foundation for developing a normative framework to govern the behavior of ePartners for
children, identifying user values as the starting point.

The model we presented is grounded, meaning that it was constructed on the basis
of user studies and corresponding data analysis, and it provides a coherent and concise
specification– though it is imperative to note that the intention of grounded theory - as a
qualitative research methodology - is to synthesize models (such as this one) that provide a
foundation for empirical work which may utilize such user-rooted, synthesized concepts to
test for evidence. Moreover, and despite our best efforts in accounting for researcher bias,
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Figure 2.5: A grounded model that shows the relationship between social context, values, and norms.

the inherent subjectivity in qualitative data analysis methods cannot be entirely eliminated.
But we believe that taking users into account is crucial for developing this type of interactive
technology, and having done so in this chapter, the ePartner’s support taken from this model
onwards will align with this target group’s context of use. This chapter also forms an
example of how one can use user-research methods as the basis for developing a normative
framework.

In future research, we will continue with the next phase of the sCE framework, building
on the findings we presented in this model. Relevant research at this stage is Value-Sensitive
Design (VSD), see Friedman and Kahn (2003)– an approach that seeks to design technology
that accounts for human values in a principled and comprehensive manner, and investigate
how values are supported or diminished by particular technological designs.

Following the development of a normative framework for socio-geographic support we
will create and evaluate a first prototype on top of a mobile phone sensing platform. The
prototype should allow users to express their requirements on ePartners’ behavior, sup-
ported by a normative specification language. We will evaluate the prototype through user
studies situated in the environment of the target group.





3
A social commitment model for
location sharing applications in

the family life domain

Mobile location-sharing technology is used increasingly by parents to know where their
children are. It is our aim to make such technology more flexible in adapting to the par-
ticular social context in which it operates. We propose to realize this by allowing users to
specify norms that govern the respective social contexts, to which the application should
adapt at run-time to provide tailored support. The challenge we address in this chapter is
the development of a normative model tailored for mobile applications that support loca-
tion sharing in family life. The novelty of our work lies in the fact that we employ empirical
user-centered design methods and techniques for developing the model in an iterative and
“bottom-up” way. This results in two main contributions: 1) a normative model, specifi-
cally a social commitment model, for family life location sharing applications shown to be
useful and usable, and 2) a demonstration of how user-centered design can be employed to
develop a normative model for social applications.

3.1. Introduction
Social media platforms have gained a massive number of users in recent years– at the time
of writing, Facebook had 1.86 billion active users, while Twitter had 319 million active
users. People are spending increasing amounts of time sharing and receiving content such
as text, photos, videos, and location information. In this chapter we are interested specifi-
cally in the latter. In our research we investigate the creation of a mobile, location sharing
application to support families with elementary school children, usually six to twelve years
of age. This application may assist children when they start exploring their environment,

This chapter is based on “A social commitment model for location sharing applications in the family life domain”,
currently under review.
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e.g., by helping them stay safe, go to school or visit friends on their own, make new friends,
or explore their neighborhood.

A number of existing social apps and wearable gadgets already provide functionality
that supports location sharing in this context to some extent. For example, Foursquare and
Facebook allow users to perform check-ins at certain places, and share that location content
with their lists of friends. Both Facebook and Twitter allow for geographical tagging of
content including photos. Glympse and Life360 are family-oriented mobile apps, where for
example, a parent can view the current location of her children or other family members
on a map through GPS tracking. LG has recently released KizON, a bracelet that provides
real-time location information allowing parents to track their children’s whereabouts in real
time.

The idea that forms the starting point for our work is that such applications need to take
into account their social context and adapt their support accordingly (Kayal et al., 2014a).
For example, if a family normally allows a child to wander around the neighbourhood
alone, the location sharing application of the child might only notify the parents in case the
child has left the area considered familiar or secure. On the other hand, if a family lives
in an unsafe area they might not allow the child to do this, in which case the application
could send a warning to the parents if the distance between child and parents has crossed a
certain limit. Following the vision outlined in van Riemsdijk et al. (2015b), we propose to
model these different requirements for the behavior of the application as norms that govern
the respective social contexts, to which the application should adapt at run-time to provide
tailored support.

In research on normative multiagent systems a wide range of normative models and
frameworks has been developed (see Andrighetto et al. (2013) for an overview). Norms
are statements expressing for example obligations and prohibitions as means to regulate the
behavior of autonomous agents towards achieving a better overall system performance. This
concept has been inspired by the way social norms regulate people’s behavior in society.
The challenge we address in this chapter is the development of a normative model tailored
for mobile applications that support location sharing in family life.

The novelty of our work lies in the fact that we employ empirical user-centered de-
sign methods and techniques for developing the model in an iterative and “bottom-up” way
(Section 3.3). We start from an understanding of our user group (Section 3.2) and perform
two iterations of specification and evaluation (Sections 3.4-3.7) in order to create a nor-
mative model that aligns with the context of use. This results in two main contributions:
1) a normative model for family life location sharing applications shown to be useful and
usable, and 2) a demonstration of how user-centered design can be employed to develop a
normative model for social applications. We discuss these results and conclude the chapter
in Section 3.8.

3.2. A Value-Centric Grounded Model
The starting point of this chapter is previous research (Kayal et al., 2014a) in which we
have conducted several user studies (namely, cultural probes (Gaver et al., 1999) and focus
groups (Kreuger and Casey, 2008)) with a sample of our target group (6 parents, and 6 of
their children) in a town of approximately 30,000 inhabitants. The aim of the study was
to understand what the main elements are that make up the social context of the target do-
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main (location sharing in family life) and how these are related to the envisaged normative
framework.

We used a qualitative method called grounded theory (Strauss and Corbin, 1998) to
analyze our data. In grounded theory a model is built through a bottom-up process of
labelling the transcripts of interviews with increasingly abstract codes in order to identify
main themes in the data and eventually identify relations between them. The resulting
“grounded model” is shown in Figure 3.1.

Figure 3.1: Grounded model (from Kayal et al. (2014a))

The model identifies three key elements of the social context of family life: “activities”
e.g. visiting family, going to the park, playing outside; “concerns” e.g. anxiety about
children going places on their own, children’s exposure to the internet; and “limitations”
e.g. friends living at a distance, difficulty using certain technologies. We have identified
the concept of values as central in connecting elements of the social context to norms.
According to Cambridge Dictionary, a value is defined as “the importance or worth of
something to someone”. In his 1973 book (Rokeach, 1973), social-psychologist Milton
Rokeach published a now widely used list of values such as family security, freedom and
independence, based on a survey he conducted. The connection between norms and values
has already been made in philosophy and normative systems literature (Hansson, 1991;
Van Wynsberghe, 2012; Manders-Huits, 2011). The idea is that values may be promoted
and demoted by norms, which influence agents’ choice of actions. An action changes an
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old situation into a new situation, and if the new situation is better or worse than the old
one with respect to a certain value, we say that the action respectively promotes or demotes
that value (Bench-Capon, 2003; van der Weide, 2011). Since norms are action guiding
statements, through obligating or prohibiting actions (Hansson, 1991), norms can be used
to influence an agent’s behavior to promote or demote certain values. Through annotating
user statements in Kayal et al. (2014a) with the values from Rokeach’s list which relevant
to these statements, were were able to identify the values from that list which we believe are
relevant to this domain. Specifically, we found that the following user values were appeared
in the annotations at least more than once:

• Family security: parents keeping their family members safe and secure.

• Freedom: children expressing their desire to have less parental monitoring.

• Independence: parents and children expressing their desire that the children be able
to do more activities on their own.

• Friendship: parents and children alike expressed the importance for the children to
build true friendships with their peers.

• Social recognition: organized social activities for children (e.g. at school, play-
grounds, friends’, etc.). Parents and children stressed how social activities and in-
teraction can provide a sense of social achievement or recognition for the children.

• Inner harmony: parents’ “peace of mind”, as opposed to the anxiety typically expe-
rienced with the activities that their children have to do away from their supervision.

• Responsibility: the importance for children to become responsible when it comes to
school, homework, and free time.

3.3. Approach
In the introduction, we highlighted the need for developing social applications while en-
suring user involvement throughout the stages of development. In this section we outline
our approach in more detail. Our approach is based on the situated Cognitive Engineering
(sCE) framework (Neerincx and Lindenberg, 2008). Cognitive Engineering (Hollnagel and
Woods, 1983) concerns development of practical theories and methods that are situated in
the domain. Using a situated approach allows for (1) better addressing of the human fac-
tors (i.e. human characteristics that influence people’s behavior in a certain environment),
which in turn leads to a better human-machine collaboration design and (2) a better under-
standing of the domain of operation. sCE is a Cognitive Engineering framework in which
the iterative nature of situated user-centered development processes is emphasized.

sCE comprises three main iterative phases: foundation – understanding the domain and
characteristics of our target group, specification – scenarios, technological requirements
and claims about the effect of the envisaged technology in the lives of the target group, and
evaluation of certain aspects of the introduced technology during the cycles of its imple-
mentation, such as usability and user interface tests, simulations of certain models, and field
testing/evaluation of prototypes.
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An overview of how we employed these phases for developing a normative model is
depicted in Figure 3.2. We instantiated sCE’s foundation phase through development of the
grounded model and identification of values as described in Section 3.2 (Box 0). Based
on this foundation, we develop the normative model through a series of iterations of spec-
ification and evaluation. In this chapter we focus on the first two iterations (Box 1): i)
specification of the main elements of the normative model (which we call the normative
concept, Section 3.4) and evaluation of its expressivity (Section 3.5), and ii) a more de-
tailed specification of the syntax and semantics of the normative model (Section 3.6) and
evaluation of its usability and usefulness (Section 3.7). Evaluation of the extent to which
a location sharing application built on the basis of this normative model provides better
support for people’s values (Box 2), as well as specification and evaluation of a normative
conflict resolution model (Box 3) are subject of future research.

Figure 3.2: Instantiation of the three phases of the sCE framework.

3.4. Specification of the Normative Concept
In this section we present a specification of the normative concept to be used as the basis
for developing the normative model. Following sCE, we perform an analysis of possible
scenarios and corresponding technological requirements and claims about the effect of the
technology. In our case this concerns identification of location sharing scenarios, require-
ments regarding the elements of the normative concept, and claims concerning the expected
fulfillment of values in these scenarios when these requirements would be fulfilled (Section
3.4.1). This analysis is based on the data and grounded model from our previous user study
(Kayal et al., 2014a) as summarized in Section 3.2. We analyze to what extent existing loca-
tion sharing applications already fulfill these requirements and provide support for relevant
values (Section 3.4.2). Then we identify the main components of the normative concept
with the aim of providing support for values as envisaged (Section 3.4.3).

3.4.1. What should our model be capable of expressing?
We have performed an analysis of the data from our focus groups with parents and children
from Kayal et al. (2014a) and identified situations (scenarios) and corresponding normative



30 3. A social commitment model for loc. sharing app’s in the family life domain

Table 3.1: Scenarios, requirements, and claims.

No. Scenario Requirements Claims

1 When a child arrives at a play-
ground, a friend’s place, or at
school, a parent or friend would
like to know this.

x wants y to share
their location with
them if they arrive at
a specific location.

Promotes:
Social recognition
Friendship
Family security

2 In order to keep her children safe,
a mother would like to ensure that
she or the children’s father know
when they enter a dangerous area.

x wants y to share
their location with
them or a third party
if they enter a certain
place.

Promotes:
Family security

3 During dinner or homework a
parent does not want the child to
receive location information from
non-family members to preserve
family time and quiet time.

x wants y to stop
receiving location
info from non-family
members during
certain time periods.

Promotes:
Responsibility
Inner harmony

4 A parent may not want to receive
location notifications from their
child during a time when they are
busy.

x does not want to re-
ceive too many loca-
tion notifications un-
der certain conditions.

Promotes:
Independence
Freedom
Inner harmony

5 Parents do not want strangers to
know where their children are.

x does not want y’s
location to be shared
with strangers.

Promotes:
Family security.

statements (requirements) regarding sharing and receiving location information. These re-
quirements can be interpreted as obligations or prohibitions that govern sharing and receiv-
ing of data, and can be translated to what users believe should feature in a family location
app or platform. In Table 3.1 we describe these scenarios and corresponding requirements,
and we identify values they intend to promote.

From these scenarios and requirements we extract the following general elements that
a normative model for location sharing applications should allow to express, according to
this analysis step.

Social needs In real-life social settings, requirements regarding sharing and receiving data
may originate from people in the user’s social circle, i.e., from a person different
from the user of the application such as a child’s parent or friend.

Context Social needs regarding location sharing often concern a specific context describ-
ing when data should (not) be shared or received, such as a particular location or time
of day.
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Duality of data sharing Social needs in the context of location sharing applications may
concern both sides of the sharing process, i.e., not only sharing but also receiving
data.

Third party association Social needs regarding location sharing may concern a third party,
for example a mother requesting a child to share location data with the father, or not
to share data with strangers.

Obligations and prohibitions Social needs regarding location sharing can be in the form
of obligations (data should be shared or received) or prohibitions (data should not
be shared or received). Here we loosely interpret a request not to share/receive as a
prohibition to share/receive, in line with Meyer (1987). Relating our normative model
to formal theories investigating action negation in deontic logic (Broersen, 2004) is a
topic for future research.

3.4.2. Comparison with existing applications
We now compare these elements to social and location sharing platforms that are available
as of the time of writing. Existing location sharing platforms implement roughly two types
of data sharing mechanisms: i) location sharing by means of active check-ins, where loca-
tion data is shared (only) when the user actively does so, such as on Foursquare, Facebook
and Twitter, and ii) location sharing by means of GPS tracking, where location data is con-
tinuously shared once the user agrees to do so and until it is switched off by the user, such
as on Life360 and FindMyFriends.

Comparing these location sharing mechanisms with the elements we identified above,
we make the following observations. Applications that feature only the possibility for user-
initiated check-ins do not accommodate social location sharing needs within the applica-
tion. This can demote some users’ values because i) no check-in is performed at a time
where they would like to know where another user is, or ii) because a check-in is performed
but not shared with them. The latter can occur when users assign their contacts to custom
lists and choose which of their updates are shared with which lists, such as in Facebook.
Assume for example that a daughter has a list comprising family members. Then if par-
ents would like to be notified when she is at an unsafe area, it would require the daughter to
share all her check-ins with all of her family. This promotes family security but may demote
her freedom because more check-ins are shared with parents than necessary and desired, as
well as with other family members. Also it may demote family members’ inner harmony
because they receive too many check-ins (Case 4 of Section 3.4.1). Please note that in the
last case, this kind of oversharing may be avoided by creating a list only consisting of par-
ents, and switching sharing with the list on only when creating a check-in at a dangerous
area. However, this is cumbersome and it does not facilitate extensions that require the
application to be aware of this social need, for example a functionality that reminds the
daughter to check-in or that performs an automatic check-in at a dangerous area.

On the other hand, applications that rely on GPS tracking and continuously share loca-
tion data do accommodate social needs, but the data is not shared in a context-dependent
manner. This may promote family security and social recognition since parents and friends
can always find out where a child is (Cases 1 and 2 of Section 3.4.1), but it can demote
a child’s freedom and independence since their decision to go somewhere has to take into
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account that someone else might see this. Some applications such as FindMyFriends do
allow limited conditional location sharing, for example by giving permission to share GPS
data only within a certain timeframe. Also conditional notification rules can be used to
express that user x gets a notification every time user y is at a certain geographical location.
However, this typically concerns a context-dependent notification to x based on GPS data
that has already been shared, rather than context-dependent sharing of that data from y to
x.

Moreover, existing applications typically focus on providing mechanisms to allow shar-
ing but not receiving of location data (duality of data sharing), and to the best of our knowl-
edge they do not allow to express prohibitions on sharing and receiving data nor third party
location sharing needs. This may demote responsibility, for example when a child receives
notifications when it is supposed to be doing homework (Case 3 of Section 3.4.1), or family
security when a child shares location data with strangers (Case 5 of Section 3.4.1).

In summary, existing location sharing applications implement some aspects we identi-
fied, but a comprehensive location sharing model that is grounded in user values and allows
to express contextualized social needs has not yet been developed. These limitations come
with the risk of negatively affecting user values as a side effect of promoting others.

3.4.3. Components of the normative concept
In this section we make the requirements identified in Section 3.4.1 more concrete by trans-
lating them into components of the normative concept. We take as a starting point an exist-
ing model from the normative multi-agent systems literature whose elements correspond to
some extent with those we identified based on our user study. Specifically we build on the
work of Singh (Singh, 1999) on social commitments (SCs). A SC describes an agreement
between two parties, namely a debtor who is committed towards a creditor for bringing
about a certain proposition, or a consequent, when a certain antecedent comes to hold. A
commitment can be viewed as the result of an expressed social need, e.g., a parent would
like to be informed when a child arrives at school (social need), which can result in a cor-
responding commitment from child to parent. Being a norm-based model, we use the term
“agent” to denote the application that is sharing and receiving information on behalf of the
user.

Creditor and debtor The creditor and debtor represent the parties involved in a social
commitment, which facilitates expressing social needs. The creditor is a user that makes
a request (expresses a social need) to the debtor through its agent for data to be shared or
received. For example, in Case 2 of Section 3.4.1, user x is the creditor and y is the debtor.

Normative effect We introduce a deontic normative effect which is either the obliga-
tion or prohibition of a certain action. The effect achieved through obligating or prohibiting
an action should aim to promote a certain value. For example, in Case 1, the normative
effect is “user y is obliged to share their location with user x”, and in Case 5, the normative
effect is “user y is prohibited from sharing notifications”. In specifiying the main elements
of the normative concept we abstract from the specific action under consideration, i.e., the
duality of data sharing and third party associations. This is further detailed in the specifica-
tion of the normative model in Section 3.6.
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Triggering and expiry conditions To represent the context in which a norm should
have an effect, we introduce triggering and expiry conditions. A triggering condition, when
true, detaches the normative effect of a social commitment on an agent. For example, in
Case 2, if the condition “in dangerous area” is true, the norm triggers the detachment of the
normative effect “user y is obliged to share location”. A triggering condition is similar to
the antecedent of a social commitment in Singh (1999) or the activation condition of a norm
as used for example in Kollingbaum and Norman (2003). The expiry condition (Kolling-
baum and Norman, 2003) deactivates the normative effect when it becomes true. While in
many cases this condition will be the opposite of the triggering condition, e.g. in Case 3,
the trigger condition is dinner time starting, and the expiry condition is dinner time ending,
some situations may require an expiry condition is not the exact opposite, e.g. the trigger
condition is dinner time starting, and expiry condition is a guest leaving the house.

In summary, a social commitment is a tuple 〈C ,D,n, t ,e〉 where C is the creditor, D
is the debtor, n is the normative effect, t is the triggering condition, and e is the expiry
condition.

3.5. Evaluation of the Normative Concept
According to the iterative sCE approach, we evaluated the developed normative concept
with members of our target group. The main purpose was to evaluate already at this early
stage of development the expressivity of the normative concept regarding its ability to ex-
press users’ normative statements. In addition, we aim to form an understanding of how
potential users would use future technology that is based on our concept, as a guideline for
the specification phase in the following iteration.

3.5.1. Method
The method we selected for our evaluation is Co-Constructing Stories (CCS) (Ozcelik Busker-
molen and Terken, 2012). This is a group interview method that is particularly suited for the
evaluation of technology concepts that are still in the conception phase, through allowing
potential users to make future judgments about novel design concepts by linking them to
their own past or current experiences. Assuming that memories, experiences and thoughts
about the future are closely linked, users could make better judgments about novel design
concepts if they were able to link them to their own past experiences. Utilizing that concept,
CCS aims to generate in-depth qualitative user feedback.

The method consisted of two phases: sensitization and elaboration. In the sensitization
phase, users were asked whether they recognize a particular story and were invited to talk
about their own experiences in this context. In the elaboration phase the researcher intro-
duces the concept to be evaluated as an additional element to the story, and participants
were then invited to tell how they believe the story would play out after the introduction of
that element.

These interviews provided us with a corpus of text that could be analyzed for occurrence
of normative statements in natural language that pertain to the topic, as well as key elements
on how potential users may use the proposed technology.
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Figure 3.3: The comic-like storyboards we used in CCS (translated).

3.5.2. Participants and material

A group of 2 boys and 2 girls, aged 8-10, and a group of 4 of their parents, were interviewed
separately– the children group first, then the parents group, in a central location in their
neighbourhood in a town of approximately 30,000 inhabitants. In each group, two co-
constructing stories sessions were held in sequence. The scenarios of each session were
identical in both groups. The scenarios were presented with the visual aid of comic-like
storyboards (Figure 3.3).

We constructed two scenarios that represented cases where a location sharing applica-
tion utilizing our model was envisioned to be of potential use, embodying the same values
identified earlier, such as family security, social recognition, freedom.

In the first scenario, the sensitizing story was about a girl who was going to school by
herself. She was told by her mother to be careful on her way to school. She arrived at
school just in time. The story was elaborated to include a handheld smart device, where the
mother asked the girl to check-in when she arrives to school, which the girl did.

The second scenario used a sensitizing story of a boy who is bored at home, not knowing
that close by, two of his friends were playing outside. The elaborated story introduced a
handheld smart device, which allowed the boy to see where his friends were, prompting
him to go outside and join them.
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3.5.3. Procedure
The CCS-interviews were semi-structured, meaning that interviewees could divert from the
questions asked, provided they remained within the general theme of discussion. This type
of interview allows for the interviewer to further gather data on users’ own ideas rather than
merely the specific answers to the interviewer’s questions. Each group’s interview lasted
approximately 30 minutes, i.e. 15 minutes per scenario, in which approximately 5 minutes
were spent discussing the sensitizing story, and 10 minutes were spent discussing the elab-
oration story. First, the sensitizing story was shown as a storyboard, then the discussion
was initiated by asking the participants if they recognize that story in their lives. Their
answers would lead to follow-up questions to elicit more information about the shape and
variation this scenario takes individually for each participant. Afterwards, the elaborating
story was introduced on the storyboard, and to stimulate the discussion participants were
asked if they would find the introduced technology useful. Their answers would also lead
to further questions regarding whether or not they found a certain enhancement useful, and
what in specific made such an enhancement perceivably more or less useful.

Approval of the university’s ethics committee was obtained before conducting the study,
as well as parents’ informed consent, and the entire session was audio-recorded to facilitate
analysis.

3.5.4. Data analysis and results
The data collected from CCS was approximately one hour of audio discussion, and we
transcribed the data for statement analysis.

We first needed to perform a validity check, i.e. verifying whether participants were
able to identify with the proposed scenarios, and whether their responses– which included
natural language normative statements, were relevant to the concept, domain, and research
topic. In the first scenario, both parents and children groups confirmed the difficulty of chil-
dren going to school without an accompanying adult, discussing possible ways to alleviate
that difficulty, e.g. going with other children altogether, having to call home from school
when they arrive, or having the school alert parents in case their child did not arrive within
a certain period of time. In the second scenario, both the parents and children groups high-
lighted various ways the children arrange to meet for playdates or other events after school.
They highlighted the lack of a reliable way to arrange this, e.g. sometimes they would call
their friends’ house, or have a parent call one of their friends’ parents, or even go to that
friend’s house without knowing if they are there, or to the playground to see if they can find
someone they know by chance.

Secondly, after the validity check, we needed to identify the user statements of a norma-
tive form that concern location sharing, and evaluate the capability of our concept model to
express them. We found 12 statements of that form, 11 of which our model could express,
e.g. first four statements in Table 3.2, while one statement, the last in Table 3.2, contained
a triggering event that could not be expressed directly using our normative concept. It can-
not be expressed directly because there is no specific triggering condition mentioned in the
statement. Based on common sense knowledge one may assume that it means the school
should inform the parents when the child is not in school within a certain amount of time
after class starts, e.g., five minutes as in Statement 1. However, this is not what the parent
expressed in the interview. This illustrates one of the challenges of representing and rea-
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Table 3.2: Five out of the participants’ twelve natural language statements. The first four can be expressed using
our normative concept, while the fifth is inexpressible.

No. Natural language normative statement Expression using our concept
model

1 Parent: If five minutes pass after the start
of school and a child is not in class, the
school should call the parents.

〈Parent, Teacher, Obligation(call
parent), Child not in school after 5
mins, Child is in school〉

2 Parent: my daughter should call me when
she reaches school, if she was going by
herself.

〈Parent, Child, Obligation(call par-
ent), Enter school, Leave school〉

3 Child: sometimes I (Child1) want to play
with someone (Child2) but I don’t want
others to come.

〈Child1, Child2, Prohibition(send a
message to other children), Start
playing, Stop playing〉

4 Child: when I (Child1) get a message
from a friend (Child2), then I know they
want to play with me. I would find that to
be nice.

〈Child1, Child2, Obligation(send a
message to me), Want to play,
Stopped playing〉

5 Parent: the school should inform parents
if their child does not arrive to school.

〈Parent, Teacher, Obligation(call
parent), trigger and expiry compo-
nents cannot be expressed.〉

soning with people’s norms in software, namely translating people’s intuitive interpretation
of social norms to statements that can be interpreted by the technology.

From that, we can conclude that our generic SC-based concept is powerful enough
to express the large majority of potential users’ behavioral requirements for a location-
sharing technology in the domain. Though one of the normative statement was not fully
expressible, the simplicity of the conceptual model offers a good compromise for such
infrequent shortage of expressive power. Looking more in detail at what these commitments
express, we make the following observations.

• Sharing information about third party: Statement 1 concerns a SC where the debtor
(the teacher) is not the person who’s location should be shared, but the commitment
concerns location information about a third person (the creditor’s child). This is
different from the third party association identified in Section 3.4.1, which concerns
the debtor sharing location with a third party. Moreover, the SC concerns information
that the child is not in school, i.e., negative location information.

• Triggering and expiry conditions: A) We observe that they concern a variety of condi-
tions: location of a third person, location of the debtor, as well as activities (playing).
B) We observe that the expiry condition is the dual of the triggering condition. C)
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Their interpretation can be that the normative effect is detached once as soon as the
triggering condition holds (Statements 1 and 2), or that the normative effect applies
continually between triggering and expiry conditions holding (Statements 3 and 4).

• Absence of deadlines: While deadlines are commonly studied in normative frame-
works (Boella et al., 2008; Broersen et al., 2004; Hindriks and van Riemsdijk, 2013),
these normative statements do not refer explicitly to deadlines for the normative ef-
fect to be achieved. Statements 1 and 2 may be interpreted to specify the deadline
implicitly, namely to fulfill the obligation as soon as possible once the triggering
condition holds. This can be linked to so-called optimization norms as introduced in
Ghose and Savarimuthu (2012). Statements 3 and 4 concern continuous detachment
of the normative effect inbetween triggering and expiry condition, which does not
require a deadline. This can be compared to various types of goals as distinguished
in the agent programming literature, for example in Dastani et al. (2011). Further
exploring this connection is left for future work.

• Commitments to oneself: Statement 3 concerns a commitment where the creditor and
debtor are the same person. Such commitments essentially express basic location
sharing preferences that can be expressed with lists as in existing applications (see
Section 3.4.2), namely that location data should not be shared with certain groups of
people.

Additional findings in the CCS data suggested that (1) the possibility of a commitment
involving a parent and someone else’s child is undesirable, (2) additional communication
mediums might be of little use amongst adults, since they are accustomed to using already
existing means, e.g. SMS or WhatsApp, for communicating. This points to the need for in-
cluding certain user roles or relationships, e.g. adult or minor, parent or child, to determine
the choice a creditor has over creating a commitment. Structures for representing roles and
relationships have been developed in work on agent organizations (Dignum, 2004).

In this iteration, we also used roles and relationships to further restrict the list of avail-
able debtors. Based on the additional findings in CCS, we removed the possibility of a
commitment involving a parent and someone else’s child, and restricted the list of available
debtors available for adults, so that a parent will only be able to create commitments with
their own children as debtors. The list of debtors available for children users included their
own parents as well as all other children.

3.6. Specification of the Normative Model
In this iteration of the specification phase we aimed to refine the SC concept into a normative
model with a concretely defined syntax and semantics. In Section 3.6.1 we highlight the
refinements we make with respect to the normative concept based on our analysis in Section
3.4.1 and the findings from the evaluation described in Section 3.5.4. We further refine
this into a definition of the syntax of the normative model (Section 3.6.2), and provide its
informal semantics by means of a lifecycle specification (Section 3.6.3)1.

1Providing formal semantics at this point in the research is not required in terms of the evaluation proposed for
this iteration (see Section 3.7), and is left for further research
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3.6.1. Refining the concept
Creditor and Debtor In the previous iteration, we borrowed the concept of creditor and
debtor as the parties involved in the commitment from existing SC literature (Singh, 1999).
In this iteration, we made the following two changes. Firstly, for usability reasons we
dropped the explicit notion of the creditor in this iteration, since from a user perspective,
the creditor is always assigned as the user creating the commitment. Secondly, we placed
no restriction in the previous iteration on a user creating a commitment where they also are
debtor, i.e., expressing a commitment towards oneself. However since this does not express
a social need nor offers additional functionality to basic preference settings in social apps,
we restricted the list of available debtors to all users other than the creditor.

Normative effect In the previous iteration, we introduced the normative effect as the core
component of a social commitment. For the model to be usable, the parts that compose a
normative effect must be precisely defined. Based our analysis in Section 3.4.1 and the
CCS data, we define our normative effect component in three parts:

Norm type an obligation or a prohibition of an action;

Action to share or receive data, in this case location information;

Third party the user or user group with whom the location information must or must not
be shared, or from whom the location information must or must not be received. The
third party’s role within a certain commitment is passive, i.e. content shared with
them or received from them is entirely determined by the creditor and debtor.

For example, in the normative effect “share location with family”, the norm type is an
obligation, the action is to share, and the third party would be the user group “family”. In
the normative effect “not receive location from me”, norm type is a prohibition, the action
is to receive, and third party is “me”, or the creditor themselves.

We do not include the possibility for sharing information about a third party for rea-
sons of simplicity, and since we encountered only a single instance of this type in the user
data. Although in general such multiuser privacy aspects are important when sharing data
on social media (Murukannaiah et al., 2016), in our domain of location sharing in family
life they appear to be less prominent.

Triggering and expiry conditions In the previous iteration, we introduced the triggering
and expiry conditions as the conditional components of a social commitment. Since the
expiry condition was found to be the dual of the triggering condition, for usability purposes
we transformed trigger and expiry conditions into one conditional component. According
to conditionals in the user statements in Section 3.4.1 and CCS normative statements, we
allow these to be one of the following two:

1. A place conditional: triggered by entering a defined geographical area, and expires
upon leaving that area.

2. A time conditional: triggered at a specific time and expires at another.
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We do not include the possibility for expressing location of a third person, since we also
omitted the possibility of sharing information about a third party. Moreover to simplify con-
text recognition, we do not include activities as conditions but introduce a time conditional
which may be used to indicate the time period in which an activity takes place, e.g., dinner
time. Moreover, while in general one may consider various logical combinations of place
and time as conditionals, we do not include this here for reasons of simplicity and since
most of the user statements concern atomic conditions.

Roles and relationships Based on the findings from the CCS evaluation, we excluded
the possibility of a commitment involving a parent and someone else’s child, and restricted
the list of available debtors available for adults, so that a parent will only be able to create
commitments with their own children as debtors. The list of debtors available for children
users included their own parents as well as all other children.

Validity Based on CCS normative statements we introduced two distinct commitment
validity options that were found to be useful by our user group. A commitment can either
be valid for one instance of normative detachment, i.e. removed after one compliance or
violation of the norm, or valid-until-removed, i.e. normative effect may be triggered until
commitment is explicitly removed.

3.6.2. Syntax: social commitment grammar
Based on the refinements described in Section 3.6.1, we constructed the following grammar
for social location sharing commitments. The sentence in the first line expresses a social
need that translates to the corresponding commitment upon acceptance by the debtor, where
the creditor is the “I” who expresses the social need.

〈commitment〉 ::= ‘I want’ 〈debtor〉 ‘to’ 〈norm type〉 〈action〉 ‘with/from’ 〈third party〉
‘if’ 〈condition〉 ‘,’ 〈lifespan〉

〈norm type〉 ::= ‘not’ | ε

〈action〉 ::= ‘share location’ | ‘receive location’

〈third party〉 ::= ‘me’ | 〈users〉 | 〈groups〉

〈users〉 ::= 〈my parents〉 | 〈other parents〉 | 〈my children〉 | 〈other children〉

〈my parents〉 ::= ‘Paul’ | ‘Mary’ | ...

〈other parents〉 ::= ‘Lisa’ | ‘Peter’ | ...

〈my children〉 ::= ‘Mike’ | ‘Claire’ | ...

〈other children〉 ::= ‘Jason’ | ‘Jane’ | ...

〈groups〉 ::= ‘friends’ | ‘family’ | ‘others’ | ‘everyone’

〈condition〉 ::= 〈time period〉 | ‘he/she is at’ 〈place〉
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〈time period〉 ::= ‘between’ 〈time〉 ‘and’ 〈time〉

〈time〉 ::= ‘00:00’ | ‘00:01’ | ... | ‘23:59’

〈place〉 ::= ‘home’ | ‘school’ | ‘park’ | ...

〈lifespan〉 ::= ‘for one instance’ | ‘valid-until-removed’

〈debtor〉 ::= 〈my children〉 in the case of an adult creditor

〈debtor〉 ::= 〈my parents〉 | 〈other children〉 in the case of a child creditor

3.6.3. Informal semantics: commitment lifecycle
In this section we informally detail the semantics for our SC syntax through specification
of a commitment lifecycle. This lifecycle is similar to the one proposed in Singh and
Telang (2012), where formal definitions of semantics can be found. We motivate how
a commitment’s lifecycle for social location sharing applications deviates from the one
proposed by Telang and Singh.

Here we use an example commitment that could be generated with our syntax to illus-
trate the different states that a commitment could go through in its lifecycle (Figure 3.4): I
want Paula to share her location with me if she is in the park, valid-until-removed. We as-
sume the creditor is Paula’s father, and make the distinction between the actions performed
by users, i.e. Paula and her father, and their agents. We discuss the various states and tran-
sitions of the lifecycle step-by-step– though this discussion remains on a higher abstraction
level, informally describing the these states for illustration purposes.

The commitment lifecycle consists of a constructed state (created by creditor), a re-
ceived state (received by debtor), a rejected state (rejected by debtor), a conditional state
(accepted by debtor but not yet triggered), a detached state (condition is met), violation and
compliance states (agent complying or violating the normative action at this instance), and
cancelled or released state (commitment ended by debtor or creditor). To illustrate given
the aforementioned example:

Constructed state The creditor creates the proposed commitment. Since the creditor is
Paula’s father, Paula is available as debtor. The creditor’s agent (Paula’s father) sends the
(requested) commitment to Paula’s agent2.

Received state Paula receives a commitment request through her agent. For illustration
purposes, we assume that Paula has the choice to accept or reject the commitment. If Paula
rejects, the commitment’s lifecycle ends as it enters the rejected state. If Paula accepts, the
commitment enters its active phase, conditional state.

2The creditor is permitted to create commitments only with certain debtors as per the grammar in Section 3.6.2,
e.g. A parent cannot create a commitment with someone else’s child. It is outside of the scope of this research to
investigate the complex social dynamics in family-life situations that may impose further restrictions on which
parties in terms of permissions to create commitments.
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Figure 3.4: The commitment lifecycle.

The “Constructed” and “Received” states are not included in Singh and Telang (2012).
Instead, in that paper a commitment transitions directly from “null” to an “Active” state,
abstracting from the commitment creation process. We envisage our SC model to be used
in an application that supports the process of commitment creation, i.e., where a creditor
expresses a social need and the debtor can reject or accept the underlying commitment. In
order to model this process, we include these states explicitly in our lifecycle.

Conditional state Without a trigger, Paula’s agent is yet to be obligated or prohibited
from performing any action. If Paula then enters the park, the triggering condition holds,
and the normative effect is “detached” on Paula’s agent, taking the commitment to the de-
tached state. Both Paula and the creditor may remove the commitment at the conditional
state, which would lead to the cancelled or released state.

Detached state To illustrate this state we need to assume a location sharing application’s
point of view. Creation of a location object may be automatic, e.g. as in Life360, or may still
need an explicit event such as Paula actively performing a “check-in”, e.g. as in Foursquare.
The nature of the obligated action depends on the type of location sharing application.

If location sharing was automatic, or if Paula performed a “check-in”, Paula’s agent
may share the location info with the creditor reaching a compliance state, or not; reaching
a violation state. As this commitment is valid-until-removed, we go directly back to the de-
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tached state. Since, depending on the application type, the transition between the detached
state and compliance or violation states may not be automatic, Paula and the creditor may
cancel the commitment at the detached state. This is a notable difference from Telang and
Singh’s lifecycle in Singh and Telang (2012), where, the debtor canceling the commitment
after detachment constitutes a violation. For location sharing applications of the “check-in”
type, we can see why it is necessary to distinguish between violation and cancellation of
the commitment at a detached state.

Conditional state, revisited Paula leaves the park, which means that the expiry condi-
tion holds. This brings the commitment go back to the “conditional” state. If the triggering
condition is met again, i.e. Paula goes back to the park, and since the commitment is valid-
until-removed, the commitment would return to the detached state. It is worth noting here
that in one-time commitment lifecycles like Singh and Telang (2012), it is not useful to al-
low the antecedent to become false after it has once become true– compliance and violation
are always end states. For our case, and since commitments may be valid-until-removed,
the expiry condition “Paula leaves the park” allows the antecedent to be false again without
terminating the commitment’s lifecycle, allowing for compliance and violation states to be
reached more than once in the course of that one lifecycle.

Cancelled or released state We enter this state (1) momentarily if the commitment was
good for one instance, and a state of compliance or violation has been reached, or (2) if
Paula or the creditor remove the commitment at any state. We follow the terminology in
Singh and Telang (2012), using the term “released” if the commitment was removed by
the creditor, and “cancelled” if removed by the debtor. Once at this state, the commitment
reaches the end of its lifecycle.

Violation and compliance states Preferences in existing social applications are treated
as hard rules that the application cannot violate. This does not permit the application to
deviate from these rules when necessary, e.g. in emergency situations, which may demote
certain user values. Moreover, since commitments may originate from different people in
a user’s social circle, conflicts amongst commitments might arise which might require the
application to choose to violate certain commitments (e.g. Ajmeri et al. (2016)).

In this chapter we do not discuss the consequences of compliance or violation for the
debtor. However it is important to make the distinction between these two states in order to
allow for further development on the side of the agents’ choices to comply with or violate a
commitment. A recorded trace of compliance and violation of certain social commitments
could, for instance, have effects on future choices, e.g. a child debtor should not be vio-
lating a commitment from a parent creditor too often, the validity of the commitment, e.g.
why not release a commitment with which a debtor never complies, or the restriction of the
creditor’s choices in creating a commitment, e.g. based on a high compliance rate from a
child debtor, a parent creditor may be viewed as too imposing, etc.

In summary, the main differences between our lifecycle and that of Singh and Telang
(2012) are the following:

• Commitment creation process: in contrast with Singh and Telang (2012) we model
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explicitly the expression of a social need by the creditor and the acceptance or rejec-
tion of the corresponding social commitment by the debtor, reflected in the additional
“Constructed” and “Received” states.

• Cancellation of a detached commitment: cancellation of a detached commitment in
our model does not give rise to a violation. This is because our model allows not
only one-instance commitments but also commitments that are valid-until-removed,
which should be allowed to be cancelled even after their detachment. In the context
of location sharing one-instance commitments are satisfied as soon as possible (see
discussion on absence of deadlines in Section 3.5.4), which means that cancellation
of a commitment inbetween detachment and fulfillment may be expected to occur
only rarely.

• Repeated commitment activation: since we allow commitments to be valid-until-
removed, “Compliance” and “Violation” are not end states. Rather, the commitment
returns to the “Detached” state, and if the condition becomes false it returns to the
“Conditional” state. In Singh and Telang (2012) these backwards transitions are not
included because the authors only consider one-instance commitments.

3.7. Evaluation of the Normative Model
Now that we have a specification of our normative model, we can evaluate it. Our overall
aim is to demonstrate that a location sharing application built on the basis of our normative
model provides better support for people’s values. However, before building such an ap-
plication and evaluating this (which we leave for future work), we evaluate the normative
model’s usability and usefulness. Evaluating these aspects is important in human-centered
design of information technology (Davis, 1989). It provides a baseline check on the ap-
propriateness of the technology under development, ensuring that support for values is not
hampered by basic usability and usefulness issues. In this section we describe our approach
and hypotheses (Section 3.7.1), the method used to test the hypotheses (Section 3.7.2), we
present our results (Section 3.7.3), and discuss to what extent these results support our
hypotheses (Section 3.7.3).

3.7.1. Approach and hypotheses
The idea of the envisaged location sharing application is that users can express their social
needs through the application. Therefore in order to evaluate our normative model, we
created a web-style menu that allows participants to create social commitments according
to the syntax presented in Section 3.6.2 (Figure 3.5). The menu allowed users to construct
a commitment through selecting a debtor, a norm type and an action, a third party, and a
condition. Lifespan was not considered a critical element for what was intended to be a
time-constrained evaluation, and was therefore omitted to avoid unnecessary complexity.

Since refinement steps we took in the specification of the model were grounded in user
data, we made the following hypotheses:

(1) The majority of users find our SC model representation to be usable.
(2) The majority of users find our SC model representation to be useful for location

sharing in family life.
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Figure 3.5: A web-style menu representation of the SC model. Commitment shown here was created by selecting
debtor Mary, norm type prohibition, action share, third party me, i.e. the creditor, and a place condition school.
The “Time” button could be used to toggle the condition type accordingly.

Additionally, we formulated the following research question:
(3) What effects do the four elements of our SC model representation have on its us-

ability and usefulness?

3.7.2. Method
This was a within-subject, repeated measures study, i.e. participants had to perform multiple
tasks dispatched from a common pool in a random order. Factors were the four elements
of the web-menu representation. Each split into two subfactors as follows: norm type –
obligation or prohibition, action – share or receive, third party – creditor only or any other
option, and condition – place or time. This subdivision allowed us to test to what extent
these factors affect usefulness and usability.

Task composition and material
To start with, participants were asked to read the text of a scenario of a familiar family life
situation. These scenarios contained a location sharing problem that the participant was
asked to solve using the web-menu representation. It ended with the participant rating the
constructed solution’s usefulness in the scenario.

Family life scenarios used in these tasks were based on the following:
(1) User stories: taken from previous qualitative data in Kayal et al. (2014a) and CCS,

as well as fairly common situations within the family life domain, e.g. children going to
school, a playground, parents taking their children to meet friends.

(2) The elements in the web-menu implementation: norm type, i.e. obligation or prohi-
bition, action, i.e. share or receive, third party, i.e. creditor only or any other option, and
condition, i.e. place or time.

The total number of available tasks we constructed was 16, corresponding to the 16
types of commitments that could be created using the menu. Each scenario contained a
storyline from the user stories and a designated solution, i.e. what we believe to be the most
suitable commitment for this scenario. The designated solutions covered all 16 commitment
types. A scenario contained four to five lines of text on average. These scenarios and their
designated solutions are provided in Appendix A.1.

Procedure and measurement
Before solving the tasks, participants viewed a short instructional video which explained
the background of the research and the domain of location sharing in family life. Then they
had to solve an example task for practicing purposes.
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After that, participants solved four tasks, chosen randomly from the 16 available ones.
This was done in order to limit the time participants needed to spend on the experiment.
Solutions were created using the web-menu representation of our SC model. For each
task, after submitting their solution participants rated how it contributed towards solving
the location sharing problem in the scenario. For this they used a continuous slider (Figure
3.6), with a no contribution response indicated in the middle of the scale. In the experiment
social commitments were referred to as “agreements”, and the menu was referred to as the
“agreement menu”. The contribution rating was used to operationalize usefulness of the
normative model.

Figure 3.6: The slider used by participants to rate the commitment’s contribution to solving the location sharing
problem.

Finally, after the four tasks were completed, participants answered the six-item component-
based usability questionnaire (CBUQ) (Brinkman et al., 2009). Usability was operational-
ized by perceived usability measured by the CBUQ and the ability for participants to find
the designated commitment solution.

Participants and platform
We conducted the experiment through the online crowdsourcing platform Microworkers.com.
User studies are increasingly being conducted on the web, and research has shown the web
to offer an environment just as powerful as the lab, with data collected online being of at
least similar quality to lab data (Gosling et al., 2004) as well as results from the two en-
vironments having high congruence (Krantz and Dalal, 2000). Four hundred and twenty
participants were recruited. Since participants must be able to read and fully understand
the scenarios, participating in the experiment was only open to members living in the US,
Canada, UK, Australia, and New Zealand. Participants were compensated in accordance
with the regulations of the crowdsourcing platform for tasks requiring a similar effort, which
was less than one US dollar per participant. Permission from the ethics committee of the
university was obtained prior to conducting the experiment.

To ensure the quality of the participant’s responses, every task contained a quality con-
trol question, which appeared after the commitment was created. Only participants who
had read the scenario in full would be able to, though simply, answer the question. En-
tries from participants who wrongfully answered the quality control question were omitted
and participants were not compensated. Participants were informed about that in advance
through our terms and conditions.



46 3. A social commitment model for loc. sharing app’s in the family life domain

Data preparation and analysis
The responses of four participants were omitted due to incorrect answers on quality control
questions. The remaining 416 participants solved four tasks each and therefore 1664 tasks
in total, provided a usefulness rating after every task, and answered the CBUQ. All statisti-
cal analyses were done with SPSS version 22. Reliability analysis for the six items CBUQ
showed an acceptable Cronbach’s alpha of .92. Therefore the six items were combined into
a single usability measure. A one-sample t-test with bootstrapping was conducted to com-
pare the usability score with the benchmark value of 5.29 (Brinkman et al., 2009). Binomial
tests with a test proportion of .50 were conducted on the percentage of tasks solved using
the designated correct solution, across the four tasks as well as the 16 scenarios. One sam-
ple t-tests with a test value of 5 and bootstrapping were conducted on the average value of
participants’ rating of the model’s usefulness, across the four tasks as well as the 16 scenar-
ios. Generalized Estimating Equations (GEE) analyses were also conducted with both tasks
correctly solved and rated usefulness as responses, the four two-level elements of the SC
representation as fixed factors, and participant as a random intercept factor, using a linear
probability distribution and an unstructured covariance matrix. Data is available online3.

3.7.3. Results
In this section we present the results of the user study regarding our three hypotheses on
usability (Section 3.7.3), usefulness (Section 3.7.3), and the effect of commitment elements
on these aspects (Section 3.7.3).

Usability
Usability was measured through the CBUQ and the extent to which participants success-
fully completed the tasks. The CBUQ rating (M = 5.75,SD = 1.1) was significantly higher
(t (415) = 8.7, p < .01) than the benchmark value of 5.29 established in Brinkman et al.
(2009). This shows that the rating was more comparable to an easy to use standard set, than
the more difficult to use standard set of interaction components of CBUQ. Results of partic-
ipants’ ability to complete the tasks successfully across the four tasks and the 16 scenarios
are presented in Table 3.3 and Table 3.4, respectively. Binomial tests show a significant
majority of participants was able to solve the tasks correctly across the four tasks (p < .01),
and that a significant majority of participants was able to complete the tasks successfully
in nine out of the 16 scenarios (p < .01). The percentage of correct solutions was below
50% in five of the 16 scenarios. However, none of these five scenarios were found to be
significantly difficult to solve.

It must be noted that an “incorrect” solution in this context does not necessarily equal
an irrelevant commitment. For example, scenario 16 asked participants to ensure their child
does not get alerted with notifications during dinner time, which was given as between
6:30pm and 8:00pm. The designated solution was “I want Mary to not receive notifica-
tions from friends between 6:30pm and 8:00pm”, however, the solution “I want Mary to
not receive notifications from friends if she’s at home”, popular amongst participants and
arguably still relevant to the scenario, was evaluated as incorrect in this experiment.

3https://doi.org/10.4121/uuid:d7978b82-a3c4-4ba1-8519-b87a8b90c883

https://doi.org/10.4121/uuid:d7978b82-a3c4-4ba1-8519-b87a8b90c883
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Usefulness
The menu representation was rated as useful by participants across all four tasks (Table
3.3), and all 16 scenarios (Table 3.4), with p < .01 in all cases.

Table 3.3: Percentage of tasks correctly solved and rated usefulness.

n Soluti on% MeanRatedUse f ulness SDRatedUsefulness

Task 1 416 58.7** 7.8** 2.0
Task 2 416 60.6** 7.8** 2.0
Task 3 416 65.4** 7.9** 2.0
Task 4 416 62.0** 7.9** 2.0

Note H0sol uti on : µ = 50%, H0RatedUse f ulness : µ = 5, * < .05, ** < .01

Table 3.4: Percentage of tasks correctly solved and rating of usefulness across the 16 scenarios.
O = obligation, F = prohibition, S = share, R = receive, C = creditor only, X = other third party option, P =

place, T = time.

n Sol uti on% MeanRatedUse f ulness SDRatedUsefulness

Scenario 1 (O,S,C,P) 102 81.4** 8.2** 1.8
Scenario 2 (O,S,C,T) 111 67.6** 7.5** 1.8
Scenario 3 (O,S,X,P) 100 64.0** 8.3** 1.6
Scenario 4 (O,S,X,T) 103 52.4 7.2** 2.4
Scenario 5 (O,R,C,P) 109 79.8** 7.7** 1.8
Scenario 6 (O,R,C,T) 108 49.1 7.3** 2.4
Scenario 7 (O,R,X,P) 98 55.1 6.7** 2.4
Scenario 8 (O,R,X,T) 97 43.3 7.7** 1.6
Scenario 9 (F,S,C,P) 97 75.3** 7.7** 2.1
Scenario 10 (F,S,C,T) 93 77.4** 8.4** 1.8
Scenario 11 (F,S,X,P) 101 44.6 8.0** 1.6
Scenario 12 (F,S,X,T) 98 75.5** 8.3** 2.0
Scenario 13 (F,R,C,P) 130 68.5** 8.0** 1.8
Scenario 14 (F,R,C,T) 107 65.4** 7.8** 2.3
Scenario 15 (F,R,X,P) 95 40.0 8.0** 2.0
Scenario 16 (F,R,X,T) 115 46.1 8.4** 1.8

Note H0sol uti on : µ = 50%, H0RatedUse f ulness : µ = 5, * < .05, ** < .01

Analysis of the effect of commitment elements on usability and usefulness
Finally, we looked into the effect of four, two-level factors of scenario types – norm type,
action, third party and condition – on the user’s rating of the model’s usefulness. GEE
analysis found that tasks involving a sharing action (540 correct and 265 incorrect solutions,
or 68%) were significantly easier to complete correctly than tasks involving a receiving
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action (486 correct and 373 incorrect solutions, or 57%), with χ2(1) = 22.7 and p < .01,
and that tasks involving the creditor only as a third party (602 correct and 255 incorrect
solutions, or 71%) were significantly easier to complete correctly than tasks involving other
third party options (424 correct and 383 incorrect solutions, or 53%), with χ2(1) = 64.0 and
p < .01. Combined main factors also had effects. There was an interaction between norm
type and condition (χ2(1) = 48.1,< .01), action and condition (χ2(1) = 5.1, p = .02), third
party and condition (χ2(1) = 15.9, p < .01) and norm type, action, third party and condition
(χ2 = 6.3, p = .01)

The analysis also found that users rated the model’s usefulness significantly higher in
scenarios involving a prohibition (M = 8.1,SD = 1.9) rather than an obligation norm (M =
7.6,SD = 2.0), with χ2(1) = 34.2 and p < .01, as well as in scenarios involving a sharing
(M = 8.0,SD = 1.9) rather than a receiving action (M = 7.7,SD2.0), with χ2(1) = 9.8 and
p < .01. Combined main factors also had effects. There was an interaction between norm
type and action (χ2(1) = 7.0, p < .01), norm type and third party (χ2(1) = 6.9, p < .01), norm
type and condition (χ2(1) = 15.3, p < .01), action and condition(χ2(1) = 6.4, p = .01), norm
type, action and condition (χ2(1) = 30.3, p < .01), and action, third party, and condition
(χ2(1) = 9.3, p < .01).

Revisiting the hypotheses
Our results show that a majority of participants was able to identify the designated solution
across all tasks and the majority of scenarios, and found the elements of the model to be
comparable to an easy to use norm set, thus confirming hypothesis 1. Same analysis also
showed that users found the model to be useful in the family life location sharing domain,
across all tasks and scenarios, thus confirming hypothesis 2. In terms of the third research
question, GEE analysis found that constructing commitments becomes more difficult for
users when more than two parties are involved, i.e. the third party involving more than just
the creditor, and that users found prohibitions to be more useful than obligations within
family life location sharing scenarios. The analysis also shows that commitments concern-
ing receiving were more difficult to construct and less useful than those concerning sharing.
The interaction effects amongst these factors suggest that they cannot be fully understood
in isolation, and that they may have a different impact when used in combination.

3.8. Discussion and Conclusion
This chapter provides two main contributions: 1) a normative model for family life lo-
cation sharing applications shown to be useful and usable, and 2) a demonstration of how
user-centered design can be employed to develop a normative model for social applications.
While in recent years we have seen an increase in research connecting normative models
and social applications (see, e.g., Osman et al. (2013); Such and Criado (2014); Murukanna-
iah et al. (2016); Noriega et al. (2016); Kökciyan and Yolum (2016); Fogues et al. (2017)),
to the best of our knowledge this is the first time that an iterative user-centered design
process has been used to develop and evaluate a normative model for such applications.

Through this approach we have provided a comprehensive location sharing model that is
grounded in user values and allows to express contextualized social needs, complementing
existing location sharing platforms. The SC model comprises a grammar and a semantics
in the form of a lifecycle. The model allows to express social needs in family life location
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sharing settings through modelling creditor, debtor, and third party involvement, context
information through conditions, and obligation and prohibitions on sharing and receiving
location data. The semantics allows for norm violation to occur and accounts for one-
instance as well as a valid-until-removed type of SC.

Developing such a model is important because social applications are becoming increas-
ingly complex, and users will need to maintain a good degree of control over their sharing
and receiving preferences– yet achieving such control should not be too complex. In this
chapter we have shown that SC models can be harnessed to provide a usable, flexible regu-
latory structure that is applicable to a real-world domain, complementing theoretical work
on normative multi-agent systems. This shows the potential of normative frameworks in
empowering users into making social media work more to their advantage.

3.8.1. Limitations and suggested improvements
In CCS, a part of the participants overlapped with the participants in our previous work in
Kayal et al. (2014a), which limits our ability to claim the expressivity of our SC model.

Due to the nature of online empirical studies, participants in the crowdsourcing study
(Section 3.7) were limited to those who were subscribed to the platform, and have chosen to
perform the tasks through personal interest. This limits the ability to generalize the results.
Moreover, the limited time of effective user participation in such studies required avoidance
of too-complex tasks. This meant that we had to refrain from enhancing the grammar in
various ways which may have offered additional expressibility to the model, as well as
omit lifespan SC element and therefore some aspects of the semantics in the web-menu
representation. Moreover, certain demographic information (e.g. age, whether participants
were themselves parents, type of area in which they live), were omitted as they do not
immediately pertain to the goals of our evaluation, though they may be aspects of interest
to further investigate.

However, we demonstrated that the SC representation can be utilized in social applica-
tions, and is powerful enough to be useful in its real-world application domain. To the best
of our knowledge, this is the first empirical work to demonstrate such results.

Based on this discussion, we propose the following steps to increase the capabilities of
the SC model and its representation:

(1) Creating composite conditions:

〈commitment〉 ::= ‘I want’ 〈debtor〉 ‘to’ 〈norm type〉 〈action〉 ‘with/from’ 〈third party〉
‘if’ 〈conditions〉 ‘,’ 〈lifespan〉

〈conditions〉 ::= 〈condition〉
| ‘(’ 〈condition〉 ‘or’ 〈conditions〉 ‘)’
| ‘(’ 〈condition〉 ‘and’ 〈conditions〉 ‘)’

(2) Creating place conditionals that do not refer strictly to the debtor:

〈condition〉 ::= 〈time period〉 | 〈third party〉 is at’ 〈place〉

〈third party〉 ::= ‘me’ | 〈users〉 | 〈groups〉
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(3) Integrating more lifecycle and semantics elements in the available menu options,
e.g. both one-time and valid-until-removed lifespans, commitments which are not assumed
to be accepted by the debtor, and the ability of agents to violate instances of normative
detachments within accepted commitments, with the consequential sanctions and rewards.

3.8.2. Concluding remarks and future work
In this chapter we showed that SC models can potentially overcome the limitations in shar-
ing and receiving content that are present in current social media applications, through pro-
viding a flexible and easy to use, yet powerful and useful structure that can be implemented
within real-world social applications.

The findings in this chapter may lead to a number of possibilities for future work. First,
an investigation of the original claim that SC models would provide better support for hu-
man values in comparison to currently available, social media preference settings is an
important next step– as well as an investigation of the model’s flexibility and ease of use
with a user group of children. For that we propose a user study with a location sharing
app with check-in capabilities, user lists, sharing and receiving preference settings, as well
as an implementation of the SC model as proposed in Kayal et al. (2014b). An evalua-
tion can concern a comparison of two versions of the app, one which includes the menu
representation of the SC model and one which does not.

Second, several extension of the SC model may be considered, for example composite
conditions in which logical combinations of place and time conditions can be expressed, and
creating place conditionals that do not refer strictly to the debtor. Moreover, investigating
more abstract conditions allowing people to express, e.g., conditions such as “when we’re
having dinner” or “when she’s at soccer practice” may be investigated. Research has already
identified frameworks where this may be possible (see Gutierrez et al. (2015)). Moreover,
further steps towards a formal definition of the model’s semantics could also be of value for
researchers in this field.

Third, we envisage conducting an investigation of the possibilities of automatically re-
solving conflicts amongst commitments. Social commitments do not explicitly prohibit
conflicts, and a user may be subscribed to two active commitments that detach conflicting
actions. The system’s ability to predict a user’s preference to the resolution of such conflicts
based on contextual information would increase that system’s social adaptivity.
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Mobile location-sharing technology is increasingly being used by parents to locate their
children. Research shows that these technologies may pose risks to important user values
such as privacy and responsibility, while they aim to promote others such as family secu-
rity. As a solution, we proposed the use of Social Commitment (SC) models for governing
the sharing and receiving of data. A social commitment represents an agreement between
two people about which data should (not) be shared and received in which situation. We
hypothesize that the use of SCs in mobile location sharing applications provides improved
support for user values since it allows for a more flexible, context-aware location sharing.
In this chapter, we present a user study to test this hypothesis. The study focuses on primary
school children (n = 34) as the main target group, who’s values may be demoted through
the use of location-sharing technology. Children were provided with two versions of a mo-
bile location sharing app: one with basic check-in functionality – the basic app – and one
augmented with an SC model, which we call a Socially Adaptive Electronic Partner (SAEP).
Our findings suggest, among other things that the SAEP would provide improved support
for children’s values compared to the basic app.

This chapter is based on “Socially adaptive electronic partners for improved support of children’s values: an
empirical study with a location-sharing mobile app”, currently under review.
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4.1. Introduction
4.1.1. Motivation
Social media applications have become an integral part of our interaction. Platforms such as
Facebook, Twitter, and Instagram are consistently gaining new users, sharing content such
as text, photos, videos, and location information. In this chapter we are specifically inter-
ested in the latter. Examples of existing location sharing mobile applications are Life360,
Glympse, and wearables such as KizON. These can be used for providing what we call
socio-geographical support for families with children in primary school age, i.e. between
six and twelve years. Socio-geographical support includes assisting children in exploring
their environment, through e.g. helping them go to school on their own, make new friends,
and participate in neighborhood events and playdates, as well as increasing parents’ aware-
ness of the location of their children.

However, research in value-sensitive design and ethics of technology (Czeskis et al.,
2010; Nihlen-Fahlquist, 2013) shows that such location sharing technology may pose risks
to important user values while it aims to promote others– for example, trying to promote
a child’s safety through allowing parents to see where their children are at all times, may
pose risks to children’s privacy and independence.

This chapter builds on previous research we conducted to address this issue: an ex-
ploration of the values and social context relevant to the family life domain (Kayal et al.,
2014a) and an introduction of the idea of using Social Commitment (SC) models to gov-
ern the sharing and receiving of data in mobile location sharing applications (Kayal et al.,
2014b), complementing traditional social platforms’ preferences. SC models were pro-
posed by Singh (Singh, 1999, 2008) to describe a commitment between two parties in a
socio-technical system, namely a debtor who is committed towards a creditor for bringing
about a certain proposition, or a consequent, when a certain antecedent comes to hold. For
example, a commitment between a father Bob and his daughter Alice could be that Alice
should share her location with Bob when Alice is at the park. We showed how SC models
can be used to create commitments for sharing and receiving data in mobile applications
through a case study of location sharing in the family life domain.

We refer to such applications that can take into account commitments from people in
the user’s social context as Socially Adaptive Electronic Partners (SAEPs), following the
vision outlined in van Riemsdijk et al. (2015a). Based on research in ethics of technology
(Nissenbaum, 2010) we expect that SAEPs will provide improved support for user values
since the use of SCs allows for a more flexible, context-aware data sharing. In this chapter
we aim to test this hypothesis. In addition, inspired by research in persuasive technology
(Sra and Schmandt, 2013; Fogg, 2002) we aim to evaluate the technology in two functional
roles, namely as a tool – focusing on usability, and as a social actor – addressing the extent
to which the technology creates a relationship with the user. The latter is especially relevant
for technology that is envisaged to form a partnership or act as a teammate to its user
(de Greef, 2012; Kayal et al., 2014a; Breazeal et al., 2004; Klein et al., 2004), which is the
case for SAEPs. We expect that users will evaluate a SAEP more positively as a tool and as
a social actor since SAEPs provide support that is more tailored to the user and the user’s
social context.

In this chapter we present a user study to test these hypotheses in the domain of mobile
location sharing in family life. The study focuses on primary school children (n = 34) as
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the main target group who’s values may be demoted through the use of location-sharing
technology. Children were provided with two versions of a mobile location sharing app:
one with basic check-in functionality – the basic app (BA) – and one augmented with an
SC model, the SAEP. Our results suggest that children expect (1) that the presence of a
mobile location sharing app would positively support their values, and that they perceive
the technology positively as a tool and as a social actor; and (2) that the SAEP would provide
improved support for children’s values compared to the BA, i.e., the version of the app
without an SC model, and that they perceive the SAEP more positively as a tool than the BA.

In the remainder of this section we present the necessary background information in
research areas related to this chapter, a domain analysis of family life, and proposed hy-
potheses. In Section 4.2 we describe the research method and procedure in detail, including
the socio-geographical support application. We present our results and discussion in Sec-
tions 4.3 and 4.4 respectively.

4.1.2. Background
Values and Norms
A value is defined in the Cambridge Dictionary as “the importance or worth of something to
someone”. Within the academic world, Rokeach (Rokeach, 1973) published a surveyed list
of human values that has become widely used; the list included 18 terminal values, i.e. end
states of existence, such as social recognition, freedom, family security and a comfortable
life, and 18 instrumental values, i.e. means of achieving terminal values, such as ambition,
self-control and honesty.

Taking into account values when designing new (software) technology is necessary in
order to account for what is important to different users and stakeholders (Czeskis et al.,
2010; Denning et al., 2010; Yoo et al., 2013; Woelfer and Hendry, 2011; Munson et al.,
2011). The research area of Value-Sensitive Design in particular has developed tools and
methods for identifying stakeholders, eliciting their values, and translating these values into
concrete design requirements (van de Poel, 2013; Friedman, 1996).

Research in philosophy and normative systems (Bench-Capon, 2003; van der Weide,
2011; van de Poel, 2013) as well as our previous empirical research (Kayal et al., 2014a)
shows that values can be promoted, i.e. further fulfilled, and demoted, i.e. placed at risk, by
norms. Norms are action guiding statements, i.e. obligating or prohibiting actions (Hans-
son, 1991), for example, one should not cross on red, or one should greet people when
entering a room. An action changes an old situation into a new situation. If the new situa-
tion is better or worse than the old one with respect to a certain value, we say that the action
respectively promotes or demotes that value. Therefore, norms can be used to influence
behavior to promote or demote certain user values.

Socially Adaptive Electronic Partners (SAEPs)
The key idea underlying SAEPs is that this technology will be able to provide improved
support for user values if it can adapt its behavior to people’s diverse and evolving norms
at run-time (van Riemsdijk et al., 2015a). Frameworks for representing and reasoning about
norms have been extensively investigated in the area of normative multi-agent systems (An-
drighetto et al., 2013). Norms can exist as guidelines for the behavior of humans in society,
and similarly, can be used to regulate the behavior of software entities. A Social Com-
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mitment (Singh, 1999, 2008) can be viewed as a kind of norm that in its representation
emphasizes “directedness” in the sense that the parties involved in the commitment (i.e.
debtor and creditor) are explicitly represented.

In our previous work (Kayal et al., 2014b) we have projected this research on social
commitments in multi-agent systems to the context of data sharing in social platforms, with
a particular focus on location sharing in the family life domain. As part of that research, we
have developed a smartphone app1 that allows users (in particular parents and children) to
create commitments with one another regarding sharing and receiving of location data. The
app shares and receives location data in accordance with the commitments that the user has
subscribed to. The SC model and interface of this app form the basis for the research we
describe in this chapter.

The development of the concept of a SAEP was also inspired by research on Electronic
Partners (or ePartners), which are defined as “computerized entities that partner with a hu-
man and share tasks, activities, and experiences” (de Greef, 2012). An ePartner differs from
traditional software in the sense that it functions not only as a tool, but also as a social actor.
An ePartner can for example support its user by receiving information regarding the user’s
cognitive task load, and adaptively automating some of their tasks, to keep their cognitive
load at an optimal level. ePartners have been investigated in various critical application
domains such as simulated space missions (van Diggelen and Neerincx, 2010), naval com-
mand and control (Arciszewski et al., 2009), and virtual reality exposure therapy (Paping
et al., 2010). SAEPs can be viewed as a type of ePartner that supports its user through un-
derstanding the norms that govern social interaction between human users and acting on
these norms within the social context in which it operates.

4.1.3. Values in family life
In Kayal et al. (2014a), qualitative user studies and data analysis identified several cate-
gories of elements that make up the social context of the family life domain (in specific,
families with children between 6-12 years of age, based in the a town of approximately
30,000 inhabitants in the Netherlands). These categories were “activities” e.g. visiting
family, going to the park, playing outside, “concerns” e.g. anxiety about children going
places on their own, children’s exposure to the internet, and “limitations” e.g. friends living
at a distance, difficulty using certain technologies, etc. The analysis also found that many
of the transcribed user statements, discussing the elements of these three categories, can
be directly linked to certain user values. Using Rokeach’s terminology, the most relevant
values and their context within the domain were identified2 as:

• Family security: parents keeping their family members safe and secure.

• Freedom: children expressing their desire to have less parental monitoring.

• Independence: parents and children expressing their desire that children do more
activities on their own.

• Friendship: parents and children alike expressing the importance for the children to
build true friendships with their peers.

1A 3-minute tutorial video (with subtitles) can be viewed at http://bit.do/ePartner.
2see Section 3.2 for method

http://bit.do/ePartner
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• Social recognition: organized social activities for children (e.g. at school, play-
grounds, friends’, etc.). Parents and children stressed how social activities and in-
teraction can provide a sense of social achievement or recognition for the children.

• Inner harmony: parents’ “peace of mind”, as opposed to the anxiety typically experi-
enced with the activities that their children have to do away from their supervision.

• Responsibility: the importance for children to become responsible when it comes to
school, homework, and free time.

This analysis was corroborated with research findings in Czeskis et al. (2010); Nihlen-
Fahlquist (2013), which highlight the importance of a similar set of values in this domain.
To illustrate how location sharing commitments may promote or demote certain values,
consider the following commitment:

1. Peter (Mary’s father): “I want Mary to share her location with me between 7:00am
and 9:00pm.”

obligates a location sharing action which would arguably promote the value “family
security”. Moreover, the following commitment:

2. Peter: “I want Mary to not share her location with me if she’s at school.”

prohibits an action in a manner that would arguably lead to the promotion of the value
“independence”.

4.1.4. Hypotheses
Based on the research discussed in the previous subsections, we propose that the presence
of a location sharing app (in general) would positively contribute to children’s values, and
would be perceived positively as a tool and as a social actor. Moreover, we propose that
a version of the app augmented with an SC model, i.e., the SAEP, will contribute more
positively to children’s values, and be perceived more positively as a tool and a social actor
than the version without an SC model, i.e., than the basic app (BA). This is formulated in
the following hypotheses:

• H1: children expect that the presence of a location sharing app in their life will have
a positive effect on each of their values individually.

• H2: children perceive a location sharing app positively as a tool (H2a) and as a social
actor (H2b).

• H3: children expect that the SAEP will provide better support for the individual values
than the BA, the location sharing app without the SC model.

• H4: children perceive the SAEP more positively as a tool (H4a) and more positively
as a social actor (H4b) than the BA, the location sharing app without the SC model.



56 4. Socially adaptive ePartners for improved support of children’s values

4.2. Method
4.2.1. Experimental design
The experiment had two conditions and a within-subject design. To avoid an order bias, the
order was counter-balanced: in a first session, half the participants tested the app version
without the SC model (BA), while the other half tested the version with the SC model
(SAEP). In a second session, app versions were interchanged between the two groups.
Approval for the user study was granted by the university’s ethics committee.

4.2.2. Participants
Thirty-four children, six to eleven years of age (M = 8.6,SD = 1.4), participated in this user
study. Twenty-eight of the participants were female, and six were male. Participants were
found through personal connections with day-care centers (Dutch: buitenschooolse opvang
or BSO) in the province of South-Holland in the Netherlands. The participants came from
three different BSOs, eight, twelve, and fifteen participants from the first, second, and third
BSO respectively.

4.2.3. Material
Please note that the original language of all material used by participants and described in
this section is Dutch. Depictions are translated into English.

Application
The app ran on the Android platform and it permitted its users to share check-ins in cer-
tain locations with other users of the system, similar to applications such as Swarm and
Facebook.

Two versions of the app were developed. One of the two versions included an additional
feature based on the SC model representation.

Version without the SC model (BA) The BA was modeled after the behavior and capabil-
ities of currently available social applications. In this version, participants could place other
participants of the system in one of two lists (family or friends) or in neither, in which case
the application would place them in the list others. Participants could select with which
lists they share their check-ins (Figure 4.1), and from which lists they received check-ins.
Participants could place or remove other users from either list, and change sharing and re-
ceiving preferences at any time. Participants could at any time see, through an event log,
the last five check-ins that were visible to them.

Participants could create locations in two ways: (1) through selecting a specific point,
corresponding to a GPS position on an integrated Google map, and then assigning to it a
name of their choice, and (2) through detecting the current position automatically if a GPS
signal was available, and then assigning a name. In both cases, a location is added to a list
of available user locations, defined by a name, a GPS position, and a square area of a side
length of 50 meters centered around that GPS point. Locations could be removed by the
user at any time.

If a participant wanted to check-in (Figure 4.2), the list of locations that fell within a
radius of 300 meters (according to the currently detected GPS position) would be displayed,
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with the option of adding a location using the second method described above, in case
the current location was not yet on the list. The participant could then select a location,
and confirm their check-in, which would be shared with the participants that belong to the
lists with which the first participant was sharing, according to their settings. Participants
with whom this check-in is shared would get a pop-up with the sharer’s name and location
information, viewable also on an integrated Google map, assuming they had selected to
receive check-ins from the list to which the sharer belongs. An “event log” was available,
that showed a participant’s own latest check-in information, as well as the five most recent
check-ins seen from others.

Version with the SC model (SAEP) This version contained all the features in the BA, and
additionally included a “commitment” menu as described in Kayal et al. (2014b), which
can be represented using a grammar of the form:

〈commitment〉 ::= ‘I want’ 〈debtor〉 ‘to’ 〈norm type〉 〈action〉 ‘with/from’ 〈third party〉
‘if’ 〈condition〉.

A user (creditor) could create a commitment with another user (debtor) consisting of
a specific normative action, i.e. to (or to not) share or receive a check-in from one or a
number of users (third party), if a certain condition, based on time or geographical location,
was active.

For example, Bob could create the following commitments: (1) I want Paula to share
her check-ins with me if she’s at the park (Figure 4.3), and (2) I want Paula to not receive
check-ins from the list “friends” between 18:00 and 21:00. In commitment (1), Bob is
creditor, Paula is debtor, sharing check-ins is the normative effect, and entering and leaving
the park are the triggering and expiry conditions. In commitment (2), Bob is creditor, Paula
is debtor, not receiving check-ins is the normative effect, and the times 18:00 and 21:00 are
the triggering and expiry conditions.

When the creditor creates a commitment, it is sent to the debtor, who can either directly
accept it, or “decide later”. In case the latter was selected, the debtor can later decide
whether to accept or reject the proposed commitment. Users can, at any time, review the
list of commitments they created or received, delete commitments they created or received,
and accept received commitments that are still pending. A user action such as accepting or
deleting a commitment notifies the other user involved with that action.

Conflicts between basic preferences and an accepted, active commitment were solved in
favor of the commitment. For example, if Bob was in Paula’s family list, and Paula opted in
her basic preferences to “not share check-ins with family”, accepting commitment (1) above
meant her check-in would be shared with Bob if she entered the park. Similarly, conflicts
between two accepted, active commitments would be solved in favor of the commitment
most recently accepted.

Participants could access two sub-menus for sent and received commitments respec-
tively, which showed commitments already accepted and commitments that still required a
decision, with the possibility to make a decision within these sub-menus.
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Figure 4.1: Selecting which lists
of users can see your check-ins
(translated from Dutch).

Figure 4.2: The main screen in the
app, showing the check-in button
(translated from Dutch).

Figure 4.3: Commitment (1) as
it appears on the app (translated
from Dutch).

Mobile devices
During testing sessions, every participant was in possession of a Samsung Galaxy S6310
with one of two version of the app installed. The devices were running Android version
4.1.2. All other apps were disabled.

Mission cards
To engage children with the functionalities of the apps during the time-limited test sessions,
37 “mission” cards were created (Figure 4.4). Every mission card had a unique number and
contained a short, interactive task for a child to perform. The missions were categorized as
follows:

• Of the 37 missions, 17 were instructional, i.e. directly asking the child to perform
an action on the app(s), and the remaining 20 were simulated life situations, i.e.
contained an interactive scenario where the app’s usage could be of benefit.

• Of the 17 instructional missions, six tasks were created to assist children in learning
to use the SC menu.

• Of the 37 missions, 21 required the child to go to a certain location within the BSO.

• Of the 37 missions, 11 required offline interaction with another child.

• Of the 37 missions, 17 could be completed similarly using both versions of the app,
while the remaining 20 had additional solutions utilizing the SC menu available in
the SAEP version.

• Out of 20 missions with additional SC menu solutions, five required an obligation
to share, five required a prohibition to share, five required an obligation to receive,
and five required a prohibition to receive. Conditions, i.e. place and time, were also
distributed equally amongst the 20 missions.
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Figure 4.4: Mission cards (translated from Dutch).

The missions used in one of the BSO locations3 can be found in Appendix A.2, trans-
lated to English from Dutch, the original language.

Instructional videos
Two instructional videos were created. The first video was an app tutorial, showing ex-
amples of all features of the version without the SC model. No mention of the SC menu
was included whatsoever in this part; to avoid creating bias in the group testing the BA in
the first session. The second video included instructions that help children understand and
answer the post-session questionnaires.

4.2.4. Measurement
Fulfillment of domain-relevant values
To the best of our knowledge, questionnaires to measure how far certain user values are
fulfilled, especially children’s values, were not available for the domain. We therefore
needed to design a questionnaire that could, to am extent, measure how fulfilled are the
seven relevant values we identified earlier, in the lives of our user group.

Due to the aforementioned lack of literature on the subject, we initially established a list
of 24 questionnaire items based on the tree nodes resulting from grounded theory analysis
in Kayal et al. (2014a). These items dealt with issues such as going to school or visiting
friends and family, playing with friends and playdates, self-efficacy while going to places
on their own, permissions to do activities on their own, amongst others.

To determine which items would be included in the final questionnaire, a content valid-
ity analysis (CVA) (Brinkman, 2009) was performed, with the assistance of a panel of 11
experts in value-sensitive design and human-computer interaction.

Members of the panel were provided with detailed context information regarding the
values and the domain. Their task included filling a table where rows represented the 24

3The mission cards used in the other two locations only differ in room names.
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Figure 4.5: An example of one of the questionnaire items (translated from Dutch).

questionnaire items, and columns represented the seven values discussed in section 4.1.3.
To fill the table, a panel member rated how useful every questionnaire item would be to
measure the fulfillment of each value– the instructions provided three possibilities: “es-
sential”, i.e. that this item is essential to measure the fulfillment of that value, “useful”,
i.e. helpful but not necessarily essential, or “unrelated”, i.e. this item cannot measure the
fulfillment of that value.

All members of the panel provided their response. According to the method in Brinkman
(2009), an item was added to the final questionnaire if a significant majority of the panel,
including a chance margin, rated the item at least as “useful”– for a panel of 11 members,
a significant majority with a chance margin required at least nine out of the 11 members
to rate an item at least as “useful”. This process resulted in 19 out of the original 24 items
being included in the questionnaire. Every one of the seven values had a least one related
item in the questionnaire: five items scored sufficiently to measure social recognition, four
for freedom, seven for friendship, 11 for independence, two for family security, two for
responsibility, and one for inner harmony.

These 19 items were then re-written in a form that would allow children to determine,
on a continuous scale, the expected effect of the app on their values were they to use it in
the future. For example, the item

“I can easily find out where my friends are”.
was re-written as
“If I would use this app, It will be [blank space] to find out where my friends are”.
Followed by a continuous line below, labelled “much less easy” on the left end, “much

more easy” on the right end, and “the same” in the middle, see figure 4.5.
The fulfillment of each value was measured through taking the average score of the

items that measure its fulfillment according to the panel.

Influence as a tool and a social actor
Influence as a tool was measured in two ways: (1) perceived usability, using two items from
the System Usability Scale (Brooke, 1996), and (2) behavioral sampling, i.e. recording the
codes of body posture and engagement of participants at regular intervals. The codes used
were divided into negative and positive. The negative codes (i.e. passive, bored, frustrated,
sad) were obtained using a part of the coding scheme used by Markopoulos et al. (2008).
The scheme does not include positive codes, therefore the antonyms of the negative codes
(i.e. engaged, excited, confident, happy) were used for the positive part of the scheme.

Influence as a social actor was measured using the average of four constructs based on
a formal model of social relations for artificial companions (Pecune et al., 2013), namely
(1) liking, (2) trust, (3) dominance (reversed) and (4) intimacy. Liking was operationalized
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using three items from the attitude section in the original Unified Theory of Acceptance
and Use of Technology model (Venkatesh et al., 2003). Trust was operationalized using
five items from the same model’s enhanced edition, with “trust” included (Gefen et al.,
2003). We then created one item for dominance and one item for intimacy. When needed,
items were written or reworded in a manner suited to the age of participants.

Similar to the values part of the questionnaire, every item in the tool and social actorship
part was followed with a continuous line with a negative caption on the left end, a positive
caption on the right end, and a neutral one in the middle. For the entire questionnaire,
the assigned numerical values ranged from zero for the most negative to ten for the most
positive, and five for the neutral, halfway point. The full questionnaire can be found in
Appendix A.3, translated to English from Dutch, the original language.

4.2.5. Procedure
Earlier preparation
A pilot study with two children aged seven and eight, including testing the app as well as
answering the questionnaire was conducted to assess the ability of similarly aged children
in effectively using the app as well as understanding and answering the questionnaire items.
The pilot consisted of a short usability study where children successfully performed tasks
such as check-ins, adding a user to the friends or family list, creating a location on the
Google map, and creating one sharing and one receiving commitment with another user.
Later, both children (and their parents) used the app (installed on a mobile device we pro-
vided) at home for two weeks. At the end of the two week period, children successfully
answered the questionnaire we developed with little or no assistance from their parents.
The outcome of this pilot study corroborated the data analysis in our earlier work in Kayal
et al. (2014a), validating the ability of children of this age to perform the tasks required for
this user study.

Introductory session and preparation
For every BSO, a short introductory session was held one week before the first testing ses-
sion. During the introductory session, the researchers were introduced to the participating
children, and the tutorial video was played. All questions regarding the video and the app’s
functionalities in general were answered. The children’s nicknames and age data was col-
lected, as well as the location names within the BSO. Finally, the signed parental consent
forms earlier distributed to the parents through the BSO’s employees were collected. User-
names for the participating children and six location objects were created after the end of
the session, to be available in the app for the testing sessions. Participating children were
split into two groups, each testing a different version of the app and switching the following
session as earlier discussed. Children had only members of their own group available in the
user list, because children testing the SAEP must not be able to create commitments with
children testing the BA.

Testing sessions 1 and 2
A testing sessions lasted approximately one hour, with a period of one week between the
two sessions. This procedure was conducted similarly during both testing sessions. First,
the researchers distributed the mobile devices to the children. Numbered hats of two dif-
ferent colors were distributed, making it easier for the children to distinguish the members
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of each group, and for the behavioral sampling observer to identify the participant. The
17 instructional mission cards were placed in a box. Every child picked one of the cards,
attempted to perform the task, and returned to replace the card with another one. These
relatively simple missions were dispatched first to alleviate the learning curve, including
the usage of the SC menu for the relevant group, a feature that was not explained in the in-
troductory session. Fifteen minutes into the testing, the remaining 20 missions were added
to the pile. At approximately one hour of testing time, the cards were collected from the
children and no new cards were handed out. Children were shown the video which con-
tained instructions on answering the questionnaires. Children filled the questionnaires and
handed them to the researchers. Researchers were available to assist participating children
with technical issues relevant to the app when present, and to explain any questionnaire
item children found difficult. During a testing session, one of the researchers recorded, at
regular intervals of approximately seven minutes, the behavior of every child at the desig-
nated six locations within the BSO4. At the end of each session, mobile phones, hats, and
mission cards were collected by the researchers.

4.2.6. Data preparation and pre-analysis
Thirty-one out of the 34 children participated in both testing sessions. The value of each
questionnaire item was measured with a ruler (continuous scale with zero on the extreme
left to ten on the extreme right, and a granularity of 0.1), and was digitally stored. Values
of the items that had negative captions were reversed. The behavioral sampling data from
all 34 children, including the three who participated in only one session, was also digitally
stored in longitudinal form, and the codes were enumerated into 1 for positive codes, and
-1 for negative codes

The “numerical value” of each of the seven user values earlier identified (i.e. family
security, freedom, independence, friendship, social recognition, inner harmony, and respon-
sibility) was calculated for every participant, using the average of the related questionnaire
items. That numerical value was calculated once for the BA version and once for the SAEP
version. The average of both versions for each of the seven values was also calculated.

The values “social recognition” and “freedom” were measured by sets of items entirely
contained within the sets of items measuring “friendship” and “independence”, respec-
tively. We therefore decided to drop the notion of “social recognition” and “freedom” as
separate values. The values “inner harmony” and “responsibility” were measured with only
one item, and were subsequently dropped from the list of values. Three values remained,
namely “friendship”, “independence”, and “family security”. Family security was split into
its two items, i.e. the child’s beliefs about (1) parents worrying about their child going to
school on their own (FamSec 1), and (2), how well can parents know exactly where they
are (FamSec 2).

All of the following statistical analyses were done using R version 3.2.1. An internal
reliability analysis was conducted on values and social actorship factors that were measured
by more than three items. If Cronbach’s α was unsatisfactory for one or both of the two ver-
sions, we iteratively removed the least correlating item, until an acceptable α was reached
for both versions. Table 4.1 shows the number of items and α values before items were

4This time interval was selected as the researcher required approximately seven minutes to perform one round of
observation within a BSO.
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removed, and table 4.2 shows the number of items and α values after the final iteration.
Items which were removed during this process are highlighted in Appendix A.3.

Table 4.1: Internal reliability analysis before items were removed.

α

Item BA
(W i thoutSC )

SAEP
(W i thSC )

Values
Friendship (7 items) .86 .75
Independence (11 items) .7 .4

Social actorship
Trust (5 items) .75 .61

Table 4.2: Internal reliability analysis after items were removed.

α

Item BA
(W i thoutSC )

SAEP
(W i thSC )

Values
Friendship (7 items) .86 .75
Independence (7 items) .73 .69

Social actorship
Trust (3 items) .86 .77

To examine the app’s effect on values, value items, perceived usability, and its influence
as a social actor, one-sample t-tests with µ= 5 were conducted on the averages of individual
values (and value items), perceived usability, individual social actorship factors, and social
actorship overall. To compare the two versions (i.e. the BA and the SAEP), in terms of
their effect on values, value items, perceived usability, and their influences as social actors,
paired t-tests were conducted for individual values (and value items), perceived usability,
individual social actorship factors, and social actorship overall.

To examine the app’s effect on children’s body posture and engagement, overall as well
as between the two versions, two linear mixed-effects (LME) models were created in R
using the nlme (Pinheiro et al., 2015) package:

(1) A baseline model Modelbasel i ne , with behavioral sample as a response variable,
random intercepts for BSO and participants (a nested structure, participant inside BSO),
using an AR1 correlation matrix and maximum likelihood (ML) as an estimation method.

(2) An updated model Modelupd ated , which includes a fixed effect of the app version
as an add-on to Modelbasel i ne .
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4.3. Results
Table 4.3 suggests that the app significantly supports all individual values and value items
measured: friendship, independence, and FamSec 1 and 2. In all these cases, the value
was rated above the neutral cutoff point of 5 of the scale (Figure 4.5). Similarly, table 4.4
suggests that the app’s perceived usability and social actorship were significantly positive,
as well as the social actorship items of liking, and trust, while dominance was significantly
below the neutral cutoff point.

Table 4.5 suggests that the SAEP supported the values friendship and independence
significantly better than the BA, while no significant difference was found for FamSec 1
and 2.

Table 4.6 suggests that the perceived usability of the SAEP was significantly higher than
the BA, but no significant difference was found for social actorship nor individual social
actorship items.

Table 4.7 shows the frequency of positive and negative behavioral codes for each ver-
sion.

Modelbasel i ne showed that the fixed intercept was significantly above 0, (b = .76, p <
.001), suggesting that on average, the body language and engagement observed were more
often positive than negative.

Comparing Modelbasel i ne with Modelupd ated , which included the app’s version as
fixed effect, suggests that adding the app’s version as a predictor had a significant effect,
with χ2(1) = 49.0, p < .001 and R2 = .2.

Table 4.3: Mean and SD for individual values for the app in general, i.e. average of the BA and the SAEP.

M(SD)

Friendship 7.1(1.4)**
Independence 6.4(1.4)**
Family security

FamSec 1 6.3(1.8)**
FamSec 2 7.7(2.1)**

Note H0 :µ= 5, * p < .05, ** p < .01

4.4. Discussion and conclusion
4.4.1. Hypotheses
The analysis suggested that children in this experiment expect the presence of a location
sharing app to positively contribute to their values of friendship, independence, and family
security (confirming H1), and that they perceive the app positively both as a tool (confirming
H2a) and a social actor (confirming H2b). Analysis also suggested that children in this
experiment expect a version of the location sharing app enhanced with the SC model, the
SAEP, to provide significantly better support for their values of friendship and independence
than the BA, but no significance was found for family security items (partially confirming
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Table 4.4: Mean and SD for perceived usability, individual social actorship factors, and social actorship overall,
for the app in general, i.e. the average of the BA and the SAEP.

M(SD)

Usability 7.7(1.7)**
Social actorship 7.4(1.3)**

Liking 8.6(1.3)**
Dominance 1.9(2.3)**
Trust 6.6(3.2)**
Intimacy 6.1(3.1)

Note H0 :µ= 5, * p < .05, ** p < .01

Table 4.5: Mean and SD for individual values, for each of the two versions.

M(SD)
BA
(W i thoutSC )

SAEP
(W i thSC )

Friendship 6.8(1.7) 7.4(1.4)*
Independence 6.2(1.4) 6.6(1.5)*
Family security

FamSec 1 6.0(2.6) 6.5(2.9)
FamSec 2 8.0(2.0) 7.5(2.6)

Note: * p < .05, ** p < .01

Table 4.6: Mean and SD for perceived usability, individual social actorship factors, and social actorship overall,
for each of the two versions.

M(SD)
BA
(W i thoutSC )

SAEP
(W i thSC )

Usability 7.3(2.2) 8.2(1.8)*
Social actorship 7.5(1.6) 7.5(1.3)

Liking 8.7(1.3) 8.4(1.8)
Dominance 1.5(2.1) 2.2(3.0)
Trust 6.7(3.3) 6.5(3.0)
Intimacy 5.7(3.8) 6.5(3.5)

Note: * p < .05, ** p < .01
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Table 4.7: Frequency of positive and negative behavioral codes for each version.

BA
(W i thoutSC )

SAEP
(W i thSC )

Positive 97 158
Negative 72 9

H3), and that they perceive the SAEP more positively as a tool than the BA (confirming
H4a), but no significance was found for social actorship (not confirming H4b).

4.4.2. Contributions and implications
We implemented and evaluated a location sharing application that encompassed a norma-
tive regulatory structure, namely an SC model. Results suggested that the addition of the
SC model could provide a significant improvement in the application’s support for several
of the user’s values. Further, since questionnaire items stem from our user group’s activi-
ties, concerns, and limitations, this outcome in part solidifies the link made between values
and these three elements of the social context of our domain as shown in the model in Fig-
ure 2.5. Moreover, this is the first study that provides empirical evidence for the argument
underlying the vision of SAEPs (van Riemsdijk et al., 2015a) that social adaptivity in sup-
portive technologies will provide improved support for user values. Moreover, to the best
of our knowledge, SC models have not yet been implemented within mobile applications,
and for direct user manipulation e.g. through a menu. Additionally, the study brought forth
a questionnaire capable, to an extent, of evaluating how certain user values in the family
life domain are fulfilled. This questionnaire can be used in future user studies in similar
research areas, and be further enhanced upon more frequent usage.

Results also suggest that the SAEP provides improved perceived usability, and accord-
ing to the behavioral sampling users sjpwed a positive attitude towards the technology. This
provides evidence to counter a possible critique that manual creation of commitments may
be too difficult or cumbersome. Although research suggests that the simpler the interaction,
the more the technology is likely to be accepted (Venkatesh et al., 2003), we conjecture that
the importance, benefit, and daily routine compatibility of the use of location sharing com-
mitments outweigh the required effort for their creation. That is, people are used to asking
others explicitly, for example, to let them know that they got home safely, and acquiring
this information is typically important to their peace of mind. Although in future work we
may also study how to derive commitments automatically, ensuring transparency and trust
in the system’s behavior will still require user interaction.

We did not find a significant difference for the value of family security between the BA
and the SAEP. It will be interesting to conduct a similar study where parents are involved.
Possibly, this value is specifically salient for parents with regards to their children. This
may mean that the ability to make commitments with their children on what (not) to share
with whom may have a more of a (positive) effect on how parents perceive fulfillment of
this value in comparison to how it is perceived by children.

Moreover, we did not find a significant difference between the BA and the SAEP for
perception as a social actor. It would be interesting to further investigate how the social
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adaptivity of SAEPs affects social actorship factors such as trust. In particular, the aspect
of (perceived) control over the SAEP behavior from the perspective of the supported person
may be relevant here. In the BA one could say that the child is in full control, without
influence from others: check-ins are only shared when the child explicitly does so. In the
SAEP, there is some outside influence since others can propose commitments regarding
location sharing that may differ from what the child would normally do. Nevertheless
the child does have the freedom to decide whether or not to accept a commitment, and
commitments can be made specifically for those contexts where data sharing is desired by
the two parties. In applications such as Life360 on the other hand, one might say that parents
have full control as the app allows them to see where their children are at all times. Further
studies will have to be conducted to investigate the relation between social adaptivity and
perception of social actorship.

4.4.3. Limitations
Conducting user studies involving children in the primary school age can be a challenging
task (Fails et al., 2013). Because evaluating a location-sharing app with social adaptivity
required the simultaneous engagement of multiple users, we conducted our user studies
within day-care centers– simulating real life situations with a game of “missions”. This
setup allowed us to test the app with groups of children as the main target group, but we
could not test for parents-children interaction. Moreover, the study tested the app only in a
simulated setting. A follow up step would be to extend the evaluation to involve children
as well as parents in a real life setting for a prolonged period of time. This would also help
rule out the novelty effect of the app, which may have influenced the children’s perception
and attitude towards the technology, as well as their behavior during the user studies.

The list of values used for the evaluation was distilled from qualitative user data and
was further curtailed in the data pre-processing stage. Thus the resulting list of values we
tested for is by no means a representative of all relevant user values in the domain.

Further, the experiment was setup through creating a situation where the presence of an
SC model was itself of benefit to the usage of the mobile app– i.e. the tasks provided an
opportunity for the SC model to show its capabilities. In less ideal situations, no significant
difference (or even a significant opposite effect) may be found. Therefore, future research
is needed: this experiment only shows that at least under these conditions the SC model
made a positive contribution.

Had the results of the analysis, however, shown that the BA provided a significantly
better support for any of the measured values than the SAEP, this would have provided
grounds for us to reject hypotheses H3 and H4.

Moreover, we used opportunity sampling, i.e. children who were able to obtain per-
mission from their legal guardians to participate. This limits our ability to generalize our
findings.

Furthermore, a questionnaire that measures fulfillment of user values for children was,
to the best of our knowledge, unavailable. We therefore developed and validated the content
of our own questionnaire for that purpose. Some of the items of the questionnaire suffered
from low reliability, and a confirmatory factor analysis would have proven ineffective with
a small sample size of 31 (Gorsuch, 1983), as well as below threshold subject-to-variable
ratio of 31/19 (Hair et al., 1995). Furthermore, the behavioral sampling data was collected
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by a single observer and thus is subject to bias, and it may be difficult to determine how the
sampling approach affected our findings. Also, though the observer was not informed which
group was testing which version, this could have been inferred through observing how
certain participants interacted with the SC menu, which may have added to the observer’s
bias.

However, and to the best of our knowledge, we were the first to conduct a user study of
simulated real-life tasks with primary school children within a day-care environment using
measurement tools specifically created for human values. The novelty of the methods and
tools used within this user study could prove very useful for researchers conducting studies
with similar target groups.

4.4.4. Future work
An interesting next step would be to investigate possible conflict resolution policies, which
would allow the SAEP to automatically determine the precedence of active social commit-
ments in case of conflicts. Such policies may rely on contextual data (e.g. location, time,
motion), and users’ value profiles.

Moreover, the SC model which was used in this study was developed specifically for
location sharing apps in the family life domain, and was kept simple enough to be used
by children of primary school age. Interesting future work could include (1) testing the
validity of our findings on social apps that share more than just location information, e.g.
text, photos, and videos, and (2) increasing the expressivity of the syntax involved to fit
such wide range of applications and users, while maintaining its usability. It would also
be interesting to embed such SC models in the specifications of even more complex socio-
technical systems, and investigate the type of conflicts that may occur as a result of multiple
stakeholders with different requirements, as well as the solutions for such conflicts.

4.4.5. Final remarks
As the findings suggest, the presence of a location-sharing app such as the one presented in
this paper can provide support to children’s values on average, as well as a positive influence
as a tool and social actor. The findings also show the potential that the normative, SC
models have in allowing location-sharing applications, and potentially other social media
applications, to play a more positive role in the lives of their users.



5
Automatic resolution of

normative conflicts in supportive
technology based on user values

Social Commitments (SCs) provide a flexible, norm-based, governance structure for sharing
and receiving data. However, users of data sharing applications can subscribe to multiple
SCs, possibly producing opposing sharing and receiving requirements. We propose resolv-
ing such conflicts automatically through a conflict resolution model based on relevant user
values such as privacy and safety. The model predicts a user’s preferred resolution by
choosing the commitment that best supports the user’s values. We show through an empiri-
cal user study (n = 396) that values, as well as recency and norm type, significantly improve
a system’s ability to predict user preference in location-sharing conflicts.

5.1. Introduction
Supportive technology such as personal assistant agents, virtual coaches, location sharing
systems, and smart homes have the potential to make our lives more connected, healthy, ef-
ficient and safe. However, research in value-sensitive design and philosophy of technology
shows this may come with the risk of demoting other important user values such as privacy
and responsibility (Czeskis et al., 2010; Nihlen-Fahlquist, 2013; Nissenbaum, 2010). A
value is defined in the Cambridge Dictionary as “the importance or worth of something to
someone”. Many different values can be distinguished. In particular, Rokeach (1973) pub-
lished a surveyed list of human values that has become widely used, including for example,
friendship, happiness, and freedom.

Research in philosophy and normative systems (Bench-Capon, 2003; van der Weide,
2011; van de Poel, 2013) as well as our previous empirical research (Kayal et al., 2014a) ob-
serves that values can be promoted and demoted by (regulatory) norms, i.e., action guiding

This chapter is based on “Automatic resolution of normative conflicts in supportive technology based on user
values”, currently under review.
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statements obligating or prohibiting actions (Hansson, 1991). Inspired by this observation,
we have put forward the vision that in order to provide improved support for user values,
supportive technology should be able to understand and adapt its behaviour to diverse and
evolving norms of people at run-time, i.e., it should be socially adaptive (van Riemsdijk
et al., 2015b). This is in contrast with existing supportive technology in which norms are
hardwired.

An important challenge that needs to be addressed when making software socially adap-
tive, is dealing with conflicts between norms. New norms can be introduced at run-time,
and a situation may arise in which these norms cannot be fulfilled simultaneously. Various
methods for detecting, reasoning about, and resolving normative conflicts have already been
proposed in the literature (Vasconcelos et al., 2009; Criado et al., 2015; Such and Criado,
2014; Oren et al., 2008; Ajmeri et al., 2016; Meneguzzi et al., 2015), e.g. scope curtailment
(limiting the scope of influence of norms in conflict) and norm ranking, and policies for
defining preferences between norms, e.g. lex superior (the norm imposed by the higher
power takes precedence) or lex posterior (the most recent norm takes precedence).

Since in the context of socially adaptive supportive technology norms originate from
users of the system with the aim of guiding the system to provide better support to these
users, we argue that the technology should be able to resolve normative conflicts in a way
that is aligned with these users’ preferences. As a step towards creating technology that
can resolve normative conflicts on users’ behalf based on their preferences, we study fac-
tors that may influence these preferences. Since the underlying motivation for creating this
technology is its envisaged improved support for people’s values, in this chapter we specif-
ically focus on how we may use information about people’s values to predict their conflict
resolution preferences.

The idea we propose in this chapter is that based on information about 1) how a user
ranks the importance of a number of relevant human values within the application domain,
and 2) the extent to which specific norms promote these values, the system can resolve the
conflict by choosing the norm that best supports fulfillment of the user’s values. We call a
user ranking of the importance of a set of values a value profile.

Taking this idea as the starting point, we provide two main contributions in this chapter.
First, we develop a normative conflict resolution model based on value profiles (Section
5.3). Second, we show in Sections 5.4 and 5.5 through an empirical user study in the
domain of mobile location sharing in family life (described in Section 5.2) that this model
can significantly improve a system’s ability to predict user preference for resolution of
normative conflicts. In addition, we found that other variables, namely recency and norm
type (obligation or prohibition), can improve prediction more than user value profiles, and
that a combination of all three variables provides the best prediction of user preference. We
discuss these findings in Section 5.6.

5.2. Case Study
We have selected social data sharing applications, in particular mobile location sharing for
families, as our application domain for developing and studying prediction models for user
preferences of normative conflict resolution. Allowing parents and children to share their
location through mobile technology can support children in exploring their environment,
through, e.g., helping them go to school on their own, making new friends, participating in
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neighborhood events and play dates, as well as increasing parents’ awareness of the location
of their children. We have chosen this domain since it is well known from the literature that
its use can give rise to value tensions (Czeskis et al., 2010; Nihlen-Fahlquist, 2013; Vasalou
et al., 2012; Hasinoff, 2017), i.e., where promoting certain values comes at the expense of
demoting others. Moreover, more and more applications of this type of data sharing and
surveillance technology are developed and used.1 This makes the investigation of location
sharing technology for families not only a means for realizing our broader aim but also
relevant for its own sake.

The starting point for the research presented in this chapter is our previous work (Kayal
et al., 2014b), in which we have developed a smartphone app2 for family life location
sharing based on an exploratory user study (Kayal et al., 2014a). We introduced the idea
that Social Commitment (SC) models – as a specific type of normative model – provide
a flexible yet easy to use structure to govern sharing and receiving of (location) data. SC
models were proposed by Singh (Singh, 1999, 2008) to describe a commitment between two
parties in a socio-technical system, namely a debtor who is committed towards a creditor
for bringing about a certain proposition, or a consequent, when a certain antecedent comes
to hold.

Our app comes with an interface that allows users to create commitments expressing in
which situation which data should and should not be shared and received. For example, a
commitment that can be created between a father Bob and his daughter Alice through the
app is that Alice should share her location with Bob when Alice is at the park. Once a com-
mitment is created, its behaviour follows – broadly speaking – the commitment lifecycle as
detailed in Singh and Telang (2012). This means that the app shares and receives location
data (if possible) in accordance with the commitments to which the user has subscribed.

Conflicts between commitments may occur (see also Ajmeri et al. (2016)) when a user
subscribes simultaneously to a number of commitments that may obligate and prohibit the
same action (this is called a “prohibition conflict” in van Riemsdijk et al. (2015a)). For
example, when one commitment between user A and B specifies that location data from
A should be shared with B when A is at the park (e.g., to promote the value safety), and
another commitment specifies that this data should not be shared between 3pm and 5pm
(e.g., to promote the values privacy and independence), then a conflict occurs when A is
at the park between 3pm and 5pm. If this occurs, the app needs to be able to make a
decision on which of the two conflicting commitments to satisfy, at the expense of violating
the other. The mobile application currently resolves conflicts by selecting the most recent
commitment. In this chapter we investigate the use of information about users’ values for
selecting which of two commitments to satisfy.

5.3. Conflict Resolution Model
In this section we present our automatic conflict resolution model for social commitments
that govern sharing and receiving of data in social platforms. We define a language for

1Examples of existing location sharing applications are Life360, Glympse, and wearables such as KizON. Use of
these technologies seems to differ across countries. Results from a survey among 920 parents in the UK indicate
that the use of location tracking was not prevalent (Vasalou et al., 2012). However, in the United States the app
Life360 is being used by more than thirty-four million families according to the company (Hasinoff, 2017).

2A 3-minute tutorial video (with subtitles) can be seen at http://bit.do/ePartner.

http://bit.do/ePartner
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creating requests regarding sharing or receiving of location data, and we define the notion
of conflict used in this study in Section 5.3.1. The conflict resolution model is based on the
concept of value profiles which we define in Section 5.3.2, and we present the model for
predicting user preference in resolving conflicts in Section 5.3.3.

5.3.1. SC Request Language and Conflict Definition
Commitments can be created through the location sharing app described in Section 5.2
in the following way. The prospective creditor specifies a location sharing request, for
example, a parent wants a child to share or not share location in a certain situation, through
the graphical interface of the app. This request is sent to the prospective debtor (the child
in this example), who can decide to accept or decline the request. If the debtor accepts, a
commitment is created with the corresponding debtor and creditor, as well as the condition
under which data should be shared or received as specified in the request. Below we provide
the grammar of this language for expressing location sharing requests.

〈request〉 ::= ‘I want’ 〈debtor〉 ‘to’ 〈normType〉 〈action〉 ‘with/from’ 〈thirdParty〉 ‘if’
〈condition〉

〈debtor〉 ::= 〈individual〉
〈normType〉 ::= ‘not’ | ε
〈action〉 ::= ‘share location’ | ‘receive location’
〈thirdParty〉 ::= 〈individual〉 | friends | family | others | everyone
〈condition〉 ::= ‘he/she is at’ 〈location〉 | ‘within’ 〈timePeriod〉

where debtor is an individual who forms the target of the commitment that is to be cre-
ated, norm type resolves to either an obligation (empty) or a prohibition (not) of an action,
that is either to share or receive location information, third party is either an individual (e.g.,
the creator of the request, also known as creditor and referred to as “I” in the grammar) or
a group of users, i.e., friends, family members, others, or everyone (i.e., all listed users),
and condition, is either a location or a time period. If the debtor accepts the request, a
commitment is created where debtor and creditor are as indicated above, the antecedent is
the condition, and the consequent is the combination of norm type, action and third party –
the latter can be viewed as the parameter of the action. With some abuse of language, in the
following we will sometimes use the term “commitment” to refer to the commitment that
is intended to be created through a request.

In the literature on social commitments the consequent typically represents a proposi-
tion that the debtor is committed to bringing about. In our case the consequent represents
a sharing or receiving action that should or should not be executed. In line with literature
on norms (Balke et al., 2013) we refer to the former as obligations and the latter as prohibi-
tions, which can also be referred to as obligations not to do the action. Furthermore, actions
and conditions in our case are specific to the domain of location sharing. We introduce a
third party to specify with/from whom data is shared or received, which can be viewed as a
parameter of the specified action.

The definition of conflict as introduced below underlies the implementation of conflict
detection in the application we employed in the user study presented in this chapter. Infor-
mally, a conflict can occur when two commitments refer to the same debtor, have opposing
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norm types (i.e., one is an obligation and one is a prohibition), concern the same action (with
overlapping third party), and have an overlapping condition. Two conditions overlap when
either 1) one is a location condition and the other is a time condition (because a person may
be at that location at that time), or 2) both are location conditions and they are the same3, or
3) both are time conditions with overlapping timespan (e.g., ‘between 8am and 10am’ over-
laps with ‘between 9am and 5pm’), denoted as TimespanOverlap(timespan1,timespan2).
We use the notation C .debtor to refer to the grammar element “debtor” of commitment C ,
in correspondence with the grammar defined above.

Before we define the notion of conflicting commitments formally, we define what we
mean by third party overlap and overlapping conditions. We use C .condi t i on.t y pe to
refer to the type of the condition of commitment C , i.e., either place or time period.

Definition 1 (Third party overlap). Let C 1 and C 2 be commitments, and let M be the inter-
section of the set of third parties of C 1 and C 2, i.e., M =C 1.thi r dPar t y∩C 2.thi r dPar t y .
We define that C 1 and C 2 have a third party overlap, denoted as
Over l ap(C 1.thi r dPar t y,C 2.thi r dPar t y), iff M 6= ;.

Definition 2 (Overlapping conditions). Let C 1 and C 2 be commitments. We define that C 1
and C 2 have a condition overlap, denoted as Over l ap(C 1.condi t i on,C 2.condi t i on), if
one of the following two conditions hold:

(1) C 1.condi t i on.t y pe 6=C 2.condi t i on.t y pe, or
(2) C 1.condi t i on.t y pe =C 2.condi t i on.t y pe, and

(2a) C 1.condi t i on.t y pe = locati on and C 1.condi t i on =C 2.condi t i on, or
(2b) C 1.condi t i on.t y pe = t i mePer i od and

T i mespanOver l ap(C 1.condi t i on,C 2.condi t i on).

Definition 3 (Conflict). Let C 1 and C 2 be commitments. We define that C 1 and C 2 are in
conflict iff the following conditions hold:

(1) C 1.debtor =C 2.debtor
(2) C 1.nor mT y pe 6=C 2.nor mT y pe
(3) C 1.acti on =C 2.acti on
(4) Over l ap(C 1.thi r dPar t y,C 2.thi r dPar t y)
(5) Over l ap(C 1.condi t i on,C 2.condi t i on)

5.3.2. Value profiles
Employing users’ contextual information has already been established as a viable method to
provide more relevant recommendations and a better user experience (Panniello and Gor-
goglione, 2012; Fernández-Tobías et al., 2016; Panniello et al., 2012; Knijnenburg et al.,
2012). This, in addition to the link between user values and norms, brought forth the idea
of using users’ ranking of importance of a number of domain-relevant values as contextual
information– to predict their preferred solution if a normative conflict is to occur.

We define a value profile as a user ranking of the importance of a set of values that
are relevant in the domain under consideration, which in our case is location sharing in

3In this study we assume that locations with different names are geographically different locations.
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family life. In Kayal et al. (2014a) we have identified a number of values from Rokeach’s
survey (Rokeach, 1973) as particularly relevant in this domain, namely: friendship, family
security (here renamed as safety), independence, social recognition and inner harmony.
In this domain social recognition takes shape mainly in the form of friendship, and inner
harmony concerns in particular family security. Therefore, and in order to limit the number
of values that users have to rank, in this study we omit social recognition and inner harmony.
Moreover, we add the values of responsibility and privacy, since these have been identified
in Nihlen-Fahlquist (2013); Czeskis et al. (2010) as important in this domain and in data
sharing in general (Nissenbaum, 2010).

We define these values as follows, adapted from Merriam-Webster’s dictionary:

• Friendship (F r nd): for you, or your family members to build friendships, a social
life, and be recognized amongst others in the social circle.

• Privacy (Pr i v): for you, or your family members to be free from unwanted outside
intrusion, and undesirably shared information.

• Safety (Sa f ): for you, or your family members to be free from dangers or harm.

• Independence (Ind): for you, or your family members to be capable of doing what
they need to do without other’s control or support.

• Responsibility (Res): for you, or your family members to know and be able to do the
tasks they are expected to do.

To predict users’ preference in the resolution of two conflicting commitments, we in-
troduce two types of value profiles: one that provides information about the user’s ranking
of the importance of a set of values in general, and one that provides information about
the extent to which a specific commitment promotes these values. We call the first a Gen-
eral Value Profile (V Pg ) and the second a Commitment Value Profile (V Pc ). By comparing
each of the V Pc of two conflicting commitments with the V Pg of a user, one can determine
which of the two commitments’ profiles is closer to the user’s values in the general sense.
The idea is then that the commitment closest to the user’s V Pg is the commitment that the
user would prefer to fulfill in case of conflict.

These two types of value profiles are thus defined as follows, where the domain-relevant
values in our case are the five values listed above:

• A user’s General Value Profile (V Pg ): a ranking of the importance of a set of domain-
relevant values in the general sense, without any additional context.

• A Commitment Value Profile (V Pc ): a ranking of how a social commitment promotes
a set of domain-relevant values.

In practical terms, i.e. when an application that embodies this conflict resolution
model is in use, a user’s general value profile will be created as part of the initializa-
tion process of the mobile app, while commitment value profiles are created by the
user every time a request is accepted by the debtor.
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Figure 5.1: A 2-dimensional representation of safety and independence in V Pg , V Pc1, and V Pc2.

5.3.3. Preference Prediction Model
Our model for predicting which of two conflicting commitments a user will prefer is based
on calculating the distance between the value profiles of each of these two commitments
and the user’s general value profile. The commitment that is closest to the user’s general
value profile is predicted to be the user’s preferred solution for resolving the conflict.

We represent value profiles numerically as vectors. Each element of the vector corre-
sponds to the importance of a particular value, i.e., the higher the number, the more impor-
tant a value is within that profile. For normalization purposes, the sum of the elements of
the vector should add up to 1. Thus a value profile in our case is a 5-dimensional vector, rep-
resenting the relative importance of each of the identified five values relevant in this domain:

V P = 〈F r nd ,Pr i v,Sa f , Ind ,Res〉
where F r nd +Pr i v +Sa f + Ind +Res = 1

To illustrate how the model defines the distance between value profiles, consider the
values Safety and Independence. Let C1 and C2 be two commitments and let V Pg , V Pc1,
V Pc2 represent the general value profile, and the value profiles for C1 and C2, respectively.
Figure 5.1 illustrates a partial projection of of V Pg , V Pc1, V Pc2 on 2-dimensional plane,
showing how close each commitment value profile is to the general value profile. According
to this illustration, the safety component in C1 is closer to its counterpart in the user’s V Pg

than the safety component of C2, i.e., |Sa fc1−Sa fg | < |Sa fc2−Sa fg |. This means that with
respect to Safety, the model predicts that C1 would be favored over C2 in case of a conflict.
Using the same argument, we can see that according to the value Independence, C2 would
instead be favored over C1.

In this way we calculate for each of the five values the distance between the general
value profile and the value profile of the commitment, defined formally as |(V Pc −V Pg )|.
We do this for each of two commitments, and take the difference between the resulting two
vectors to obtain a prediction vector Pr ed :
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Pr edc1,c2 = (|(V Pc2 −V Pg )|− |(V Pc1 −V Pg )|)
i.e. a vector containing five predictive components:

Pr edc1,c2 = 〈F r ndp ,Pr i vp ,Sa fp , Indp ,Resp〉

Each component of this prediction vector represents how close the importance of a
certain value in each of C1 and C2 is to its importance within the user’s value profile. This
number thus reflects how much the user is predicted to prefer C1 over C2 in a potential
conflict with respect to that value. This number can be positive or negative (a negative
number means a preference for C2 over C1)4.

5.4. User study
We designed and performed a user study to determine the usefulness of our value-based
conflict resolution model for predicting user preferences in resolving conflicts between
commitments. The design of the user study was made relatively simple in order to al-
low non-experts on the subject of social commitments to perform the required tasks. In
this user study participants were provided with a number of location sharing scenarios in
the family life domain. Each of these scenarios ended with a location sharing challenge
that required a solution to be created using the SC request language of Section 5.3.1. The
study was designed so that participants were confronted with conflicts between commit-
ments if they were to provide the expected solutions in the scenarios. As part of the study
we elicited users’ value profiles as well as their preferred solution when a conflict occurred.
Our aim was to use our conflict resolution model to predict users’ preference using informa-
tion available in their value profiles, and compare that prediction with the preference they
reported. In this section we present our hypotheses and research questions and describe the
user study in more detail.

Permission from the ethics committee of the university was obtained prior to conducting
this user study.

5.4.1. Hypotheses and research questions
Based on the background material and our value profile-based predictive model, we propose
the following hypotheses and research questions:

• H1: people have a preferred resolution when confronted with a conflict between
commitments.

• H2: knowledge of people’s general value profiles and commitment value profiles can
be used to predict people’s preferred resolutions to conflicts between commitments.

• RQ3: which information within a commitment’s grammatical structure can be used
to predict people’s preferred resolutions to conflicts between commitments?

4In the of case equal V Pc1 and V Pc2 , the model will predict an equal user preference for the two conflicting
commitments. Within the dataset obtained in the user study related to this work, no such case of an equal
prediction was found– while technically possible, it was very unlikely because of the fine-grained and multi-
dimensional method we used for input (see Section 5.4.3). A reduced grain/dimensionality of the input method
would increase the likelihood of equal commitment value profiles happening.
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Figure 5.2: A web-style menu representation of the SC request grammar.

5.4.2. Material
Research has shown that the web offers an environment just as powerful as the lab for
conducting user studies, with data collected online being of at least similar quality to lab
data (Gosling et al., 2004). Results from the two environments have been shown to have
high congruence (Krantz and Dalal, 2000). An advantage of using the web is that large
numbers of participants can be recruited relatively easily through crowdsourcing platforms.
Following this approach, we implemented a website containing the tasks participants had to
perform. Participants were recruited through Microworkers.com, and were redirected
via a link to our user study website.

We have developed a web-style menu representation of the SC request language to allow
participants to create social commitments (Figure 5.2). The menu reflects the user interface
of the corresponding smartphone app (see Section 5.2).

Scenarios and conflicts
Sixteen scenarios were used in the study, describing fairly common situations within the
family life domain, e.g. children going to school, children playing at a playground, parents
taking their children to meet friends. Origin of these scenarios is rooted in focus group data
with members of the target group conducted in Kayal et al. (2014a). A location sharing
challenge was presented at the end of each scenario, which participants were asked to solve
by creating a data sharing request using the SC request language through the menu in Figure
5.2. Every scenario was assigned a designated solution, i.e. a specific commitment we deem
to be correct. Scenarios were created such that the commitments forming the designated
solutions for each of the 16 scenarios were distributed over 16 the possible combinations of
norm type i.e. obligation or prohibition, action i.e. share or receive, third party i.e. creditor
only or any other user or any group, and condition i.e. place or time.

These 16 scenarios were created such that they gave rise to eight conflicting pairs of
scenarios. A conflicting pair consisted of two scenarios where the commitments forming
its two designated solutions would cause a potential conflict according to the definition of
conflict of Section 5.3.1. An example of a pair of scenarios with two designated solutions
bearing a potential conflict can be found (in addition to the remaining scenario pairs) in
Appendix A.4.

Roles
In each of the 16 scenarios, participants had to assume the role of one of the characters
in the scenario– the character is meant to solve the problem in the scenario through cre-
ating a commitment with other characters. In eight of these the participant assumed roles

Microworkers.com
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of parents, and in the remaining eight, participants assumed the roles of eight-year old pri-
mary school children. A participant assumed a fixed role that did not change throughout
their participation. This means that in the scenarios that we used, each conflicting pair of
commitments was created by the same creditor as impersonated by the participant of the
study.

Instructional videos
Two instructional videos (narrated in English) were created for this user study. The first
video provided information regarding the domain, SC request menu, an example task, and
the required participant input in case of a normative conflict. Video instructions were cus-
tomized depending on a participant’s assumed role, i.e. parent or child5. The second video
explained how to operate the values pie chart, the measurement tool we used for elicitation
of user values6 (see Section 5.4.3).

5.4.3. Measurement
Though obtaining the relative importance of a mental construct such as human values may
be difficult, (Carenini and Loyd, 2004; Pommeranz et al., 2011; Huldtgren et al., 2014)
provide a number of methods for the visual elicitation of the ranking of a fixed number of
user values.

Participants’ V Pg ’s and V Pc ’s were obtained using a colored pie chart with resizable
slices, and a legend relating every slice to a specific value of the five values discussed in
Section 5.3.2 (Figure 5.3 shows an example of what a pie chart may look like next to the
legend). The larger the slice that referred to a certain value, the more important a participant
thought this value was in comparison to others, considering the role they were instructed to
play.

If a participant created two successive solutions using the SC request menu who’s cor-
responding commitments were in conflict, a pop-up window showed up at the end of the
second scenario. This window displayed information related to the two conflicting solu-
tions. It asked the participant to indicate, from the perspective of their character in the
scenario, i.e., the creditor of both commitments, how much they favor one commitment7

over the other using a continuous slider (Figure 5.4).
Note that this setup allowed us to study the conflict resolution preferences of the (same)

creditor of two conflicting commitments. This setup was chosen since it concerns the most
“direct” relation between values and conflict resolution preferences. This is because the
commitments originate from the creditor in order to promote the creditor’s values, and
we resolve the conflict by comparing these commitments’ value profiles with the general
value profile of the same creditor. Studying how values can be used to predict a debtor’s
conflict resolution preferences may require taking into account the debtor’s perspective on
the creditors’ value profiles, as well as authority relations between debtor and creditor if
commitments arise from different creditors. Since this is our first study in this direction, we
chose a simple setup.

5Videos available at https://www.youtube.com/watch?v=BfcCvUyPPOg and https://www.
youtube.com/watch?v=X68WUhNzL9o

6Video available at https://www.youtube.com/watch?v=hqToNby4in4
7We used the term “agreement” instead of “commitment” during the experiment for clarity.

https://www.youtube.com/watch?v=BfcCvUyPPOg
https://www.youtube.com/watch?v=X68WUhNzL9o
https://www.youtube.com/watch?v=X68WUhNzL9o
https://www.youtube.com/watch?v=hqToNby4in4
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Figure 5.3: Values pie chart and legend.

Figure 5.4: A pop-up asking the participant to indicate their preference, using a slider.
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5.4.4. Participants
Four hundred participants were recruited through Microworkers.com. Participation was
open to members living in English-speaking countries, i.e. the US, Canada, UK, Australia,
and New Zealand. Every participant was compensated with one US Dollar, in accordance
with the regulations of the crowdsourcing platform.

To ensure the quality of the participant’s contributions, every task contained a quality
control question. Only participants who read the task text in full would be able to answer
this question correctly. Participants were informed through our terms and conditions that
wrong answers to the quality control questions would result in their compensation being
cancelled and their contribution omitted from the study. Four of the participants did not
comply with these regulations, which resulted in a final number of 396 contributing par-
ticipants. Of these participants, 202 were male and were 194 female, with an age mean of
31.2 and SD of 10.8, while 156 participants indicated being legal guardians of one or more
children.

5.4.5. Procedure
Upon reaching the website’s landing page participants were instructed to view the first
instructional video, customized based on their randomly assigned role. After watching the
video, participants were asked to enter demographic information, i.e. age, gender, and
whether they were the legal guardian of one or more children.

Following the landing page, participants were directed to a practice page, where a
dummy scenario, a practice SC request menu, a practice values pie chart and colored leg-
end along with the second instructional video, were presented. Following the practice page,
participants were directed to a page that contained the values pie chart and the colored leg-
end. Participants were instructed to “indicate, in the general sense, [their] preference for
these five human values” using the pie chart, and to do this “from the perspective of [their]
role”, i.e. either a parent or a child, and within the context of family life. This yielded the
participant’s V Pg .

Next, participants were directed to the scenario pages. In a scenario page, participants
could read the scenario text, and attempt to solve the location sharing problem in the sce-
nario using the SC request menu. After that, participants indicated how much the solution,
namely the request they created, supports each of the five human values if it were accepted
using a similar values pie chart, within the context of the scenario and from the perspective
of their character in the scenario. This yielded the corresponding commitment’s V Pc . Ev-
ery participant had to solve eight such tasks, dispatched as conflicting pairs but in random
order. This meant that every two consecutive scenarios had designated solutions generating
a potential conflict, which participants had to manually resolve using the continuous slider
in Figure 5.4.

Finally, after the end of the eighth scenario, participants were directed to a page con-
taining a second value pie chart with a legend, and participants were instructed to indicate,
once more, their preference for these five human values in the general sense assuming their
role and within the context of family life (i.e. their V Pg ).
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5.4.6. Data preparation and pre-analysis
R version 3.2.1 was used for all statistics. Participant demographic data, V Pg (pre and
post), assumed role, order of dispatched scenarios, solution to every task, commitments’
V Pc , and users’ preferences for every conflict resolution were stored.

First, a reliability analysis was conducted for values within V Pg (pre and post) amongst
participants, to determine if there was significant change to merit using the average of pro-
files in further analysis. Results showed a satisfactory8 Cronbach’s α (Table 5.1): this
means that we can assume consistency among pre- and post-experiment measurements.
Therefore, for further analysis, only the pre-measurement value of V Pg was used.

Table 5.1: Reliability analysis for V Pg ’s.

α

Frnd 0.75
Priv 0.52
Saf 0.63
Ind 0.70
Res 0.65

We also analyzed to what extent there is agreement among participants regarding how
they viewed a commitment’s impact on the five values. For this purpose we performed
a reliability analysis amongst participants for values within V Pc s per scenario, and split
across roles (Table 5.2). Results suggest a high level of consistency between participants
in how they viewed a commitment’s impact on the five values. This means that it may not
be necessary to use the commitment value profiles of individual users, but instead it may
suffice to use the average of a number of users’ commitment values profiles to predict the
preferred solution to a conflict. Relying on consensus data would require less elicitation of
users’ input. To investigate this, for each commitment that formed a designated solution to a
particular scenario, the average of the V Pc s was calculated for all participants. This created
a value profile consisting of the average of all value profiles created for the commitment in
that scenario. We call these consensus value profiles or V Pcon s.

Since participants performed multiple tasks, data was transformed to longitudinal form,
with two tasks (i.e. one potential conflict between two designated solutions) per row. This
way, every row in the data represents a potential conflict and resolution. This generated
396*(8/2)=1584 rows. In 517 rows no conflict between commitments was created, i.e.
a participant failed to create two conflicting designated solutions. These rows were then
dropped, leaving a total of 1067 rows out of the original 1584.

To calculate predictions of user preference for conflict resolution (as per the model in-
troduced in Section 5.3, two different prediction vectors were used. The first one was a fully

8As an internal reliability measure, Loewenthal (2001) suggests a Chronbach’s α of .7 as a threshold for acceptable
reliability. However, in a scale of a low (i.e. below 10) number of items (in the case of this chapter, two: before
and after), one may not be able to obtain an acceptable value of α, and thus the threshold may be reduced to .6.
In our case, still, one value (privacy) is still considerably below that, however, an average of reliability for all
values would still exceed .6.
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Table 5.2: Reliability analysis for V Pc ’s per scenario, across roles.

α

RolePar ent RoleC hi ld

Frnd 0.97 0.97
Priv 0.99 0.99
Saf 0.99 0.98
Ind 0.94 0.98
Res 0.97 0.91

personalized prediction, using a user’s V Pg s and the V Pc s they created for every commit-
ment:

(1) Pr edF P = (|(V Pc2 −V Pg )|− |(V Pc1 −V Pg )|)

While the second was a semi-personalized prediction, using a user’s V Pg s but replac-
ing their V Pc s with the V Pcons. As explained, the latter represents a consensus of opin-
ions rather than users’ own opinion of a commitment’s impact on values (and hence semi-
personalized).

(2) Pr edSP = (|(V Pcon2 −V Pg )|− |(V Pcon1 −V Pg )|)

Figure 5.5 represents a visualization of all participant’s slider values (Figure 5.4) when
presented with a conflict, showing the distribution of users’ preference for one commitment
over another: the closer to the left (right), the more they preferred C1 (C2) respectively, and
the closer to the center, the more “indifferent” they were regarding that conflict. The data
shows that participants deviated from the neutral, “no preference” point. This means that
people have a preferred resolution when confronted with a conflict between commitments
(H1).

For the purpose of analysis and creating prediction models, we translated the slider
data into binomial form with the neutral “no preference” as the cutoff point. That is, mea-
surements <0 are taken as a preference for the first of two conflicting commitments, and
measurements ≥0 are taken as preference for the second. The translation to binomial form
was performed because resolving an instance of conflict between two commitments means
complying with one commitment and violating the other9. The data shows that participants
were more likely to favor the second commitment they created (65.5% of total) in case of a
conflict, regardless of the content. This means that the order in which commitments were
created appears to influence users’ preference in case of a conflict. Interestingly, this con-
firms empirically the relevance of the lex posterior policy (see Section 5.1) for resolving
conflicts between norms in the context of supportive technology.

Moreover, the data showed that participants were more likely to favor the commitment

9The choice for obtaining user input via a continuous slider would allow to test for H1, then H2 through translating
that input into a binomial form. We opted out of using a 3-choice input (i.e. C1, no preference, C2) as it may
lead to a more salient choice for “no preference” for participants with a weak preference.
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Figure 5.5: Histogram of slider data for all participants

created at a scenario where the designated solution contained an obligation norm type
(62.9% of total). This means that the norm type of a commitment appears to influence
users’ preference in case of a conflict (RQ3).

In summary, we consider three main factors as possible predictors for user preference
in conflict resolution: (1) order, (2) norm type, and (3) user value profiles. For the latter,
we consider two options: the fully and the semi-personalized commitment value profile.
The order is always taken into account in the prediction models as it cannot be considered
in isolation. This means that we have a total of 23 = 8 possible combinations of predictive
factors.

Correspondingly, eight multi-level, Linear Mixed Effects models (LME) were con-
structed using the nlme package (Pinheiro et al., 2015) of R. Linear models describe re-
lationships in our data between predictive factors and the outcome, in terms of a linear
formula. Linear mixed effects models contain two types of factors: fixed effects and ran-
dom effects. Fixed effects are the predictive factors that are within experimental control, in
our case norm type and value profiles. Random effects are factors that are outside experi-
mental control, in particular unknown participant-specific factors. Accounting for these in
the model is important in case of a repeated measures study, with multiple measurements
per participant as in our case. These measurements are not independent: they are influ-
enced by participant-specific factors which are unknown to the experimenter at the time of
the measurement. This could introduce a bias to measurements from an individual partici-
pant. A random effects component is added to the model to account for this idiosyncratic
variation due to individual differences. This type of model containing both fixed and ran-
dom effects is referred to as a mixed model. Testing the significance of a fixed factor was
done by examining the improvement in the model’s fit on user preference in the conflict
resolution data if the model was extended with this fixed effect. For more elaborate intro-
ductory explanation we refer the reader to Winter (2013) as well as Field et al. (2012) for
more of a general overview of statistical modeling techniques.
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Composition of the models is as follows: in all eight models, the binomial user prefer-
ence was used as a response (i.e., the output of the prediction), par ti ci pant as a random
effect, with an unstructured covariance matrix (i.e. making no assumptions of any rela-
tionship between the variances in intra-participant measurments). Fixed effects (i.e., the
predictive factors) used in each of the eight models are shown in Table 5.3. The intercept
concerns the order in which commitments were created, norm type refers to the type of the
norm in a commitment (i.e. obligation or prohibition), and the term “Group” used in the
table refers to the fact that Pr edF P and Pr edSP are each a set of predictive values rather
than a single one. Table 5.4 shows the fixed effect coefficients for the eight LME models.

Table 5.3: Fixed effects used in each of the eight LME models.

M0 M1 M2.1 M2.2 M2.3 M3.1 M3.2 M3.3

Intercept x x x x x x x x
Norm type x x x x
Group

PredFP x x x x
PredSP x x x x

To determine whether the improvement that a model provides over another model is
significant, log-likelihood comparison tests were conducted. Log-likelihood is a measure
of fitness of a statistical model. In themselves, log-likelihoods are uninterpretable, however,
the difference between the log-likelihood for two models is interpretable as it follows χ2

distribution, which is a standard measure of difference between expected and observed
outcomes. And this can be compared with random differences, which means we can see
whether the observed difference is beyond “random chance”, and hence significant.

Using log-likelihood comparison tests, a base model can be compared to another model
in which fixed effects are added in comparison to the base model, i.e., not all models can
be compared in this way. To determine the improvement that each model provided over
the base model M0, seven log-likelihood comparison tests were conducted with M0 and
each of the other seven models. To determine the effect of adding value-profile predic-
tors over a model containing the norm type predictor, three log-likelihood comparison tests
were conducted with M1 and each of the M3.x models. To determine whether fully per-
sonalized value predictors provided an improvement over the semi-personalized, with and
without the presence of the norm type predictor, four log-likelihood comparison tests were
conducted, with (M2.1, M2.3), (M2.2, M2.3), (M3.1, M3.3), and (M3.2, M2.3). R2 values
were obtained through comparing all of the above pairs.

To understand the magnitude (i.e. effect size) of the improvement of one model over
another in its ability to explain the data, we also report the pseudo-R2 (hereafter abbreviated
as R2) values as suggested by Finch et al. (2014). The R2 value is the percentage of variance
in the data that can be explained more by one model than by the other, e.g., R2 = .1 (or
10%) means a model can explain 10% more of the observed outcome than the other model.
Cohen (1988) classifies effect size of R for social sciences as small when R=.1, medium
when R=.3, and large when R=.5. For R2 this means a value of .01 can be seen as small
effect size, .09 as medium, and .25 as large. Table 5.5 shows the results of the log-likelihood
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comparison tests and the R2 values. An explanation (and choice) of the statistical methods
used in this analysis can be found in Finch et al. (2014).

5.5. Results

Table 5.4: Fixed effect coefficients for the eight LME models.

est M0 est M1 est M2.1 est M2.2 est M2.3 est M3.1 est M3.2 est M3.3

Intercept .655** .526** .658** .653** .657** .541** .550** .556**
Norm type .247** .226** .201** .198**
PredFP

FrndFP .001** .001** .001* .001*
PrivFP .000 .000 -.001 -.000
SafFP .002** .001 .001* .000
IndFP .000 .000 -.000 .000
ResFP .001 .000 .000 .000

PredSP
FrndSP .001 .000 .001 .000
PrivSP -.000 -.000 -.001 -.001
SafSP .004** .003** .002** .002*
IndSP .001 .001 -.000 -.000
ResSP .003* .003* .001 .001

%Pr edi ct i on 68.4 77.6 72.3 74.4 75.1 77.8 77.0 77.9

Note: * p < .05, ** p < .01

In Table 5.4, numbers inside the cells (aside from intercept) are the fixed effect coeffi-
cients of the linear model, in other words, in column est M1, the slope of .247 represents
the norm type’s effect on model M1’s ability to explain user preference. The intercept is the
constant in the linear formula. Since the formula’s 0 to 1 outcome represents our annotated
recency of a commitment (i.e. 0 for the first commitment in the conflicting pair, and 1 for
the second), the intercept on its own here represents a prediction based on recency without
any additional predictive factors.

The double asterisk next to that number represent a p value below .01 (see table notes),
and thus norm type is considered very significant in this model. Based on this analysis, we
can see that column est M0 shows that the baseline model (i.e. knowledge of commitment
order and participant ID alone) can significantly predict user preference, with 68.4% pre-
dicted correctly. Column est M1 shows that a significant improvement in prediction can be
obtained when adding norm type to the model, with 77.6% of user preferences predicted
correctly. Columns est M2.1 to est M2.3 show that knowledge of users’ value profiles can
significantly improve prediction over knowledge of commitment order and participant ID
alone, with best prediction out of these three obtained using both Pr edF P and Pr edSP with
75.1% of the predictions correct. Columns est M3.1 to est M3.3 show that knowledge of
both norm type and users’ value profiles can significantly improve prediction over knowl-
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Table 5.5: Results of the log-likelihood tests and the R2 values.

χ2(R2)
M1 M2.1 M2.2 M2.3 M3.1 M3.2 M3.3

M0 75.0(.07)** 40.5(.04)** 57.6(.05)** 67.5(.06)** 88.8(.08)** 89.2(.08)** 97.0(.09)**
M1 13.8(.01)* 14.2(.01)* 22.0(.02)*
M2.1 27.0(.03)**
M2.2 9.9(.01)
M3.1 8.3(.01)
M3.2 7.9(.01)

Note: * p < .05, ** p < .01

edge of commitment order and participant ID alone, with best prediction out of these three
obtained using all of norm type, Pr edF P , and Pr edSP with 77.9% of the predictions correct.

In Table 5.5, the numbers in every cell shows the result of a comparison between two
models. For example, the values in uppermost left cell show that additional predictors
in M1 (namely norm type) affected the ability to explain user preference relatively well
(χ2 = 75.0), with a small to medium effect size (R2 = .07). The double asterisk next to that
number represent a p value below .01 (see table notes), and thus the change in prediction
ability between M0 and M1 is very significant. Following this analysis, row M0 confirms
each of the seven models with fixed effects provide an improved explanation of user pref-
erences over the base model, particularly with R2 values suggesting small to a medium
medium effect size (depending on model). Row M1 shows that adding value profile pre-
dictors to a model containing norm type would have little yet significant improvement in
explaining user preferences. Rows M2.1 and M2.2 show that adding a semi personalized
prediction to a model containing a fully personalized prediction would offer little but sig-
nificant improvement, if norm type was not included as a predictor. Rows M2.1 and M2.2
also show that the reverse, i.e. adding a fully personalized prediction to a semi personalized
prediction, would not offer any improvement in prediction. Rows M3.1 and M3.2 show
that no improvement was found in both cases when norm type was included.

5.6. Discussion
5.6.1. Hypotheses and research questions
In terms of hypothesis H1, pre-analysis in Section 5.4.6 has shown that participants were
strongly in favor of a resolution for conflicts, as opposed to having no preference for one
commitment over another, confirming this hypothesis. The results in table 5.4 showed that
the most accurate predictors of user preference are certain commitment-relevant informa-
tion. Within its grammatical structure, norm type was found to be a significant predictor
(thus answering RQ3). The table also shows that a commitment’s recency was also found to
be significant. Value profiles provided a slight (yet significant) improvement over recency
and norm type, with the highest prediction accuracy was achieved when using commitment
order, norm type, and value profiles altogether (thus confirming hypothesis H2). Last, the



5.6. Discussion 87

results of model comparison in table 5.5 show that fully personalized value profile predic-
tors do not offer more predictive power than the semi personalized ones.

5.6.2. Contributions
The main contributions of this chapter are 1) development of a conflict resolution model for
social commitments based on knowledge of user values, and 2) a user study that shows that
this value-based model can be used to automatically solve data sharing conflicts in location
sharing platforms. Aside from value profiles, our analysis revealed powerful yet simple
and easy-to-obtain information, i.e., order and norm type, that can be used to significantly
increase automatic conflict resolution prediction accuracy. To the best of our knowledge,
we are the first to develop a normative conflict resolution model based on user information,
in particular user value profiles.

5.6.3. Limitations
For our user study, we have selected five human values relevant to the domain of location-
sharing in family life to make up the components of value profiles. A more comprehensive
list of human values could be used to provide a wider perspective on the values users find
important, and relevant to location-sharing commitments. In the user study we used 16 sce-
narios and fixed conflicting commitment pairs. These scenarios and conflicts were based
on common family life situations as well as rooted in previously collected focus group data
(Kayal et al., 2014a). Yet despite our best efforts in selecting and pairing scenarios, and
the consistency in results across conflicts, more research is needed to investigate generaliz-
ability of our findings to other location sharing scenarios and social data sharing domains.
Moreover, the study was conducted online using a crowd sourcing platform. This means
that the conflicts and resolutions were simulated, and participants were in essence actors
who simulated both parental and children roles within given scenarios. We therefore can-
not immediately assume that real-life location-sharing scenarios would generate the same
results. Nevertheless, research (Borlund and Schneider, 2010) suggests that simulated work
tasks produce results that are comparable with real world behavior. Moreover, working with
real world data has to be balanced against an efficient research approach and ethics justi-
fication. Obtaining such data would require the development of entire application as well
as asking participants to use application of long period of time, all that to evaluate only
one element of the system. Using therefore a gamification mechanism known as “abstrac-
tions” (Kapp, 2012) was therefore more justified. With abstractions participants were only
exposed to a simplification of the situation by removing less relevant factors (e.g. a parent
actually going to their office) while also making cause and effect clearer with time being
sped up (e.g. participants did not wait the period of a school day for the second scenario).
The advantage of conducting a study in this controlled type of setting is a strong internal va-
lidity. Because we have control over the variables (Robson, 2002), we are in good position
to attribute the observed effects to our manipulations, instead of potential biases that may
come from confounding variables in a field study. Though field studies have higher external
validity, confounding variables (i.e. variables outside of experimental control) would make
findings less generalizable– thus we opted for a setup with a strong internal validity, with a
view of conducting further research in a field setup. Also, using a crowd sourcing platform
limited participation to those who chose to perform that task out of personal interest. This
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limits the generalizability of our findings beyond interested parties for the time being. Fur-
thermore, the label referring to the more recent commitment made was always displayed
on the right side of the slider, leaving our findings in regard to recency vulnerable to visual
bias– though the effect of recency is more document in literature (Howard and Kahana,
2002).

Moreover, and since we needed to ensure participants were able to fully understand
our scenarios, participation was limited to English-speaking countries only, i.e. primarily
“western” cultures. Different cultures may, on average, rank their values differently. At a
first glance, this would not affect how the prediction model works– the model uses a user’s
value profile(s), and sometimes community value profiles, to generate a prediction for that
specific user. Different users within one community rank their values differently as well,
and there is no reason to expect that the model will be less capable of predicting individual
user preferences if it uses user value profiles and community value profiles from another
culture that is equally as homogeneous as western culture. However, if we were to collect
community profiles from various cultures and use their average in the semi-personalized
prediction, then this may negatively affect the prediction accuracy for semi-personalized
predictions.

Finally, we must note the conflict detection algorithm in Section 5.3 is not intended to
detect all possible conflicts within social commitments– it is geared specifically towards
detecting commitments created by our grammar, and by the same creditor (as in our case),
for which it is fully sufficient.

5.6.4. Proposed future work
The main finding from this chapter forming the basis for future work in this direction is
that our results provide evidence that values are a relevant factor influencing users’ prefer-
ences regarding normative conflict resolution. This is important in light of our overall aim
of creating supportive technology that better supports people’s values by adapting to their
norms, for two main reasons: 1) it provides empirical evidence for the link between norms
and values which underlies our vision of socially adaptive supportive technology, and 2) if
we can improve our understanding of the relation between values and normative conflict
resolution preferences through further research, this may allow us to improve the predic-
tive power of our conflict resolution models, leading to supportive technology that better
supports people’s values.

Improving our understanding of the relation between values and normative conflict res-
olution preferences involves also studying other factors that are (potentially) relevant for
conflict resolution, and their interaction with values. In this study we have already identi-
fied two other factors (recency and norm type). We expect that a third important factor is
the nature of the relation between debtor and creditor (e.g., an authority relation).10 This
is particularly relevant when considering a debtor’s conflict resolution preferences in case
of conflicting commitments towards different creditors. Among other things it will be in-
teresting to investigate if for these other factors we can also identify accompanying values
as the underlying factor. For example, in cases where authority plays a role, an underlying
value may be respect for authority. Moreover, more research is required to investigate more
involved interplay between values of different users, e.g., debtors may take into account

10We thank one of the anonymous reviewers for highlighting this.



5.6. Discussion 89

their own values as well as their perception of the values of creditors in establishing conflict
resolution preferences.

In support of efforts to acquire a better understanding between values and normative
conflict resolution preferences, we feel that an interesting next step would be to investigate
other ways of obtaining value profile information. In this study we asked participants to
provide this information directly via a pie chart, and it would be interesting to obtain that
profile indirectly, e.g., through behavioral information or sensor data to investigate if such
information can lead to better predictions. Furthermore, in our study the starting point was a
predetermined set of relevant values. It would be interesting to integrate and further develop
value elicitation techniques, i.e., techniques for eliciting which values are important in the
context of particular applications (Pommeranz et al., 2011).

Finally, this user study was conducted in a simulated setting with all-adult actors who
simulated both parental and children roles within given scenarios in the location sharing
domain. Conducting this research in a field setting with both parents and children with a
location-sharing mobile app would be necessary to confirm that our findings carry over to
use of the technology in real life. An important challenge to consider when performing
a field study with technology that automatically takes decisions on users’ behalf as in our
case, is how to balance automatic decision making and user control over the application’s
behavior. Though our predictive models have good accuracy, this does not necessarily
mean that users will easily accept an application that automatically resolves their conflicts.
Moreover, it will be interesting to investigate the generalizability of our results to other
social data sharing settings. If we obtain evidence that this is the case, it supports our
broader vision of developing socially adaptive supportive technology.





6
Discussion and Conclusion

This thesis investigated the use of norm-based, social commitment (SC) models to enhance
social platforms in supporting human values. As its application domain the thesis focuses
on location-sharing applications. It considers the elicitation of the requirements for SC
models within this domain, builds a grammar and a visual representation for SC models, in-
vestigates SC’s model’s support for human values, and uses value-profiles to predict users’
preferred resolutions for SC conflicts. The thesis aims to answer the following research
questions:

In the family life domain, in what manner can social commitments offer a usable solu-
tion that complements the user preferences of location-sharing platforms, and improves the
platforms’ overall support for human values?

Two sub-research questions and two hypotheses were formulated to answer the main re-
search question:

• Research Question 1 (RQ1): how can the use of norms in a social platform influence
the social context of family life?

• Research Question 2 (RQ2): how can a social commitment model be tailored into a
usable implementation within a domain-specific, location-sharing application?

• Hypothesis 1 (H1): a location sharing application augmented with a social commit-
ment model provides a better support for children’s values than the same application
without a social commitment model.

• Hypothesis 2 (H2): knowledge of people’s general value profiles as well as com-
mitment value profiles can be used as a predictor of their preferred resolutions to
conflicts between these commitments.

The research followed a cognitive engineering (Hollnagel and Woods, 1983) approach
at the beginning, starting with an exploration of the application domain, requirements, and
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technology. The outcome of that exploration was used to formulate hypotheses which were
then empirically tested with user studies. The results presented in this thesis demonstrate
how to elicit the requirements and develop, for a specific domain, a SC model that is usable
within a location-sharing app. The results also demonstrate that enhancing the app with the
SC model has improved its support for user’s values, and that users’ value profiles can be
used to predict users’ preferred resolution for SC conflicts.

Relationship between values, norms, and elements of the social context (RQ1) The
second chapter of this thesis followed an exploratory approach to understand the application
domain and the target group through a number of qualitative user studies, namely cultural
probes (Gaver et al., 1999) and focus groups (Kreuger and Casey, 2008). The analysis of
the collected data brought forth a grounded model that highlighted the relationship of the
social context of the target user group with the concept of values, and how regulatory norms
can support these values. In that way the model showed how norms can influence the social
context of that domain, i.e. through human values. The model also provided a foundation
for developing a norm-based framework, e.g. a SC model, to govern the interaction of a
system of agent-based social applications.

Tailoring a SC model for use within a location-sharing application in the family life
domain (RQ2) The third chapter of this thesis continued the exploratory approach and
identified certain missing elements in social applications’ data sharing and receiving set-
tings, which make their support for human values suboptimal. Based on these missing
elements, as well as data collected in pervious user studies, a concept of a normative lan-
guage was developed and evaluated for expressivity through a user study. Afterwards, the
research focused on making that concept more concrete, through developing a grammar and
a life-cycle for a SC model grounded in the family domain. The grammar (and lifecycle)
accounted for the social aspects, allowed for expressing a temporal dimension, and for vi-
olation of commitments. The chapter also showed, through an empirical study, that users
found the SC model easy to use, and of positive contribution to the family life, location
sharing domain. The research and design steps taken in this chapter showed how to build
and tailor SC models to be embedded and directly usable within domain-specific social
applications.

SC models support for children’s values within a location-sharing application (H1)
Support for H1 was established through an empirical study described in Chapter 4. Thirty-
four children participated in a within-subject, counter balanced user test for two models of
a location sharing app, one which included the SC model, and one which did not. Chil-
dren answered questionnaires at the end of every test, which were developed specifically
to measure the fulfillment of important values in children’s lives, e.g. friendship, indepen-
dence, and family security. Observations of children’s behavior were also sampled at fixed
intervals. The analysis shows that children expect the version of the app enhanced with
the SC model to provide significantly better support for their values of friendship and inde-
pendence than a version without the SC model, and no difference was found for the value
of family security. The analysis also showed that children expect the version with the SC
model to be a better tool than the version without the SC model, though no difference was
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found for social actorship. Averaging results of both versions showed that the presence of a
location sharing app in children’s lives improves support for their values, and has a positive
influence both as a tool and social actor.

Predicting users’ preferred resolution of conflicts using value profiles (H2) Support
for H2 was established through an empirical study described in Chapter 5. Three hundred
and ninety-six people participated in a study conducted online. In that study, participants
had to provide their value profiles. They did this by ranking the importance of a set of
relevant values in the general sense, and indicating their preferred resolution to SC conflicts
they generated, through trying to solve a number of intentionally conflicting family sce-
narios we provided. Participants also provided value profiles that relate to every solution
they created. The analysis showed that mathematical models that utilize different combi-
nations of value profiles can be used to predict user preferences for resolving conflicts in
location sharing commitments. It also revealed other relevant commitment information that
can be used to improve prediction accuracy– namely recency and the commitment’s norm
type. The analysis also showed that using averages of general-sense value profiles e.g. from
historical data, offer similar predictive abilities when compared with value profiles elicited
user-by-user.

6.1. Limitations
Application domain Though the research aimed to investigate the issue of value ten-
sion in social platforms, the empirical part of the research focused on a specific application
domain, i.e. location sharing applications in the family life. This limits the ability to gener-
alize findings to other domains within social platforms. For example, location information
maybe considered more sensitive for the value of privacy than limited-size text posts or
links to news items. Moreover, the value of safety arguably plays a more important role in
the domain of family life than e.g. event organization or political discussions over social
media.

User studies conducted online Two of the empirical studies in this thesis were con-
ducted online through a crowd sourcing platform. That limited the ability to generalize
findings beyond those who chose to perform the tasks out of personal interest. The limited
time of effective user participation in such studies meant that we had to avoid very com-
plex scenarios, as well as omit a few of the grammar’s rules and semantic aspects in our
testable implementation, which may have given participants additional expression abilities.
Moreover, scenarios, conflicts, and resolutions were simulated, and we cannot immediately
assume that real-life location-sharing scenarios would generate the same results– though
research (Borlund and Schneider, 2010) suggests that simulated work tasks produce results
that are comparable with real world behavior.

User studies involving children Conducting user studies involving children in the pri-
mary school age can be a challenging task (Fails et al., 2013). In this thesis we have taken
a first step towards evaluating the effect a SC-enhanced location-sharing app on children’s
values. To do this was difficult as children could only be exposed to the app for a lim-
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ited time and at a specific location. In the study presented in chapter 4, we simulated real
life situations with games of “missions”, with every game session lasting approximately an
hour. Ideally, long term evaluation of the app, as well as social commitments’ effect on
family-life values should be present, involving both children and parents in a real life set-
ting. However, this user study provides a unique example of an alternative that reasonably
alleviates the limitations associated with that type of studies.

6.2. Contributions
To investigate the research questions and test the hypotheses proposed in this thesis, a num-
ber of models, a grammar, an application, and a measurement tool had to be created. The
following paragraphs highlight this thesis’s contributions.

6.2.1. Scientific contributions
Models This thesis brought forth three models. In chapter two, the main contribution
was a grounded model that outlines the relationship between a normative framework for a
social application and the elements of the social context in a certain application domain,
through the linking element of human values. The model represented a projection of sit-
uated Cognitive Engineering (Neerincx and Lindenberg, 2008) on the application domain,
that is grounded in that domain’s requirements. In chapter three, a SC model with a lifecy-
cle for location sharing applications in the family life domain was developed. This model
provides a clear specification for implementing SC-components within a location-sharing
platform. It represents the normative component in the grounded model presented in chapter
2, and its lifecycle is a concretization of the generic SC lifecycle (Singh and Telang, 2012).
In chapter five, a model to predict user preference in resolving location sharing commit-
ments conflicts was created, based on users’ value profiles. Overall, these models can serve
as blueprints for researchers in practical aspects of normative systems: in (1) understanding
the normative application domain, embedding a normative model within an application, and
(2) automatically resolving normative conflicts created through the application.

Measurement tools The study in chapter four also brought forward a questionnaire for
measuring a number of children values, within the location sharing context. The content of
the questionnaire was validated through a panel of experts in Value-Sensitive Design and
Human-Computer Interaction. Aside from this questionnaire, and to the best of our knowl-
edge, no other tools that can quantitatively measure the fulfillment of children’s values (or
human values in general) are available. Therefore, this questionnaire can be of benefit for
researchers in the field of value-sensitive design, as a validation tool for research concepts
and designs.

Understanding conflict resolution preferences The study in chapter five brought forth
insights in how humans would potentially resolve data sharing conflicts on social platforms.
The two predictors in the model that performed the best did not, in fact, relate to the value
profile of the participant, but were rather generic: recency and norm type. This can provide
a valuable insight on how to further develop automatic conflict resolution strategies that
would comply with the habits of most users of social platforms.
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6.2.2. Practical contributions
Aside from its contribution to the scientific community, many groups can benefit from the
work presented in this thesis’s in a practical manner. Below we list our research’s contribu-
tions for each of these groups:

End users In chapter four, we have implemented and evaluated a location sharing ap-
plication for the family life domain that uses an implementation of the SC model. The
implementation allowed users of the app to create agreements regarding the sharing and
receiving of location data.

The main beneficiary from using an app as such would be the research’s main target
group, i.e. families with children in the primary school age, with a number of value-tensions
clearly present within such group (Czeskis et al., 2010). This application would allow
parents and children alike to share their location for many intended purposes: staying safe,
exploring the neighborhood, playdates, events, etc., while maintaining a tailored support
for human values that is higher than what is offered in commercial platforms.

Developers To the best of our knowledge, SC models have not been yet implemented
within mobile applications or within a form that is directly accessible to end users. The
application overall can benefit developers of social applications as a prototype or testbed
for research ideas involving agents, norms or SCs. More specifically, the web-menu rep-
resentation of the SC model showcases a user interface that can be embedded in web and
mobile applications.

Computer Linguists In chapter three, a grammar for creating social commitments for
location sharing in the family life domain was developed, grounded in user data. This
grammar could serve as the core for the development of a more expressive, general-purpose
grammar for sharing and receiving content on social platforms. The end of chapter three
already highlights possible starting points for this development.

User experience designers User experience designers continuously look for new meth-
ods to gain insights into user behavior in a cost and time efficient manner. Unfortunately
that is not always possible, as certain target groups impose limitations on user studies that
greatly increase the required time, cost, and effort. The work in this thesis presented a
method, based on simulated work tasks (Borlund and Schneider, 2010) and user research
for children (Markopoulos et al., 2008) to alleviate this difficulty for a specific target group,
i.e. children in the primary school age– though the principle behind the method, i.e. the
simulated “missions”, can reasonably be applied to other types of users as well.

Moreover, throughout the numerous user studies carried out for this thesis, we have
overcome various obstacles during preparation and experiment design that were not ex-
plicitly mentioned in the descriptions of these experiments, yet useful to mention nonethe-
less. For user studies including children, it was essential to (1) have an experienced school
teacher lead the discussion if a discussion was needed, (2) ensure children understood the
basic function of a device or a piece of software before an interaction evaluation is in pro-
cess, (3) consider all limitations of the user study environment (e.g. reachability, size,
signal strength or WiFi if needed), and parental requirements (e.g. some children arrive
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late or are picked up early), and (4) ensure awareness of all assumptions related to children
(e.g. children by age x can read and write perfectly, children before age x do not own mo-
bile devices). For user studies conducted online, running a pilot with a limited number of
users was essential to discover experiment design flaws that might have severely affected
the quality of obtained data. Quality control questions had to be created so that it would
take approximately enough effort to cheat on a certain task as it would to perform the task
as intended, thus lowering the risk of undesirable user contributed data. Lastly, platform-
related regulations must always be considered before running a study (e.g. redirecting to
external websites, payment methods and regulations, ethical treatment of workers).

6.3. Future work
The work presented is thesis aimed towards improving social applications’ support for hu-
man values through normative frameworks. To build up on this work means further transi-
tioning towards truly adaptive social platforms that are capable of understanding people’s
norms and values. This could open up many possibilities for new research spanning the ar-
eas of agent systems, norms, human-computer interaction, value-sensitive design and data
science. A current vision for follow up research (van Riemsdijk et al., 2015a) suggests three
areas for potential development, namely:

Interaction The SC grammar developed in this thesis was kept relatively simple to allow
for an efficient evaluation, and tailored to a specific social application domain, i.e. loca-
tion sharing. This grammar can be further developed to allow for additional expressivity.
Possible developments include adding multiple (or nested) conditionals, and conditionals
relative to the creditor or third party. Moreover, and though our automatic conflict resolu-
tion algorithm scored fairly high, people’s acceptance of automatic resolution of conflicts,
as opposed to presenting the conflict to users for manual resolution, still requires investiga-
tion. This can be done, for example, through evaluating users’ acceptance to automatic con-
flict resolution using the Unified Theory of Acceptance and Use of Technology (UTAUT)
model (Venkatesh et al., 2003). A related challenge concerns automatic identification of
norms and commitments through analyzing user behavior, for example using data from so-
cial media (Bocconi et al., 2015), verbal and non-verbal social signals (Vinciarelli et al.,
2012), or usage data of the application itself.

Reasoning Though a SC model governs the location sharing app, the app itself does not,
in its current implementation, reason on whether to comply or violate an active, accepted
commitment, or similarly resolve a normative conflict. The study presented in the fifth
chapter took an important first step in providing insights on how users would prefer to
resolve location sharing conflicts, however, further research is needed for reasoning on
commitment acceptance and compliance based on information derived from users’ social
context. Such reasoning will make socially adaptive applications more resilient to situa-
tions where a commitment cannot be complied with. This can be the case due to external
circumstances (e.g., loss of network connection), or due to user behavior (e.g., forgetting
to take the phone when going out). Generic reasoning mechanisms are required to allow
applications to flexibly handle such situations in a principled manner.
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Ethics Though human values arguably pertain to ethical considerations, possible uneth-
ical uses of this type of norm-governed application were not explicitly addressed within
the scope of this work. The main challenge in this area remains as the proper definition
of ethical boundaries, while avoiding ethical abuse that may be possible due to the run-
time adoption of norms (van Riemsdijk et al., 2015a). Moreover, an interesting direction
of research is developing ethical and philosophical foundations for the concept of socially
adaptive electronic partners SAEPs. In some respects SAEPs may be considered to be tools,
however, if they have more autonomous reasoning capabilities they may also be conceived
as teammates (Klein et al., 2004; Breazeal et al., 2004) Or perhaps the concept of a SAEP
as mediating connection between people by partnering with an individual is a novel type
of entity that requires its own conceptual and philosophical underpinnings, for example
based on mediation theory (Verbeek, 2014). Another aspect of ethics to consider in respect
to autonomous reasoning is responsibility (Dignum, 2017), where agents capable of au-
tonomously taking decisions may be accountable in case the decision taken has had harmful
consequences. Agents must be able to take ethical considerations from various stakeholders
into account, as well as explain (or provide a trace) of reasoning that led to that decision.

6.4. Final remarks
Social applications have been gaining massive numbers of users on a consistent basis, shar-
ing data such as images, videos, and location information. While this technology has helped
shape our world in the recent decade, research showed that it may pose a risk to a number of
important user values while aiming to promote others. This thesis investigated enhancing
these applications with the norm-based, social commitment (SC) models, aiming to im-
prove their support for intended human values while minimizing the risk it poses to other
values. Results of the work done in this thesis demonstrated the potential of SC models in
providing an easy to use, flexible tool that allows social applications to work better in users’
favor, supporting intended values while posing minimal risk to other values as a side effect.
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Appendix

A.1. Scenarios used in online user study in Chapter 3 (with des-
ignated solutions)

1. Mary is an 8 years old child. Paul is her father. Paul wants to find out when Mary ar-
rives at the park. She is going there on her own for the first time, and Paul is worried.
You are Paul. Use the menu below to construct an agreement to find out when Mary
arrives at the park.

Designated solution (and type): I want Mary to share her check-ins with me if she’s
at the park (O,S,C,P).

2. Mary and Jason are both 8 years old children. Jason wants to play with Mary after
school (some time between 3 and 5 pm). Jason does not know where Mary is going
after school. You are Jason. Use the menu below to construct an agreement to find
out where Mary is going after school.

Designated solution (and type): I want Mary to share her check-ins with me if it’s
between 3pm and 5pm (O,S,C,T).

3. Mary and Jason are both 8 years old children. Lisa is Jason’s mother. Jason wants to
play with Mary in the park nearby her house. Jason may forget to inform Mary when
he arrives at the park. You are Lisa. Use the menu below to construct an agreement
to ensure Jason informs Mary of his arrival at the park.

Designated solution (and type): I want Jason to share his check-ins with Mary if
he’s at the park (O,S,X,P).

4. Jason is an 8 years old child. Lisa is his mother, and Peter is his father. Jason is going
to play with his friends after school (some time between 3:30pm and 6pm). Lisa is
supposed to drive Jason home afterwards. The parents do not know where Jason and
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his friends are going to play. You are Peter. Use the menu below to construct an
agreement to ensure that Lisa finds out where Jason is going.

Designated solution (and type): I want Jason to share his check-ins with Lisa if
it’s between 3pm and 6:30pm (O,S,X,T).

5. Jason is an 8 years old child. Lisa is his mother. Lisa wants to drive Jason home
when he’s done playing at the park. Lisa wants to make sure Jason is aware when she
arrives. You are Lisa. Use the menu below to construct an agreement to ensure that
Jason is informed of your location while he’s playing at the park.

Designated solution (and type): I want Jason to receive check-ins from me if he’s
at the park (O,R,C,P).

6. Mary and Jason are both 8 years old children. Mary wants Jason to come and play
with her in the afternoon (sometime between 3pm and 5pm). Mary does not know yet
exactly where she is going to play. You are Mary. Use the menu below to construct
an agreement to ensure that Jason knows where you’re going this afternoon.

Designated solution (and type): I want Jason to receive check-ins from me if it’s
between 3pm and 5pm (O,R,C,T).

7. Jason is an 8 years old child. Lisa is his mother, and Peter is his father. Peter wants
to pick Jason from day care when he’s done with work. Peter is going to be late, but
Lisa agrees to pick Jason up instead. You are Peter. Use the menu below to construct
an agreement to ensure that Jason finds out when Lisa arrives to pick him up.

Designated solution (and type): I want Jason to receive check-ins from Lisa if he’s
at daycare (O,R,X,P).

8. Jason is an 8 years old child. Lisa is his mother. Lisa wants Jason to be more active
in making friends in their neighborhood. Jason does not know where his friends play
after school (some time between 4pm and 6pm), and therefore has not, up to now,
joined them. You are Lisa. Use the menu below to construct an agreement to ensure
that Jason finds out where his friends play after school.

Designated solution (and type): I want Jason to receive check-ins from Friends if
it’s between 4pm and 6pm (O,R,X,T).

9. Mary is an 8 years old child. Jane is her mother. Jane does not want to be notified
every time Mary comes home. But Mary checks-in and informs everybody when she
comes home. You are Jane. Use the menu below to construct an agreement to ensure
that Mary does not notify you when she arrives home.

Designated solution (and type): I want Mary to not share check-ins with me if she’s
at home (F,S,C,P).
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10. Mary is an 8 years old child. Paul is her father. Paul has a meeting between 10am
and 12pm, and will be very busy during that time. But Mary checks-in frequently all
day long, and shares with everybody. You are Paul. Use the menu below to construct
an agreement to ensure that Mary does not notify you with her location during your
meeting.

Designated solution (and type): I want Mary to not share check-ins with me if it’s
between 10am and 12pm (F,S,C,T).

11. Jason is an 8 years old child. Lisa is his mother. Lisa does not want strangers to find
out where her son is. But when Jason goes to the park he keeps sharing his location
with everybody. You are Lisa. Use the menu below to construct an agreement to en-
sure that Jason does not tell strangers (as in, all people who aren’t friends or family)
that he’s at the park.

Designated solution (and type): I want Jason to not share check-ins with others if
he’s at the park (F,S,X,P).

12. Jason is an 8 years old child. Peter is his father, and Lisa is his mother. Lisa has a
meeting (between 2pm and 4pm) and she does not want to be interrupted during that
time. But Jason does not know that, and he might share a few check-ins with her
during that time. You are Peter. Use the menu below to construct an agreement to
ensure that Jason does not share his location with Lisa during her meeting.

Designated solution (and type): I want Jason to not share check-ins with Lisa if
it’s between 2pm and 4pm (F,S,X,T).

13. Mary and Jason are both 8 years old children. Mary and Jason go to the same school.
Jason therefore does not need to be notified if Mary arrives at school. But Mary
checks in when she arrives at school every day. You are Mary. Use the menu below
to construct an agreement to ensure that Jason is not notified of your check-ins if he’s
at school.

Designated solution (and type): I want Jason to not receive check-ins from me if
he’s at school (F,R,C,P).

14. Jason is an 8 years old child. Lisa is his mother. Jason does not want to bother his
mom with too much check-ins. For example, Jason is going on a school trip (between
10am and 3pm) and he is going to check-in in every place they go. You are Jason.
Use the menu below to construct an agreement to ensure that Lisa is not notified of
your location during that school trip.

Designated solution (and type): I want Lisa to not receive check-ins from me if it’s
between 10am and 3pm (F,R,C,T).

15. Jason is an 8 years old child. Peter is his father. Peter wants Jason’s grades at school
to improve. Jason is easily distracted by all the notifications on his smart phone when
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he’s at school. You are Peter. Use the menu below to construct an agreement to en-
sure that Jason does not receive notifications from his friends while he’s at school.

Designated solution (and type): I want Jason to not receive check-ins from friends if
he’s at school (F,R,X,P).

16. Mary is an 8 years old child. Jane is her mother. Jane wants Mary’s grades at school
to improve. But Mary is easily distracted by all the notifications on her smart phone
during the time where she’s supposed to do her homework (between 6:30pm and
8pm). You are Jane. Use the menu below to construct an agreement to ensure that
Mary does not receive notifications from her friends during the time where she’s sup-
posed to do her homework.

Designated solution (and type): I want Mary to not receive check-ins from friends
if it’s between 6:30pm and 8pm (F,R,X,T).

A.2. Mission cards
1. Go to the school yard. Make sure that your friends know you are there.

2. Go to the toddlers room. Make sure that your family knows you are there.

3. Try to make a location that isn’t in the app yet (for example, the atelier).

4. Go to the inner yard. Make sure only your family knows that you are there.

5. See if you’ve already checked-in in all places. Check-in in the places where you
haven’t yet.

6. Add two children to your "other" list and two more to your "friend" list.

7. Go to the inner yard. Share your location but make sure it isn’t going to be seen by
"family" or "others".

8. Check which friends have shared their location already (tip: try the event log).

9. Go to the school yard. Let your friends know that you’re there.

10. Go to the dining room. Let your friends know that you’re there.

11. Go to the upper atelier, and let your parents know that you’re there.

12. Go to the dining room. Make sure that at least someone in the toddlers room knows
where you are.

13. 13 Ask a friend of yours to always share his/her check-ins with you if he/she is in the
upper atelier.

14. Make sure that one friend of yours does not find out where you are from now until 6
o’clock.
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15. Ask a friend of yours to always let you know if he/she is in the upper atelier.

16. Make sure that one of your friends would not let you know if he/she is in the toddlers
room.

17. Ask one of your friends to not let you know where he/she is after 3 o’clock in the
afternoon.

18. Go to the school yard. Make sure that you add a new friend to the app that has the
same hat color. Make an agreement that if one of you is in the dining room, then the
other should know.

19. Check your friends list and try to find someone from the same team who is in the
upper atelier. Ask him/her to not let you know when he/she is at the upper atelier.

20. Ask one of your friends to request from you to always share your location with
him/her if you’re in the inner yard.

21. Ask one of your friends to request from you to always share your location with
him/her if you’re in the school yard.

22. Check which of your friends are outside. If your friends are outside, go to them and
check-in altogether. Otherwise, go to the toddlers room and check-in.

23. You want to have something to eat, but you don’t want to eat alone. Let everyone
know that you’re in the dining room.

24. You can see where your friends are through the event log. Make sure that one of your
friends can find out where you are between now and a quarter of an hour.

25. Check where your friends are and ask someone you like to come with you to the inner
yard. Check-in together.

26. Go to the upper atelier and try to ask someone to come there from the inner yard. Can
you see if there are other children there? See on the map or the event log where your
friends are and check-in together in the upper atelier.

27. See who’s now outside. Try first to do that with the help of the app. Check-in when
you’re outside.

28. Check where other children are via the event log. If you can find a few, add them as
friends. If you can’t find anybody, check if someone is outside and see if he/she can
add you as a friend.

29. You want to always know when one of your friends comes to the daycare center.
Make a setting so he/she would always let you know when he/she’s at the bicycle
storage.

30. Ask someone to always let you know when he/she is going to the inner yard.
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31. Make a setting so one of your friends would not find out if he/she is at the bicycle
storage.

32. Make sure that one of your friends would not know find out where you are if he/she
is at the upper atelier.

33. After 3:30 in the afternoon, you don’t have to know where one of your friends is.

34. Ask someone to make sure that he/she receives your check-ins from now until half
an hour later.

35. Ask someone to make sure that he/she does not receive check-ins from his/her friends
from now until half an hour later.

36. Ask someone to make sure that he/she receives your check-ins from now until fifteen
minutes later.

37. Ask someone to make sure that he/she does not receive check-ins from his/her friends
from now until fifteen minutes later.



A.3. Questionnaire 105

A.3. Questionnaire
Table A.1 shows the questionnaire part used to measure user values, and the values each
item measures. Table A.2 shows the questionnaire part used usability and social actorship.

Table A.1: Questionnaire part used to measure user values, and the values each item measures (translated).

No. Statement labels SR FR FD ID IH RS FS

1 If I would use this app, it
would be [blank] for me
to make appointments with
friends, for example to go
to the park, playground or
school.

much less easy,
the same, much
easier

x x x x

2 If I would use this app, it
would be [blank] for me to
find out if my friends are
playing outside.

much less easy,
the same, much
easier

x x

3 If I would use this app, it
would be [blank] for me to
go to the playground with
friends.

much less easy,
the same, much
easier

x

4 If I would use this app, it
would be [blank] for me to
remain in contact with my
friends.

much less easy,
the same, much
easier

x x

5 If I would use this app, it
would be [blank] for me to
go and play at one of my
friends’s.

much less easy,
the same, much
easier

x x x

6 If I would use this app, it
would be [blank] for me to
find out where my friends
are.

much less easy,
the same, much
easier

x

7 If I would use this app,
it would be [blank] for
me to visit family mem-
bers (like my grandfather,
grandmother, aunts, un-
cles, and cousins.

much less easy,
the same, much
easier

x x

8* If I would use this app, the
number of arguments with
my parents would probably
become [blank].

much less, the
same, much more

x



106 A. Appendix

No. Statement labels SR FR FD ID IH RS FS

9* If I would use this app, it
would be [blank] to go on a
family visit on my own.

much less scary,
the same, much
scarier

x

10* If I would use this app, it
would be [blank] to go visit
a friend on my own.

much less scary,
the same, much
scarier

x

11*i If I would use this app, it
would be [blank] to go to
school on my own.

much less scary,
the same, much
scarier

x

12*i If I would use this app, my
parents would [blank] tell
me what to do, like my
homework for example.

much less often,
the same, much
more often

x x

13* If I would use this app,
my parents would worry
[blank] if I go to school on
my own.

much less, the
same, much more

x

14*i If I would use this app,
my parents would proba-
bly treat me [blank] like a
child.

much less, the
same, much more

x x x

15i If I would use this app,
my parents would allow me
[blank] to visit friends who
live far from me.

much less, the
same, much more

x

16 If I would use this app, I
would be [blank] to go to
certain places in my neigh-
borhood.

much less confi-
dent, the same,
much more confi-
dent

x

17 If I would use this app,
my parents would allow me
[blank] to go to school on
my own.

much less often,
the same, much
more often

x

18 If I would use this app, my
father and mother would
know [blank] exactly
where I am.

much less often,
the same, much
more often

x

19 If I would use this app,
my friends would know
[blank] where I am.

much less often,
the same, much
more often

x x

Table A.1: Values: SR = social recognition, FR = friendship, FD = freedom, ID = independence, IH = inner
harmony, RS = responsibility, FS = family security. Items with an asterisk (*) are reversed during calculations.

Items marked with (i) were removed as a measure of the value “independence” during reliability analysis.
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Table A.2: Questionnaire part used to measure usability and social actorship (translated).

No. & Statement labels

Usability
20. The app was easy to use. no, in between, yes
21. I understand how he app works. no, in between, yes

Social actorship
Liking

22. I liked using the app. no, in between, yes
23. I would like to use the app in the future. no, in between, yes
24. I would tell others about the app. no, in between, yes

Dominance
25. I feel like the app acts like a boss over me. no, in between, yes

Trust
26. I feel that the app does what I want it to do. no, in between, yes
27. I think the app does nothing sneaky. no, in between, yes
28t. I think the app is honest. no, in between, yes
29. I think the app would never tell on me. no, in between, yes
30t. I think the app can keep a secret. no, in between, yes

Intimcy
31. The app is a friend. no, in between, yes

Items marked with (t) were removed as a measure of the social actorship item “trust” during reliability analysis.
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A.4. Example scenario pair and conflicting designated solutions
A.4.1. Scenario A
Mary is an 8 years old child, and Paul is her father. Paul wants to find out when Mary
arrives at the park. She is going there on her own for the first time, and Paul is worried.
You are Paul, use the menu below to construct an agreement to find out when Mary arrives
at the park.

Designated solution: I want Mary to share her location with me if she’s at the park.

A.4.2. Scenario B
Mary is an 8 years old child, and Paul is her father. Paul has a meeting between 3pm and
5pm, and will be very busy during that time. But Mary checks-in frequently all day long,
and shares with everybody. You are Paul, use the menu below to construct an agreement to
ensure that Mary does not notify you with her location during your meeting.

Designated solution: I want Mary to not share her location with me if it’s between 3pm
and 5pm.

A.4.3. Conflict between designated solutions
Using the conflict detection algorithm in section 5.3.1, we can see that the two agreements
have the same debtor, opposite norm types, same action, overlapping third party, and pos-
sibly overlapping conditions. We therefore conclude that a conflict may occur, e.g. to share
or not to share Mary’s location if she enters the park between 3pm and 5pm.

A.4.4. The remaining scenario pairs
• (A) Mary and Jason are both 8 years old children. Jason wants to play with Mary

after school (some time between 3 and 5 pm). Jason does not know where Mary is
going to play. You are Jason. Use the menu below to construct an agreement to find
out where Mary is going to play.

(B) Mary and Jason are both 8 years old children. Mary lives next door, and Jason
does not want to be informed every time Mary comes home. You are Jason. Use the
menu below to construct an agreement to ensure that Mary does not notify you when
she arrives home.

• (A) Mary, Jason and Mike are all 8 years old children. Jason wants to play with Mary
in the park nearby her house. Jason may forget to inform Mary when he arrives at the
park. You are Mike. Use the menu below to construct an agreement to ensure Jason
informs Mary of his arrival at the park.

(B) Jason and Mike are both 8 years old children. Mike thinks that Jason should be
more careful when sharing his whereabouts with others. But when Jason goes to the
park he keeps sharing his location with everybody. You are Mike. Use the menu
below to construct an agreement to ensure that Jason does not tell anyone that he’s at
the park.

• (A) Jason is an 8 years old child. Lisa is his mother, and Peter is his father. Jason
is going to play with his friends after school (some time between 3:30pm and 6pm).
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Lisa is supposed to drive Jason home afterwards. The parents do not know where
Jason and his friends are going to play. You are Peter. Use the menu below to
construct an agreement to ensure that Lisa finds out where Jason is going.

(B) Jason is an 8 years old child. Peter is his father, and Lisa is his mother. Lisa has
a meeting (between 3pm and 5pm) and she does not want to be interrupted during
that time. But Jason does not know that, and he might share a few check-ins with her
during that time. You are Peter. Use the menu below to construct an agreement to
ensure that Jason does not share his location with Lisa during her meeting.

• (A) Jason is an 8 years old child. Lisa is his mother. Lisa wants to drive Jason home
when he’s done playing at the park. Lisa wants to make sure Jason is aware when she
arrives. You are Lisa. Use the menu below to construct an agreement to ensure that
Jason is informed of your location while he’s playing at the park.

(B) Jason is an 8 years old child. Lisa is his mother. Lisa wants Jason’s grades at
school to improve. But Jason is easily distracted by all the notifications on his smart
phone during the time where he’s supposed to do his homework (between 4:30pm
and 6pm). You are Lisa. Use the menu below to construct an agreement to ensure
that Jason does not receive notifications from anybody during the time where he’s
supposed to do his homework.

• (A) Mary and Jason are both 8 years old children. Mary wants Jason to come and
play with her in the afternoon (sometime between 3pm and 5pm). Mary does not
know yet exactly where she is going to play. You are Mary. Use the menu below to
construct an agreement to ensure that Jason knows where you’re going this afternoon.

(B) Mary and Jason are both 8 years old children. Mary does not want to bother Jason
with too many notifications. For example, Mary is going on a school trip (between
11am and 4pm) and she is going to check-in at every place they visit. You are Mary.
Use the menu below to construct an agreement to ensure that Jason is not notified of
your location during that trip.

• (A) Jason is an 8 years old child. Lisa is his mother, and Peter is his father. Peter
wants to pick Jason from school when he’s done with work. Peter is going to be
late, but Lisa agrees to pick Jason up instead. You are Peter. Use the menu below to
construct an agreement to ensure that Jason finds out when Lisa arrives to pick him
up.

(B) Jason is an 8 years old child. Peter is his father. Peter wants Jason’s grades
at school to improve. Jason is easily distracted by all the notifications on his smart
phone when he’s at school. You are Peter. Use the menu below to construct an
agreement to ensure that Jason does not receive notifications from anybody while
he’s at school. You are Mary. Use the menu below to construct an agreement to
ensure that Jason is not notified of your location during that trip.

• (A) Mary and Jason are both 8 years old children. Mary wants Jason to meet more
friends in their neighborhood. But Jason does not know where his friends play in
the afternoon (some time between 4pm and 6pm), and therefore has not, up to now,
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joined them. You are Mary. Use the menu below to construct an agreement to ensure
that Jason finds out where his friends play in the afternoon.

(B) Mary and Jason are both 8 years old children.Mary and Jason go to the same
school. Jason therefore does not need to be notified if Mary arrives at school. But
Mary checks in when she arrives at school every day. You are Mary. Use the menu
below to construct an agreement to ensure that Jason is not notified of your check-ins
if he’s at school. You are Peter. Use the menu below to construct an agreement to
ensure that Jason does not share his location with Lisa during her meeting.
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