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ABSTRACT

An optimization approach is presented that can be used to find the optimal source term distribution in order to represent a high-fidelity vortex-generator (VG) induced flow field on a coarse mesh. The approach employs the continuous adjoint of the problem, from which an exact sensitivity is calculated and used in combination with a trust-region method to find the source term which minimizes the deviation with respect to the reference velocity field. The algorithm is applied to an incompressible flow over a rectangular VG and VG pair on a flat plate and compared to results obtained with the jBAY-model and a body-fitted mesh simulation. The results indicate that a highly accurate flow, yielding only minimal errors with respect to the shape factor, circulation and vortex core, can be obtained on coarse meshes when adding a source term to only a limited number of cells. This approach therefore demonstrates the potential of source-term models to include the effects of VGs in computations of large-scale geometries. It also allows quantification of the achievable accuracy on a particular mesh and the calculation of the source term which is optimal for a specific situation. Furthermore, the optimization approach can be used to diagnose the deficiencies of an existing source-term VG model, in this work the jBAY model.
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1. Introduction

Flow-control devices have the capability of increasing the performance of for example wind-turbine blades, engine inlet ducts or airplane wings considerably [1,2]. One of the most commonly used tools in this respect are passive vortex generators (VGs), which consist of small vanes that are mounted on a surface of interest at an angle relative to the incoming flow. VGs introduce streamline-wise vortical structures that provide mixing in the inner part of the boundary layer with the high-momentum flow of the outer region, thus locally re-energizing the flow. They thereby increase the ability of the flow to overcome adverse pressure gradients and hence reduce its susceptibility to flow separation [3]. By ensuring an attached flow over a larger region of the surface, the addition of VG arrays to e.g. wind-turbine blades increases the maximum lift forces and stall angles, resulting in improved power generation and overall better performance [4–6].

However, reliable predictions of the effects of VGs, and the determination of optimal configurations for specific operating conditions, is not straightforward. These require the ability to accurately model the physics associated with the flow patterns induced by individual VGs and their combined effects when operating in arrays. Computational fluid dynamics (CFD) simulations which resolve the VG geometry could potentially offer the required fidelity, but the computational cost would be excessive, due to the large difference in scale between VGs (with a height typically smaller than the boundary-layer thickness) and the overall structure of interest.

A more feasible approach is to model the effect of the VG on the flow by the addition of a suitable source term to the governing equations. Then only minor or even no mesh adaptations are required with respect to clean-surface simulations, resulting in large savings in computational cost. For example, this can be advantageous for the determination of optimal VG locations. An overview of such source-term VG models is contained in [7]. Common approaches include the addition of a predefined vortex profile based on analytic models [8,9], either as secondary velocities or more recently as additional turbulent stresses [10]. A disadvantage of these methods is that they rely on the inherent assumption that the created vortex can be described by an analytic idealized-vortex model (often the Lamb–Oseen model), usually in combination with empirical relations. Thereby they fail to fully take into account the particular characteristics of the situation of interest, for example the VG geometry and flow conditions.
An alternative consists of including body forces to the governing equations that trigger the formation of a vortex with suitable characteristics [11,12], hence making no prior assumption on the shape and strength of the final vortex. An example is the VG model proposed by Bender et al. [11] (usually referred to as the BAY model), and its improved version the jBAY model [13], which makes use of airfoil theory to estimate the lateral forces generated by the VG. Both the BAY and the jBAY models are commonly used in industry.

Analysis of the BAY and jBAY models by Florentie et al. [14] has shown that this approach performs reasonably well, creating a vortex with characteristics similar to those of a reference body-fitted mesh simulation. However, also some shortcomings are observed. It is found that still a rather refined mesh is required in the vicinity of the VGs, and that the vortex characteristics do not converge to the body-fitted mesh results upon refinement of the mesh. Moreover, analysis of the boundary-layer shape factor revealed deviations that could indicate unreliability with respect to separation prediction. Being constrained by the use of suboptimal meshes, it is unclear whether and to which extent improvement is possible. The question thus arises what is the highest accuracy one can expect to achieve when making use of a source-term model to simulate VG-induced flow effects, on a given mesh? More importantly, which source term would be able to yield this result? In this contribution we present an inverse approach to answer both questions. We perform a goal-oriented optimization, using the adjoint system, to calculate the optimal source-term distribution that recreates the characteristics of a given high-fidelity 3D flow field on a low-resolution mesh.

The formulation of this optimization problem and the derivation of the adjoint system is presented in the next section, followed by details about the numerical implementation. This is followed by an overview of the problems used to test our approach and the derivation of the corresponding boundary conditions. A discussion of the results obtained, with respect to attainable accuracy and source-term patterns, is presented in Sections 5–7.

Note that although the current work is focused on the simulation of VG-induced flow effects, the presented methodology is general. It can in theory also be used to find a suitable source term to replace other small obstacles in CFD simulations.

2. Methodology

2.1. Formulation of the optimization problem

Our objective is to find a source term that accurately reproduces the flow disturbance caused by the presence of a VG. This disturbance consists of a vortex within the boundary layer, propagating downstream and thereby altering the boundary-layer profile. Quantities of interest when analyzing this effect include the (location and value of the peak in the) vorticity field,

\[ \omega = \nabla \times u, \]

and its integral measure accounting for the change in overall flow circulation,

\[ \Gamma = \int_S \mathbf{u} \cdot d\mathbf{l} = \int_S (\nabla \times u) \cdot dS = \int_S \omega \cdot dS. \]

In the above, \( u(x, y, z) \) represents the velocity field in a domain of interest \( \Omega \) with boundary \( \partial \Omega \). If the VG is included for separation control, it is also important to accurately represent its effect on the boundary-layer shape factor, \( H \). The shape factor gives an indication of the boundary layer’s ability to withstand adverse pressure gradients (and hence its susceptibility to flow separation). This integral quantity is defined as the ratio between the boundary-layer displacement thickness \( \delta^+ \) and momentum thickness \( \theta \), which for incompressible flow is given by

\[ H = \frac{\delta^+}{\theta} = \frac{\int_0^\delta (1 - \frac{u}{u_c}) \, dz}{\int_0^\delta \frac{u_c}{u_c} (1 - \frac{u}{u_c}) \, dz}, \]

where \( \delta \) represents the boundary-layer thickness and \( z \) is the wall-normal direction.

The above measures are a function of the velocity field only. This implies that a source term which provides an optimal match to the velocity field would be sufficient to yield the highest achievable accuracy with respect to the quantities of interest. Goal-oriented optimization using an objective function that minimizes the \( F^\alpha \)-norm of the deviation between the velocity field and a high-fidelity reference solution \( \mathbf{u}^0 \),

\[ J(\mathbf{u}) = \int_{\Omega} |\mathbf{u} - \mathbf{u}^0|^2 \, d\Omega, \]

is therefore expected to be able to yield an optimal source term for representing the effect of a VG on the local flow field. The corresponding source term \( f^* \) can be calculated by solving the constrained optimization problem

\[ f^* = \arg \min_f J(\mathbf{u}) \quad \text{subject to} \quad R(\mathbf{u}, p, f) = 0 \quad \text{on} \quad \Omega, \]

with \( R(\mathbf{u}, p, f) \) representing the state equations and boundary conditions to be satisfied by the flow in the domain \( \Omega \). Here, \( R \) is defined by the incompressible Reynolds Averaged Navier–Stokes (RANS) equations,

\[ R_{nu} = (u \cdot \nabla)u + \nabla p - \nabla \cdot (2\nu D(u)) + f = 0 \]

\[ R_p = \nabla \cdot u = 0, \]

where \( R = (R_{nu}, R_p)^T \), \( \nu \) denotes the kinematic viscosity (comprising both the molecular and turbulent viscosity) and \( D(u) = \frac{1}{2}((\nabla u + (\nabla u)^T)) \) is the strain tensor. The momentum source \( f \) is defined as

\[ f = C f^0 \]

where \( C = \text{diag}(c) \) is a coefficient matrix and \( f^0 \) an initial (uniform) forcing which is nonzero in \( \Omega_{VC} \), a subdomain enclosing the VG, so that

\[ f^0 = \begin{cases} f^0/V_{tot} & \text{in} \ \Omega_{VC} \\ 0 & \text{in} \ \Omega \setminus \Omega_{VC} \end{cases}. \]

In (9), \( V_{tot} \) denotes the volume of \( \Omega_{VC} \) and \( f^0 \) is an initial estimate for the total forcing applied in \( \Omega_{VC} \). Optimization of the source-term distribution is achieved by varying the vector of control variables \( c \). This approach is chosen over the direct optimization of \( f \) in order to prevent problems due to poor scaling of the system.

2.2. Derivation of the continuous adjoint system

To solve the constrained optimization problem, Eq. (5) is reformulated as an unconstrained optimization problem using the Lagrange-multiplier method. Using the control variable \( c \) instead of \( f \), we have

\[ c^* = \arg \min_c L_c(\mathbf{u}, p, c, v, q). \]

with the Lagrange functional

\[ L_c(\mathbf{u}, p, c, v, q) = \int_{\Omega} |\mathbf{u} - \mathbf{u}^0|^2 \, d\Omega + \int_{\Omega} \mathbf{v} \cdot R_{nu}(\mathbf{u}, p, c) \, d\Omega \]

\[ + \int_{\Omega} q R_p(\mathbf{u}) \, d\Omega. \]

where \( \mathbf{v} \) and \( q \) are the Lagrange multipliers, often denoted as the adjoint velocity and adjoint pressure respectively. By rewriting the
constrained problem as an unconstrained problem the dimension-
ality of the system has increased, because we now have the ad-
joint variables $\lambda = (\mathbf{v}, q)$ as additional unknowns. Requiring the first-order variations of the Lagrangian functional with respect to the state variables $\mathbf{\phi} = (\mathbf{u}, p)$, the control variable $\mathbf{c}$ and the adjoint variables $\lambda$ to equal zero, yields the optimality conditions

\begin{equation}
\delta_\phi \mathcal{L} = \nabla_\phi \mathcal{L} \delta \phi = 0. 
\end{equation}

\begin{equation}
\delta_\mathbf{c} \mathcal{L} = \nabla_\mathbf{c} \mathcal{L} \delta \mathbf{c} = 0, 
\end{equation}

\begin{equation}
\delta_\lambda \mathcal{L} = \nabla_\lambda \mathcal{L} \delta \lambda = 0. 
\end{equation}

These hold at the extrema of the function $\mathcal{L}$ for arbitrary variations $\delta \phi$, $\delta \mathbf{c}$ and $\delta \lambda$.

Due to linearity of $\mathcal{L}$ in $\lambda$, the last optimality condition (14) re-
duces to the original constraint imposed on the objective function, requiring that the state variables satisfy the state equations $\mathbf{R}(\phi) = 0$.

The first optimality condition (12), on the other hand, is more complex to solve for. Upon substitution of (11) and using (12) becomes

\begin{equation}
\delta_\phi \mathcal{L} = \delta_\mathbf{u} + \int \nabla \cdot \delta \mathbf{u} + \nabla p \delta \mathbf{p}.
\end{equation}

(15)

The direct derivatives can be evaluated by assuming Frechét differentiability and by making use of the Gâteau derivative. This approach is similar to the one used in [15] and, for the assumption of frozen turbulence, yields the adjoint momentum and continuity equations

\begin{equation}
\nabla \cdot \mathbf{v} + (\mathbf{u} \cdot \nabla) \mathbf{v} + 2 \nu \nabla \cdot \mathbf{D}(\mathbf{v}) - 2(\mathbf{u} - \tilde{\mathbf{u}}) = \nabla q
\end{equation}

(17)

\begin{equation}
\nabla \cdot \mathbf{v} = 0,
\end{equation}

(18)

with boundary conditions derived from

\begin{equation}
\int_{\Omega} \left[ \mathbf{n} \cdot (\mathbf{v} - \mathbf{u}) + 2 \nu \nabla \cdot \mathbf{D}(\mathbf{v}) - q \mathbf{n} \right] \cdot \delta \mathbf{u} dS
\end{equation}

\begin{equation}
- \int_{\Omega} 2 \nu \nabla \cdot \mathbf{D}(\delta \mathbf{u}) \cdot \mathbf{v} dS = 0
\end{equation}

(19)

\begin{equation}
\int_{\Omega} (\mathbf{v} - \mathbf{n}) \delta p dS = 0
\end{equation}

(20)

which should hold for arbitrary variations $\delta \mathbf{u}$ and $\delta p$.

Finally, the variation of the Lagrangian with respect to the control variable is considered. Since (13) should be satisfied for arbitrary variations $\delta \mathbf{c}$, this reduces to an expression that allows for the direct calculation of the sensitivity of $\mathcal{L}$ with respect to $\mathbf{c}$, and given (14) therefore also of $\mathcal{J}$. The sensitivity of the cost function w.r.t. the source coefficients $\mathbf{c}_i$ in a cell $i$ thus becomes

\begin{equation}
\nabla_{\mathbf{c}_i} \mathcal{L} = \nabla_{\mathbf{c}_i} \mathcal{J} = \int \mathbf{v} \cdot \nabla_{\mathbf{c}_i} \mathbf{R}(\mathbf{u}, p, \mathbf{c}) d\Omega = \text{diag}(\mathbf{v}_i) \mathbf{f}^T_i \mathbf{F}_i
\end{equation}

(21)

with $\mathbf{V}_i$ the volume of cell $i$.

Despite the cost of having to solve the additional system of adjoint equations, the advantage of this methodology is that it allows for the direct calculation of the sensitivity of the objective function with respect to the control variable. As (21) is inexpensive to calculate, this implies that with only the computational cost equivalent to two state-equation solves one is able to obtain the necessary sensitivity information to use a gradient optimization algorithm to calculate $\mathbf{c}^*$, and therefore the optimal source term $\mathbf{f}^*$.

Note that the presented derivation makes use of Taylor's hy-
pothesis (the frozen-turbulence assumption), which assumes that derivatives of the turbulent quantities (the eddy viscosity) with respect to the state variables are negligible. As this implies an incomplete derivative in (12), the obtained sensitivities are no longer exact. However, this comes at the advantage of not having to solve additional equations for the adjoint turbulence variables. Despite the possibility of large sensitivity errors [16], in general the assumption is valid for cases where the integral scales are sufficiently large compared to the smaller scales [17], hence cases with a low turbulence intensity. For example, in [18] it is shown (for a discrete adjoint approach) that the assumption of constant eddy viscosity yields excellent results for a high-lift airfoil case. For the sake of computational expediency, in the current work we therefore assume the frozen-turbulence assumption to have little impact on the optimization process. As will be shown in Section 5, the accuracy of the obtained results indicates that this assumption is indeed valid for our purpose.

2.3. Gradient optimization approach

The optimality conditions defined by (12), (13) and (14) must all be satisfied at an optimum. In [19] a one-shot approach is proposed, solving for all three conditions simultaneously using a reduced SQP-type method. Despite some promising results, the most straightforward and widely used approach consists of first solving the system of state and adjoint equations, and using the sensitivity of the cost function in an outer gradient-optimization loop [15,20,21]. In [21] several limited-memory quasi-Newton line search optimization methods are tested in the context of DNS-based optimal control of turbulent flows. It was found that the L-BFGS approach performed best among the tested methods, requiring the smallest overall computational cost, with the damped L-BFGS method being most efficient. The latter is attributed to its small numerical overhead per iteration, compensating for the larger number of required iterations due to its less accurate Hessian approximation, compared with standard L-BFGS.

In this work, however, we prefer the use of a trust-region (TR) optimization method instead of a line-search method. As the major-
ity of the computational cost is attributed to the evaluation of the cost function, requiring the solution of the state and adjoint systems, a low number of iterations is considered more important than the overhead of the iterative scheme per iteration. Furthermore, TR methods are generally more robust when dealing with nearly singular systems [22]. We therefore make use of a TR inexact Newton optimization scheme, in combination with a modified conjugate-gradient (CG) algorithm due to Steinhaug [23] and approximating the Hessian matrix with the L-BFGS method. The latter is a low-memory variation to the Broyden–Fletcher–Goldfarb–Shanno updating scheme, reconstructing the Hessian every iteration using only the gradient information of the most recent iterations. The implementation of our optimization method is similar to that in [22]. An overview of the steps involved is given in Fig. 1b.

The implementation of our optimization method is similar to that in [22]. An overview of the steps involved is given in Fig. 1b.

It should be noted that this TR optimization approach is only able to find a local optimum. Moreover, by the choices we make for the shape of the source term, both through the selection of $\Omega_{VG}$, where $\mathbf{f}$ is to be applied and optimized, and through our choice for $\mathbf{f}_0$ as (8), we impose a restriction on the achievable accuracy. Hence, it might be possible that a source term with a different ini-
tial shape than studied in this work is more effective in reproducing the reference flow field. For example, in theory a source term that is defined in every cell of the domain would be more effective in minimizing $\mathcal{J}$. However, such a source term would be impractical for the application of VG models.
2.4. Implementation details

The described methodology has been implemented in the open-source CFD package OpenFOAM, which is a segregated finite-volume code able to solve both compressible and incompressible flows using either structured or unstructured grids. A basic shape-optimization algorithm is already contained in the package [15], which served as the starting point for our source-term optimization method. The steady incompressible RANS equations and their continuous-adjoint counterpart are solved in a coupled fashion by making use of the SIMPLE algorithm. Once a steady-state solution is obtained, the cost functional is evaluated and its sensitivity with respect to the control variable is calculated from (21). The source term is then updated using the trust-region approach, described in Section 2.3, until a local optimum is found. This process is visualized in Fig. 1a and b.

During the initialization step, $\Omega_{\text{VC}}$ is defined by selecting where the source term is to be applied. This roughly corresponds to the location of the VG (see Section 3.1). In the selected cells an initial forcing per unit volume $f_0$ is defined, according to Eq. 9, based on a user-defined input vector $F_0$ (for each VG considered) which represents an estimate for the total forcing the presence of the VG would impose on the flow. This estimate does not need to be accurate, however, it is important that all components are non-zero. Note that the control variables $c_i$ are vectors defined for the cells contained in $\Omega_{\text{VC}}$, yielding a total of $3N_{\text{VC}}$ controls to be optimized, with $N_{\text{VC}}$ the number of cells in the VG domain $\Omega_{\text{VC}}$.

3. Description of study

3.1. Approach

It is assumed that a body-fitted mesh (BFM) simulation solving the same governing equations yields the highest accuracy one can aim to achieve with a source-term model simulation. In this work we use a RANS approach for the BFM simulation, however, the use of a large-eddy simulation (LES) would also be possible. As visualized in [14], this choice implies that errors introduced by the RANS approach are outside the scope of the current study, and only model errors (due to the replacement of the geometry by a source term) and discretization errors are taken into account. Hence, when considering the objective function (4), the high-fidelity reference solution $u$ consists of the projection of the corresponding BFM solution onto the source-term model mesh. Furthermore, the surface force acting on the VG surface as obtained from the BFM simulation is used as $F_0$ in (9) to define the initial source-term distribution from which to start the optimization.

The flow field obtained when using an optimized source term is compared to (i) the BFM result, and (ii) the corresponding result obtained using the jBAY model. The jBAY model [13] is currently the most widely used source-term model when performing CFD simulations involving VGs. It is an adaptation of the original BAY model proposed by Bender et al. [11], which represents the effect of a VG on the flow by the addition of a lateral body force,

$$ F_i^{\text{LV}} = cA \frac{V_i}{V_{\text{tot}}} \rho (\mathbf{u} \cdot \mathbf{n}) (\mathbf{u} \times \mathbf{b}) \left( \frac{\mathbf{u}_i}{|\mathbf{u}_i|} \cdot \mathbf{t} \right). \tag{22} $$

to the momentum equation in those cells that correspond to the VG location. In the above, $\mathbf{t}$, $\mathbf{n}$ and $\mathbf{b}$ are unit vectors representing respectively the tangential, normal and spanwise VG directions, $A$ is the VG surface area and $c$ a constant which to some extent can be used for calibration. The addition of Jirasek [13], resulting in the jBAY model, consist of an alternative cell-selection approach in combination with interpolation and redistribution of the source term in order to reduce mesh dependency of the model.

Optimization of the source term was initially performed for $\Omega_{\text{VC}}$ being a rectangular domain enclosing the VG, see Fig. 2a. Then, in order to facilitate the comparison between our optimized source
term and the jBAY model, also the same cells used by the jBAY model where used to define \( \Omega_{VG} \). These correspond to the physical location of the VG, as shown in Fig. 2b. These two \( \Omega_{VG} \) selection approaches will be referred to as methods A and B, and the optimal source terms calculated in these regions as OSTA and OSTB, respectively. Considering both approaches allows to study the effect of the selected cells on both the source-term distribution pattern and the achievable accuracy (i.e. the reduction in \( J \) and the shape-factor error \( \epsilon_H \)).

For all simulations presented in the remainder of this work, structured hexahedral grids are used with second-order upwind discretization schemes for the convective terms. Closure of the RANS equations is provided by Menter’s \( k - \omega \) SST turbulence model, with the near wall spacing of the meshes being sufficiently dense (\( y^+ < 1 \)) for the viscous sublayer to be resolved. Note that the same numerical settings are used for both the state and adjoint equations.

### 3.2. Test cases

Our approach is demonstrated by application to turbulent wall-bounded flows over a flat plate with VGs, which mainly affect the inner part of the boundary layer. Initially the implementation is tested for one of the experimental set-ups as studied by Yau et al. [24], comprising a single submerged VG with \( h/\delta = 1/5 \) and an incidence angle of \( \beta = 16^\circ \) w.r.t. the incoming flow (for which \( U_\infty = 34 \) m/s).

Afterward the experimental setup of Baldacchino et al. [25] is used for further analysis. This configuration consists of a flat plate with submerged (\( h/\delta = 1/3 \)) rectangular counter-rotating common-down VGs, and is also used for the numerical investigation presented in [14], including BFM, BAY and jBAY model simulations. An overview of this configuration including relevant parameters is included in Fig. 3. In this work, numerical settings similar to those in [14] are used. This means that only one VG pair is included in the simulations, with the effect of neighboring vortices accounted for by making use of symmetry boundary conditions. The boundary conditions for the other sides (i.e. the bottom plate and the inlet, outlet and top of the domain) are discussed in Section 3.3.

For the reference BFM simulation of the VG pair a mesh similar to that in [14] is used, where the mesh independence of the corresponding solution was evaluated, yielding an average discretization error w.r.t. the downstream shape factor \( H \) of 0.3%. For the current study the numerical domain is slightly reduced in both streamwise and wall normal direction in order to limit the computational cost. Using a similar approach, also a body-fitted mesh is constructed for the case with an isolated VG. For this case the average discretization error for \( H \) was found to be 0.3% as well, thus indicating a mesh-independent reference solution.

For the jBAY and optimized f simulations an empty flat plate is considered, for which uniform meshes of different resolutions were created. The coarsest meshes consisted of 25 and 16 cells in cross-flow direction for the simulated single VG and VG pair respectively, corresponding to a resolution of only \( \Delta = 0.7h \) and \( \Delta = 0.4h \), in both streamwise and crossflow direction. Medium (M1) and fine (M2) meshes were subsequently created by factor 2 and 4 refinements, in both the \( x \)- and \( y \)-directions. In the wall normal (\( z \)) direction, the same mesh spacing was used as for the BFM simulation for all cases, such that even on the coarsest mesh the boundary layer is sufficiently resolved. The mesh details are summarized in Table 1, and snapshots are included in Fig. 4.

### 3.3. (Adjoint) boundary conditions

Whereas determination of the boundary conditions for the primal (state) equations is rather straightforward, the boundary conditions for the adjoint velocity and adjoint pressure \( (v \text{ and } q) \) need to be calculated from the integral equations (19,20) by substitution of the corresponding primal boundary conditions. Below, this is done for the different types of boundaries encountered in our test problems.

**Walls and inlet.** Both the wall surfaces and the inlet boundary (on the left side of the domain for \( x = 0 \)) are characterized by a fixed velocity and a zero gradient condition for the pressure, hence

\[
\mathbf{u} = \text{const} \quad \text{and} \quad \nabla p = 0. \tag{23}
\]

From (20), which should hold for arbitrary \( \delta p \), it immediately follows that along these boundaries we have

\[
\mathbf{v} \cdot \mathbf{n} = 0. \tag{24}
\]

Moreover, the condition on \( \mathbf{u} \) implies \( \delta \mathbf{u} = 0 \) such that (19) reduces to

\[
\int_\Gamma 2\mathbf{v} \cdot \mathbf{n} \cdot D(\delta \mathbf{u}) \cdot \mathbf{v} \, dS = \int_\Gamma (\mathbf{v} \cdot \nabla \delta \mathbf{u}) + (\nabla \delta \mathbf{u})^T \cdot \mathbf{v} \, dS = 0. \tag{25}
\]
The above is always satisfied by requiring the tangential adjoint-velocity component to be zero as well. The boundary integral equations do not yield a condition for the adjoint pressure. Similar to [15] we therefore exploit the similarity between the primal and adjoint equations and use
\begin{equation}
    v = 0 \quad \text{and} \quad \nabla q = 0
\end{equation}
as boundary conditions for the adjoint variables along the walls and inlet.

**Outlet.** At the outlet of the domains we require the flow to be parallel to the surface, and we prescribe a constant value for the pressure. The primal boundary conditions for the outlet are therefore
\begin{equation}
    \mathbf{n} \cdot \nabla u = 0 \quad \text{and} \quad p = \text{const}.
\end{equation}
The latter implies that \( \delta p = 0 \) such that (20) is automatically satisfied. Furthermore, it is shown in [15] that (19) is equivalent to
\begin{equation}
    \begin{aligned}
        & \int_{\Gamma} \left[ \mathbf{n}(v \cdot u) + v(u \cdot \mathbf{n}) + v(\mathbf{n} \cdot \nabla) v - qn \right] \cdot \delta \mathbf{u} \, dS \\
        & \quad - \int_{\Gamma} v(\mathbf{n} \cdot \nabla) \delta \mathbf{u} \cdot \mathbf{v} \, dS = 0,
    \end{aligned}
\end{equation}
where the last integral cancels because \( u + \delta u \) should satisfy the boundary condition for \( u \) and therefore \( \mathbf{n} \cdot \nabla \delta u = 0 \). Decomposition of the first integral of (28) into its normal and tangential components then yields the conditions for the adjoint pressure and velocity at the outlet,
\begin{equation}
    q = v \cdot u + \nu_n u_n + v \mathbf{n} \cdot \nabla v_n
\end{equation}
\begin{equation}
    0 = u_n v_t + v \mathbf{n} \cdot \nabla v_t.
\end{equation}

**Top.** Along the boundary on the top of the domains zero-gradient requirements hold for the state variables, hence
\begin{equation}
    \mathbf{n} \cdot \nabla u = 0 \quad \text{and} \quad \nabla p = 0.
\end{equation}
Similar to the wall and inlet boundaries, from Eq. (20) it therefore follows that
\begin{equation}
    v_n = 0.
\end{equation}
whereas similar to the outlet boundary, (19) implies that the adjoint pressure and tangential velocity should satisfy (29) and (30) respectively.

**Sides.** Finally, the side boundaries parallel to the flow direction act as symmetry planes, thereby simulating the effect of neighboring VGs in order to create a VG array. For the single VG case, the width of the domain is chosen large enough such as to eliminate the effect of the neighboring vortices.

\[ \mathbf{F} \] is the residual force vector, \( \mathbf{D} \) is the source-term force vector, and \( \mathbf{c} \) is the control parameter vector. Figure 4 shows the used numerical meshes for the VG pair case.

**4. Validation of the adjoint-based gradient**

The adjoint-based gradient of the objective function with respect to the source-term coefficients \( c_i \), defined by (21), is validated against finite-difference approximations for the single VG test case. As the total number of controls is typically large (3NVG), and finite-difference approximations require at least one function evaluation per control change, it is chosen to study the sensitivity to overall changes in the x-, y- and z-component, rather than considering the sensitivity to changes in separate cells. Therefore simulations have been performed starting from a uniform source-term distribution in \( \Omega_{\text{VG}} \), and subsequently imposing a perturbation that is equal in all cells.

When making use of finite-difference discretizations, the sensitivity of \( J \) to changes in the x-component of \( c \) can thus be approximated as
\begin{equation}
    \nabla c_j^{FD, x} = \left( \frac{J(u(c_x + \alpha c_j)) - J(u(c_x - \alpha c_j))}{2\alpha} \right)
\end{equation}
and
\begin{equation}
    \nabla c_j^{FD, y} = \left( \frac{J(u(c_x + \alpha c_j)) - J(u(c_x))}{\alpha} \right),
\end{equation}
for central and upwind schemes respectively, with \( \alpha \) the step length. Equivalently, the overall adjoint-based sensitivity to a global change in the x-component of \( c \) equals
\begin{equation}
    \nabla c_j^{adj} = \sum_{i=1}^{N_{\text{VG}}} \nabla c_i J_i
\end{equation}
In Fig. 5 the normalized difference between the adjoint-based and finite-difference sensitivities, defined as
\[
\epsilon = \left| \frac{\nabla_{\alpha} F^D - \nabla_{\alpha} F^A}{\nabla_{\alpha} F^A} \right| \cdot 100\% ,
\]
is shown for different step lengths \( \alpha \). From these results it follows that the relative error converges to approximately 3%, 1% and 0.5% for \( c_N \), \( c_T \) and \( c_L \) respectively. The remaining deviations are likely attributable to our use of the frozen-turbulence assumption. Overall, this validation indicates good reliability of the adjoint-based gradients, which are considered sufficiently accurate for the intended purpose.

5. Accuracy improvement when using an optimized source term

In this section the results obtained with an optimized source term are presented and discussed. These are optimized with respect to \( \tilde{u} \), the projection of the BFM flow field onto the low-resolution meshes used for the source-term simulations, where \( \tilde{u} \) differs only slightly from the original high-resolution BFM result. The single VG case is used for the initial testing of the optimization framework, while the majority of the analysis is focused on the more complex VG pair case, involving the interaction between neighboring vortices. In the remainder, \( \Omega_{\text{GF}} \) refers to the result obtained using an optimized source term with \( \Omega_{\text{GC}} \) defined by selection method A, whereas for OSTB selection method B used.

For both flat-plate test cases considered, a source term that significantly decreases the flow deviation with respect to the projected BFM solution is obtained for both methods OSTA and OSTB. This is illustrated by the objective-function results presented in Table 2, which contains the \( J(\mathbf{u}) \) values for (i) the initial condition (IC) consisting of an undisturbed boundary layer, (ii) the resulting flow field when simulating the presence of VGs using the jBAY model, (iii) the result when the source term is optimized in a rectangular area enclosing the VG (OSTA), and (iv) the flow field obtained with a source term that is optimized in the cells corresponding to the VG location (OSTB). Whereas the jBAY model decreases the flow deviation by one order of magnitude compared to the undisturbed boundary layer, the use of a goal-oriented optimized source term is able to decrease the flow deviation by almost another order of magnitude. A much better correspondence with the BFM results is thus obtained with the optimized source terms than with the jBAY model, for all cases considered.

Furthermore, Table 2 shows that for cell-selection method B (so both the jBAY and OSTB results) the lowest value for the objective function is obtained on the coarsest mesh and that \( J \) increases with mesh refinement. This, however, does not mean that the obtained flow field becomes a worse representation of the VG-induced flow upon mesh refinement (as can be seen in Figs. 7 and 11). Rather, these relatively high \( J \) values on meshes M1 and M2 are attributed to the reducing size of \( \Omega_{\text{GC}} \). Since \( J(\mathbf{u}) \) is evaluated on the entire domain except \( \Omega_{\text{GF}} \), for selection method B mesh refinement implies that the velocity deviation is measured in a region closer to the VG surface, where in the BFM results a boundary layer is present. This causes an increase in the overall velocity deviation, as in this region the largest differences with respect to the BFM result are found, even though the representation of the flow downstream has still improved (Figs. 7 and 11). This increasing \( J \) phenomenon is
not observed for method A, as in that case $\Omega_{VG}$ remains constant upon mesh refinement.

The cost related to the source-term optimization is minimal, despite the large number of degrees of freedom considered (ranging from $N_{\text{dof}} = 520$ for the single VG OSTB result on mesh M1 to $N_{\text{dof}} = 10680$ for the VG pair OSTA result on mesh M1). The convergence results in Fig. 6 show that the main drop in objective function is obtained within the first 10 iterations, independent of the number of degrees of freedom. It is found that the average computational cost per iteration is approximately equal to the cost related to one flow simulation with the jBAY model. This suggests that, independent of the mesh size and the number of cells over which the source term is distributed, in general a largely improved source term can be obtained while keeping the computational cost limited to the cost equivalent to 10 jBAY simulations.

Our results clearly show that a low mesh resolution does not prohibit the reproduction of a highly accuracy VG-induced flow field. For the most complex case considered, involving the interaction of two vortices emerging from a VG pair, even on the coarse mesh M0 Fig. 7 shows a much improved agreement in velocity profile, both for the dominant streamwise velocity component $u_x$, and the secondary rotational velocities $u_{\text{rot}} = \sqrt{u_y^2 + u_z^2}$. The low objective-function values therefore indeed indicate the creation of a physically meaningful flow field. This is confirmed by the improved modeling of the total flow circulation and the created vortex core, shown in Figs. 9 and 8 respectively. By obtaining a higher accuracy for the circulation and the vortex-core size and location, the optimized source term approach ensures that the interaction of the vortices with the wall and their neighbors can be predicted with a high reliability.
It follows from Fig. 11 that on all considered meshes the optimized source terms therefore indeed achieve the primary goal of reducing the shape-factor error. A visual improvement of the shape-factor profiles is observed, with the extrema and inflection points now being situated at the correct locations. Even for the coarsest mesh used to simulate the effect of a single VG (M1, with \( \Delta = 0.7 \ h \)), a source term is obtained that yields an excellent representation of the effect of the vortex-formation process on the local boundary layer.

However, it is also observed from Fig. 11 that the shape-factor extrema are not completely resolved, and this error does not decrease with downstream distance of the VG. This is probably attributable to the limited mesh resolution, as it is clear from comparison between the VG pair results on meshes M0 and M1 that the error in the peak values is smaller for the finest mesh considered. The results also show that the choice of \( \Omega_{VG} \) has an influence, although the difference between the OSTA and OSTB results reduces downstream. In the following sections, the OSTA and OSTB approaches are discussed in more detail.

Overall, the shape-factor error is reduced significantly using an optimized source term when compared to the jBAY results, even on very coarse meshes. Fig. 10 shows that for the entire domain the error is at least halved. The largest reduction is found in the first 10 h behind the VG pair. This corresponds to the region with the weakest interaction between the vortex core and the turbulent length scales, and therefore the region which best represents the effect of the source term. This allows to conclude that our optimization framework is successful in calculating reliable source-term distributions to represent VG effects on a wall-bounded flow, and that the frozen-turbulence assumption has not significantly impacted the results.

6. Optimal source term using selection method A (OSTA)

OSTA is considered the most general source-term optimization approach, as \( \Omega_{VG} \) can be chosen arbitrarily. In our case \( \Omega_{VG} \) consists of a rectangular region enclosing the VG(s) of the test case, thereby basically being unrelated to the VG geometry. This se-
lection method allows for a smooth distribution of the resulting source term, due to its large freedom for choosing $\Omega_{VG}$ such that the source term can be distributed over a large region. This is an interesting feature, as it shows the potential for using coarse meshes.

The OSTA source term obtained for the VG pair on mesh M1 is shown in Fig. 12, for a plane parallel to the surface and located at half the VG height. As expected, it follows that the obtained source term basically aims to impose the created vortices onto the undisturbed boundary layer. For example, the component in z-
direction clearly introduces the downwash typically observed between a vortex pair, whereas the component in x-direction shows similarities with the separation region on the suction side of the VGs. Although $\Omega_{VC}$ comprises the region of vortex creation, involving the most complicated flow patterns, OSTA is observed to be successful (see Section 5), even on the coarsest mesh considered and employing a rather small $\Omega_{VC}$.

By increasing the domain $\Omega_{VC}$, especially in case of coarse meshes, it is expected that the accuracy of the OSTA results can be even further improved, as the numerical diffusion can be compensated in a larger part of the domain. Hence, when considering $\Omega_{VC} = \Omega$, thus adding a source term in the entire flow domain, in theory a perfect match in flow field can be obtained. From a practical viewpoint, however, this situation is undesirable. In reality, the choice for $\Omega_{VC}$ will therefore often be a trade-off between accuracy and practicality.

Note that the obtained source term seems to be in line with the rationale behind vortex-profile VG models [8,9], which typically impose a developed vortex profile downstream of the VG. The outstanding accuracy of the OSTA result, compared to these existing models, can be attributed to the case-specific vortex profile that is imposed. However, it is expected that the inclusion of the vortex-creation process is equally or even more important, as it allows for a more natural and smooth adaptation of the boundary layer.

The presented OSTA results demonstrate that, with a suitable source term, even on very coarse meshes an accurate representation of a VG-induced flow field can be obtained. Furthermore, the approach allows to assess whether mesh refinements are required in order to reach a specific simulation goal. Apart from the academic significance, this notion and the developed approach can also be of interest for industry, where typically flow simulations are required for large geometries including numerous VGs with a similar design (for example a wind-turbine blade). An OSTA approach might be used as part of a multi-fidelity modeling framework, allowing for accurate source-term simulations of these large structures with minimal mesh requirements. The construction of a BFM is rather straightforward for a single VG, and the BFM simulation computationally inexpensive. With only minimal effort it is therefore possible to calculate an optimized source term for a coarse mesh of interest. By doing this for a range of expected inflow conditions, optimal source terms can be calculated and imposed at every VG location in order to include the effect of VGs in the large-scale simulation of the overall structure. Theoretically, this way it might be possible to obtain highly-accurate flow results at a reasonable computational cost, and without the tedious task of creating a suitable mesh for the overall structure including VGs. Further research is however required in order to investigate the feasibility of such a multi-fidelity approach.

7. Optimal source term in region corresponding to VG location (OSTB)

The OSTB approach basically forms a special case of OSTA, as in this case the domain $\Omega_{VC}$ is limited to the cells corresponding to the VG location, as shown in Fig. 2b. Apart from the reduction in degrees of freedom for the optimization problem, limiting the domain to these particular cells holds the advantage of allowing investigation of the full potential behind the jBAY modeling approach, i.e. that the addition of VG surface reaction forces could result in a suitable vortex. Due to the particular shape and limited size of $\Omega_{VC}$, the OSTB approach does not allow for the creation of a source term that imposes a (fully-developed) vortex, but rather is forced to focus on the driving force that causes the creation of

![Fig. 12. Top view of the OSTA optimal source-term components (as force per unit volume) in x-, y- and z-direction, for a plane at $z = h/2$. Note that due to the sign of $f$ in (6) the displayed body forces are opposite to their effect on the velocity field.](image)

![Fig. 13. Top and side view illustrating the magnitude and direction of the resultant source term forcing.](image)
the vortex. Thereby the OSTB approach is a particularly useful tool in a study of the jBAY model, as it allows assessment of both the maximal attainable accuracy on a given mesh and the key features of the corresponding source term.

In Section 5 it is shown that in general the OSTA results show the closest agreement with the objective flow fields, but that the difference with OSTB is small. This indicates that it indeed suffices to add a source term to only a small number of cells in order to generate the desired streamwise vortex, with an appropriate choice for $\Omega_{VC}$ defined by the cells that correspond to the physical VG location, similar to the jBAY model. Our results therefore demonstrate that even on a coarse mesh, with a resolution too low to resolve the detailed flow patterns related to vortex creation, there exists a specific driving force that yields an accurate representation of the desired flow field. This is a favorable outcome, as it demonstrates the validity behind the jBAY rationale. Furthermore, selection method B in theory simplifies the analysis and description of the optimal source term due to the possibility of choosing $\Omega_{VC}$ as a 2D plane rather than a 3D volume.

Whereas the jBAY model is observed to be unable to accurately represent the shape factor, our OSTB results display a largely improved accuracy in this respect. These results suggest that an improvement for the jBAY model is both desired and possible. It is therefore worthwhile to investigate the differences in the applied source term for both these simulation approaches. For this purpose first the resultant source term is considered, the magnitude and direction of which are visualized in Fig. 13. As expected, it follows that the OSTB source term adds a resultant forcing that is nicely aligned with the exact VG surface force (as extracted from the BFM simulation). The direction of the forcing included by the jBAY model, however, is tilted upstream and downward (as was also observed in [14]). Counter-intuitively, the magnitude of the optimal source term is smaller than the exact VG surface force. This suggest that aiming for an exact representation of the resultant VG surface force is not the optimal approach when using an under-resolved mesh. Indeed, this is confirmed by the source-term distributions, show in Fig. 14 for the VG pair using mesh M1, which are interpolated to the virtual VG plane and displayed as force per unit surface. The jBAY model clearly aims to represent the actual VG force distribution, with the focus being on the leading edge of the VG. The OSTB result on the other hand shows a more uniform distribution of the normal force ($f_n$), which is less focused on the leading-edge region but spread over the front half of the virtual VG plane. Furthermore, large differences are observed in the secondary components $f_t$ and $f_b$ in the tangential and VG-spanwise directions respectively. Although insufficient to draw general conclusions regarding the optimal source term lay-out, the presented results show that aiming for an exact representation of the VG surface force distribution seems not to be the optimal approach for coarse meshes.

8. Conclusion

In this work we optimized the source term added to a CFD simulation in order to represent the flow effects induced by the presence of VGs. Our results prove the viability of the idea to replace a physical obstacle by a local source term, for the situation of an incompressible flow over a flat plate with rectangular, vane-type VGs. It is shown that, even on a low-resolution mesh, a nearly perfect representation of the boundary layer can be achieved when only adding a source term to a limited number of cells in the neighborhood of the VG location. A distinction is made between source terms added in a region surrounding the VG and thereby imposing a specific vortex profile, and source terms added at exactly the VG location that aim to introduce a suitable driving force to initiate vortex creation. Although the rationale between these approaches differs, they both prove to be effective, with the first approach showing the largest accuracy potential.

The presented optimization approach allows determination of the source term which yields the highest accuracy that can potentially be achieved with a source term method on a given (coarse) mesh. It can therefore be used (i) as a tool for the development of improved VG models, (ii) in order to assess whether or not mesh refinement is required for achieving a specific objective, and (iii) to obtain the specific source term that allows achieving this highly accurate result, even for unconventional VG designs. Apart from an academic point of view, the current method is therefore also expected to be particularly useful for industrial applications involving large VG arrays, as useful information can be obtained by studying the simplified sub-problem of only a single VG.
Finally, comparison with results obtained using the jAY model indicates that research towards an improvement of the latter model is justified and desired. Our approach can be useful in this endeavor, as it allows to quantify the achievable improvement and to identify the deviations of the jAY source term from the optimal one.
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