High-Permittivity Pad Design for Dielectric Shimming in Magnetic Resonance Imaging using Projection Based Model Reduction and a Nonlinear Optimization Scheme


Abstract—Inhomogeneities in the transmit RF magnetic field \( (B_1^+) \) reduce the quality of MR images. This quality can be improved by using high-permittivity pads that tailor the \( B_1^+ \) fields. The design of an optimal pad is application-specific and not straightforward, and would therefore benefit from a systematic optimization approach. In this paper, we propose such a method to efficiently design dielectric pads. To this end, a projection based model order reduction technique is used that significantly decreases the dimension of the design problem. Subsequently, the resulting reduced order model is incorporated in an optimization method in which a desired field in a region of interest can be set. The method is validated by designing a pad for imaging the cerebellum at 7T. The optimal pad that is found is used in an MR measurement to demonstrate its effectiveness in improving the image quality.
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I. INTRODUCTION

Magnetic Resonance Imaging (MRI) is a non-invasive technique that can be used to create detailed images of the anatomy of the human body. The signal-to-noise ratio (SNR) of these images can be significantly improved by using higher static magnetic fields, which in turn enables reduced scan times and MR images with a higher spatial resolution [1]. The frequency of the radiofrequency (RF) excitation field that is used for MR imaging is linearly related to the magnitude of the static magnetic field, explicitly

\[
f = \gamma B_0, \tag{1}
\]

where \( \gamma \) [Hz/T] is the gyromagnetic ratio and \( B_0 \) the magnitude of the static field. For \(^1\text{H}\) the gyromagnetic ratio is \( \gamma = 42.576 \cdot 10^6 \text{ Hz/T} \) and consequently the frequency of the RF field is approximately 64 MHz, 128 MHz, and 298 MHz for MR systems with a field strength of 1.5T, 3T, and 7T, respectively.

To acquire high quality MR images the magnitude of the forward circularly polarized component of the RF magnetic field should be strong and uniform. In terms of the Cartesian components of the magnetic flux density phasor, this component is given by

\[
B_1^+ = B_x + jB_y, \tag{2}
\]

where \( j \) is the imaginary unit. A high efficiency with respect to input power is desired, defined as \( |B_1^+|/\sqrt{P_{in}} \), to ensure minimal energy to be deposited in the subject and to enable a wider range of sequences to be run within the peak power limitations of the system. However, the increase in RF frequency for higher field strengths leads to a shortening of the RF wavelength in tissue, leading to interference effects that reduce the uniformity of the \( |B_1^+| \) distribution. Resulting areas of low transmit sensitivity translate into areas of low signal intensity and reduced contrast in the resulting MR images, limiting the image quality [2]-[6].

The RF uniformity can be improved by active or passive RF shimming techniques that tailor the \( B_1^+ \) field distribution. The active method uses transmit arrays and involves advanced additional hardware [7], [8]. Although many studies have been published on active RF shimming, complex issues of calculating the power deposited in the patient with variable transmit phases from the individual elements of the array have meant that this approach has not yet been used clinically, except for two-channel body coil shimming for clinical 3T systems. The alternative approach using passive RF shimming in the form of dielectric pads, on the other hand, is relatively cheap and easy to use. Typically, these dielectric pads are placed in the vicinity of the region of interest (ROI) and have a high relative permittivity up to 300 [9]. A properly designed pad, that is, a pad with the correct dimensions, constitution, and appropriate position, will generate a \( B_1^+ \) field perturbation that adds constructively to the total \( B_1^+ \) distribution and consequently on the acquired image [10]-[18].

Obtaining an optimal pad design is not straightforward, however, and the correct positioning of such a pad is in general not known. Therefore, it involves a multitude of design parameters that need to be optimized. To obtain the optimal pad design for a specific case it is common practice to perform a parametric design study by evaluating the RF response of a large number of pad realizations with different dimensions, locations, and constitution. As the parameter space is very
large, and it involves a very large computational domain encompassing a heterogeneous body model and coil model, such trial-and-error approaches are in general very time consuming, involve many human interactions, can only address a limited set of parameters, and often are not guided by any enforced optimality principle. Furthermore, the optimal design may vary with variations in the size and shape of the subject’s anatomy. In addition, when the transmit antennas in a certain configuration differ from another configuration, or when the magnitude of the $B_0$ differs, a new pad should be designed. As each application requires a dedicated pad, it is beneficial to have a fast, structured, and efficient method for designing dielectric pads.

In our previous work [13], [19], we proposed a scattering formalism to significantly reduce the computation time for $B_1^+$ field evaluations of dielectric pads. The general idea in this approach is to first identify a spatial domain outside the body where the dielectric pad could be located, referred to as the “design domain.” The design domain is typically very small compared with the total computational domain, which allows efficient evaluation of the $B_1^+$ field distribution from a specific pad that is confined within this domain. Although this method is efficient for evaluating single pad realizations, it does not yield sufficient acceleration to address the design problem efficiently and systematically.

In this paper, we extend our previous work by reducing the dimensionality of the model and subsequently using this reduced model in an optimization method to design dielectric pads. First, we exploit the fact that the constitution of practical pads does not vary on a voxel-by-voxel scale and it is therefore not necessary to allow for voxelwise variation in the constitution and size of a pad. The design domain is therefore subdivided into large nonoverlapping subdomains. Hereafter, we describe a pad in terms of parameters that control its dimensions, position, and constitution Subsequently, this parametric field representation is reduced via a projection based model order reduction technique [20] which decreases the computation time for single pad evaluations further. We can now design pads very efficiently by minimizing a cost functional that measures the discrepancy between the reduced-order field representations and a desired $B_1^+$ field distribution. Finally, we demonstrate the effectiveness of our approach by designing a dielectric pad for imaging the cerebellum at 7T, which is a difficult region to scan with commonly available RF head coils [21]-[29]. A parametric pad design study of the cerebellum has not been shown before, and therefore we use such a study here to demonstrate the method.

II. METHODS

Spatially discretizing Maxwell’s equations on a standard staggered finite-difference grid (Yee grid, [33]) and applying the above mentioned scattering formalism, the discretized $B_1^+$ field can be written as [19]

$$B_1^+(c) = B_{1+nopad}^+ + G^{\hat{B}_1^+} [I_p - X_{pad}(c)G^E]^{-1} X_{pad}(c)E^{nopad}, \quad (3)$$

where $B_{1+nopad}^+$ represents the simulated and discretized $B_1^+$ field without a dielectric pad, whereas the second term on the right-hand side is the scattered $B_1^+$ field due to a dielectric pad, $E^{nopad}$ is the simulated and discretized background electric field strength in the pad design domain when no pad is present and, finally, $X_{pad} = \text{diag}(c)$ is a diagonal contrast matrix that is used to define the dielectric pad (dimensions, location, and constitution) within the pad design domain. Its diagonal elements are defined by the $P$-by-$1$ vector $c = [c_1, c_2, \ldots, c_P]^T$ with

$$c_p = \sigma(r_{kp}) + j\omega\varepsilon_0[\varepsilon_r(r_{kp}) - 1] \quad (4)$$

for $p = 1, 2, \ldots, P$ and where $\sigma(r_k)$ and $\varepsilon_r(r_k)$ are the conductivity and relative permittivity at grid edge location $r_k$ with $k \in P = \{k_1, k_2, \ldots, k_P\}$. Here, $P$ is the index set of the pad design domain and $P$ the total number of grid edges belonging to this domain. $G^E$ and $G^{\hat{B}_1^+}$ are the discretized Green’s tensors of the inhomogeneous background that map electric currents to the electric field strength and $B_1^+$ field, respectively. The former is used to compute the electric current distribution in the pad design domain, whereas the latter maps this electric current distribution to the $B_1^+$ field in the ROI. These discretized tensors are constructed one column at a time by computing the field responses due to Hertzian dipoles located at primary edges that belong to the pad design domain. Since these tensors are independent of the dielectric pad, we only have to compute them once and we store the computed field responses in what we call the Full Order Library (FOL). Having this library available, the scattered field due to any dielectric pad located within the pad design domain can now be efficiently computed, since for each realization only a system of order $P \ll N$ has to be solved, with $N$ being the number of grid edges in the total computational domain.

A. Constructing Dielectric Subdomains

In the above scattering formalism, the conductivity and relative permittivity can vary on a voxel-by-voxel scale within the pad design domain. Allowing for this many degrees of freedom is not needed, however, since pads that vary in their constitution on a voxel scale are never realized in practice. We therefore reduce the number of unknowns by first subdividing the design domain into subdomains with constant material parameters, and then describing the dielectric pad as a collection of these subdomains. Taking the diagonal matrix representation $X_{pad} = \text{diag}(c)$ as a starting point, we form dielectric subdomains by specifying the same material properties at grid edges that belong to a certain subdomain. Consequently, with a pad domain that is subdivided into $D$ nonoverlapping homogeneous subdomains, the contrast matrix can be written as

$$X_{pad} = \sum_{i=1}^{D} c_i X_{pad;i}, \quad (5)$$

where $c_i$ is the contrast of the $i$th subdomain and $X_{pad;i}$ is its diagonal $P$-by-$P$ support matrix. Substitution of this
vector use an approximation of the Heaviside step function given by
\[ \hat{u}(x, k) = \frac{1}{1 + \exp(-2kx)} \]
Finally, to enforce a rectangular shape for a dielectric pad, we use an approximation of the Heaviside step function given by \[ \hat{u}(x, k) = \frac{1}{1 + \exp(-2kx)} \]

where \( k \) determines the smoothness (i.e., \( k \to \infty \) gives the true Heaviside function) and \( x \) is a normalized coordinate. By using these approximate step functions for each of the cylindrical coordinates \( z \) and \( \varphi \) separately, we are able to impose a rectangular shape for the pads into our subdomain formalism. In particular, the pad parametrization can be included through the parameter dependent contrast functions
\[ f_i(p) = \left[ \sigma + j\omega\varepsilon_i(z_i - 1) \right] \]
\[ \begin{align*}
\hat{u} \left[ \frac{1}{2\pi} (z_i - z_T), k \right] - \hat{u} \left[ \frac{1}{2\pi} (z_i - z_B), k \right] \\
\hat{u} \left[ \frac{1}{2\pi} (\varphi_i - \varphi_L), k \right] - \hat{u} \left[ \frac{1}{2\pi} (\varphi_i - \varphi_R), k \right] + \\
\hat{u} \left[ \frac{1}{2\pi} (\varphi_i - \varphi_L + 2\pi), k \right] - \hat{u} \left[ \frac{1}{2\pi} (\varphi_i - \varphi_R + 2\pi), k \right] + \\
\hat{u} \left[ \frac{1}{2\pi} (\varphi_i - \varphi_L - 2\pi), k \right] - \hat{u} \left[ \frac{1}{2\pi} (\varphi_i - \varphi_R - 2\pi), k \right] 
\end{align*} \]
where \( z_i \) and \( \varphi_i \) are the coordinates of the midpoint of the \( i \)th subdomain and \( z_T \) and \( z_B \) are the coordinates of the top and bottom edge of a pad, respectively, while the edges of the pad in the azimuthal direction have \( \varphi_L \) and \( \varphi_R \) as angular coordinates (see Figure 1d). Furthermore, since the pads are typically homogeneous, the conductivity \( \sigma \) and relative permittivity \( \varepsilon_i \) of the pad are constant. In our implementation, we fix the conductivity of the pad, since the \( B_1^+ \) field is generally much more sensitive to variations in the permittivity. For simplicity, we do not vary the thickness of the pad either, but we stress that, if desired, thickness variations can be included as well.

To summarize, the parameters that we use to describe a pad within the pad design domain are the coordinates \( z_T, \varphi_T \), \( \varphi_L, \varphi_R \), and the relative permittivity \( \varepsilon_i \) of the pad as shown in Figure 1d. To indicate that the \( B_1^+ \) field depends on these parameters, we write \( B_1^+(p) \), where \( p \) is the parameter vector
\[ p = [z_T, \varphi_T, \varphi_L, \varphi_R, \varepsilon_i]^T \]
Finally, to enforce a rectangular shape for a dielectric pad, we use an approximation of the Heaviside step function given by
\[ \hat{u}(x, k) = \frac{1}{1 + \exp(-2kx)} \]
C. Projection Based Model Reduction

By introducing the electric current state vector as

\[ j(p) = \left[ I_p - \sum_{i=1}^{D} f_i(p)G_i^E \right]^{-1} \sum_{i=1}^{D} f_i(p)^T \mathbf{X}_{pad;i} e^{no \; pad}, \]  

(11)

representing the conduction currents and the displacements currents in the pad design domain, the \( B_1^+ \) field of Eq. (10) can be written as

\[ B_1^+(p) = B_1^{+;no \; pad} + G^{B_1^+} j(p). \]  

(12)

This equation provides a direct relationship between the \( B_1^+ \) field within the region of interest and induced electric currents with their support in the pad design domain. Obviously, different pad realizations produce different induced current densities resulting in different \( B_1^+ \) field patterns within a region of interest. According to Eq. (11), to obtain the current vector \( j(p) \) for a certain pad realization as described by the parameter vector \( p \), a system of order \( P \) has to be solved. Even though this order is much smaller than the total order \( N \) of the system, a further reduction may be achieved by representing a general current vector \( j(p) \) in terms of a reduced basis consisting of \( r \) basis vectors. If such a reduced basis can be found, then evaluating specific pad realizations would involve solving a system of order \( r \) instead of order \( P \). This is particularly beneficial in a pad optimization framework (see Section II-D), since it allows us to efficiently compute \( B_1^+ \) fields due to pads with different pad design parameters.

To find a reduced basis for the induced current densities, we follow a Projection Based Model Reduction approach as outlined in [20], for example. Specifically, for a given set of different pad design vectors \( p_1, p_2, \ldots, p_S \), we first compute the corresponding induced current densities \( j(p_1), j(p_2), \ldots, j(p_S) \) and store these distributions as columns in a snapshot matrix \( S \), i.e.

\[ S = [j_1(p_1) \ldots j_S(p_S)], \]  

(13)

where \( S \geq 1 \) is the number of snapshots. Subsequently, we compute the thin singular value decomposition of the snapshot matrix. This decomposition is given by

\[ S = UV \Sigma VH, \]  

(14)

where the columns of \( U \) and \( V \) are the left and right singular vectors of the snapshot matrix, while \( \Sigma \) is a diagonal matrix with positive decreasing singular values on its diagonal, i.e. \( \sigma_i \geq \sigma_{i+1} \). To remove possible redundancy among the computed currents \( j(p_i) \), we now take the \( r \) most significant left-singular vectors corresponding to the \( r \) largest singular values as basis vectors to describe an arbitrary current distribution \( j(p) \). In other words, we approximate the current distribution by the reduced-order model

\[ j_r(p) = \alpha_1(p)u_1 + \alpha_2(p)u_2 + \ldots + \alpha_r(p)u_r = U_r a_r(p), \]  

(15)

where the basis matrix \( U_r \) has the column partitioning \( U_r = [u_1, u_2, \ldots, u_r] \) and \( a_r(p) = [\alpha_1(p), \ldots, \alpha_r(p)]^T \) is the vector of expansion coefficients. To find these coefficients, we require that the residual of the reduced-order model

\[ r = \sum_{i=1}^{D} f_i(p) \mathbf{X}_{pad;i} e^{no \; pad} - \left[ I_r - \sum_{i=1}^{D} f_i(p)G_i^E \right] U_r a_r(p) \]  

(16)

is orthogonal to the basis vectors \( u_i, i = 1, 2, \ldots, r \), that is, the expansion coefficients are found from the Galerkin condition \( U_r^T r = 0 \) as

\[ a_r(p) = \left[ I_r - \sum_{i=1}^{D} f_i(p)G_i^E r \right]^{-1} \sum_{i=1}^{D} f_i(p)X_{pad;i} e^{no \; pad}, \]  

(17)

where \( I_r \) is the identity matrix of order \( r \) and for which we have introduced the reduced matrices \( G_i^{E;r} = U_r G_i^E U_r \) and \( X_{pad;i} = U_r X_{pad;i} \). It should be noted that, in order to compute the expansion coefficients, a system of order \( r \) needs to be solved instead of a system of order \( P \) as in Eq. (10). Finally, substituting the reduced-order model for the currents in Eq. (12), we arrive at the reduced-order model for the \( B_1^+ \) field as

\[ B_1^{+;r}(p) = B_1^{+;no \; pad} + G^{B_1^+;r} a_r(p), \]  

(18)

where \( G^{B_1^+;r} = G^{B_1^+} U_r \) maps the expansion vector of the currents as given by Eq. (17) to the \( B_1^+ \) field. The reduced matrices \( G_i^{E;r}, X_{pad;i}^r, \) and \( G^{B_1^+;r} \) constitute the reduced order library (ROL).

D. Pad design for cerebellum imaging

Having the parametrized reduced-order model for the \( B_1^+ \) field as given by Eq. (18), allows the design of an optimal pad for a certain ROI within the human body. As an illustrative example, we focus on imaging of the cerebellum at 7T, but we stress that the approach can equally be applied to other parts of the human body as well.

To find a pad design for which the amplitude of the \( B_1^+ \) field is as uniform as possible within the ROI, we minimize the cost function

\[ C(p) = \frac{1}{2} \frac{\| B_1^{+;r}(p) - B_1^{+;desired} \|^2}{\| B_1^{+;desired} \|^2}, \]  

(19)
over all feasible pad parameter vectors \( \mathbf{p} \), where \( B^{+; \text{desired}}_1 \) and \( B^{+; \text{desired}}_1 \) are the modeled and desired \( B^{+}_1 \) fields within the ROI, respectively. Since we only prescribe the amplitude of the desired \( B^{+}_1 \) field throughout the ROI (1 \( \mu \)T, for example) we follow [34] and take

\[
B^{+; \text{desired}}_1 = b \exp [j \varphi B^{+; \text{desired}}_1 (\mathbf{p})],
\]

for the desired complex \( B^{+}_1 \) field, where \( b \) is the prescribed amplitude. In other words, the phase of the desired field is set equal to the phase of the current \( B^{+}_1 \) field.

Since the cost functional of Eq. (19) defines a nonlinear least squares problem, we minimize \( C(\mathbf{p}) \) using the standard Levenberg-Marquardt algorithm [35]. This minimization procedure should take over feasible pad parameter vectors, i.e. describing physically realizable dielectric pads. We include this requirement by imposing the constraints \( \varepsilon_r \geq 1 \),

\[
|\varphi_R - \varphi_L| \geq \ell, \quad |z_T - z_B| \geq w, \quad \text{and} \quad z_T \leq d.
\]

The first constraint is implemented by writing the relative permittivity as \( \varepsilon_r = 1 + \varepsilon^2 \) and taking \( \varepsilon \) as an optimization parameter. The second and third constraint are implemented by setting the length and width of the pad to the minimum length \( \ell \) and minimum width \( w \), respectively, whenever a length or width is found that is smaller than these prescribed minima. The last constraint is included so that no pads will be positioned at the top of the head, since the contrast functions \( f_i(p) \) degenerate into triangles in this region. The triangles result since all subdomains in this region are bend to the same center point on top of the head. We implement this constraint by setting \( z_T \) equal to its permitted value \( d \) whenever we encounter a \( z_T \) for which the fourth constraint is not satisfied. Finally, we note that since the reduced-order model for the \( B^{+}_1 \) field is used to describe the \( B^{+}_1 \) field, only systems of order \( r \) need to be solved to determine the elements of the Jacobian, since the pad parameters occur in the \( r \) expansion coefficients \( \alpha_i(p) \) only.

### III. Implementation and Results

To illustrate the performance of our dielectric pad design procedure, we have divided this section into three parts. First, we construct an FOL without any model reduction using the technique proposed in our previous work [19]. We subsequently reduce this library using the parametric reduced-order modeling techniques described in Section II. These reduction techniques produce an ROL and we demonstrate the accuracy of the ROL by comparing \( B^{+}_1 \) field maps computed with the FOL with \( B^{+}_1 \) maps computed using the ROL. Finally, in the third part, we design a dielectric pad for cerebellum imaging, after which we validate our design using an MR measurement.

#### A. Creating the Full Order Library

The configuration that is used for simulations is depicted in Fig. 1a and consists of the head and shoulders of the male body model “Duke” from the Virtual Family dataset [36], and a shielded 16-rung high-pass birdcage coil. The coil has an inner radius of 15 cm and outer radius of 18 cm and operates in quadrature mode at a frequency of 298 MHz which corresponds to the \( ^1 \)H Larmor frequency at 7T. The birdcage is tuned using 6.7 pF capacitors and driven by two current sources. The resulting electromagnetic fields from this loaded coil have been normalized to 1 W input power. These fields are computed using XFdtd software (v.7.5.0.3,Remcom State College, PA, USA) with a voxel size of 5 mm³. Computations are performed on a Windows 64-bit machine with an Intel Xeon CPU X5660 @ 2.80 GHz (dual core) with 48 GB internal memory and two NVIDIA Tesla K40c GPU’s.

The pad design domain is defined as a continuous layer covering the head with a thickness of 1 cm (to fit inside the close-fitting 32-channel receive array) as depicted in Fig. 1b. This domain consists of about \( P = 27,000 \) FDTD primal grid edges, i.e. edges where the material of a dielectric pad can be defined. As outlined above, for each grid edge in the pad design domain we perform a single simulation, after which the FOL is constructed. Constructing this library took approximately 48 hrs and results in 30 GB of data. We note that, once it is generated, any pad within the pad domain can be modeled using this library.

#### B. Creating the Reduced Order Library

To compress the library, we now divide the pad design domain into \( D = 400 \) subdomains with 20 subdivisions in the \( z \)-direction and 20 subdivisions in the \( \varphi \)-direction as illustrated in Fig. 1d. The average resolution of one subdomain is about \( 3 \times 1.2 \times 1 \text{ cm}^3 \) (\( \varphi \times z \times \text{thickness} \)).

Subsequently, the snapshot matrix \( S \) of Eq. (13) is constructed by performing \( S = 2000 \) simulations in Remcom XFdtd for different pad realizations described by the parameters of Eq. (7). For each pad, the pad parameters are chosen randomly (using the function \( \text{rand} \) in Matlab) and such that the pads have a minimum width of \( w = 3 \) cm, a minimum length of \( \ell = \pi/5 \), and a top edge \( z \)-coordinate that satisfies \( z_T < 5 \) cm. These parameters constraints were also used in the Levenberg-Marquardt algorithm during the pad design stage (see below). Moreover, all randomly generated pads have a relative permittivity smaller than 500, since pads with a higher relative permittivity are difficult to realize in practice. In each simulation, the electric current density in the pad design domain is computed and stored as a column in the snapshot matrix \( S \).

Having the snapshot matrix available, we compute its SVD. We select the first \( r = 500 \) left singular vectors as expansion vectors in our reduced-order model \( (\sigma_{500} = 0.0044) \). As a rule,
we generally include all left singular vectors in our reduced order basis for which the corresponding normalized singular values are larger than 0.004. Three of these singular vectors are shown in Fig. 3, which physically represent electric currents in the pad design domain.

With the 500 most dominant singular vectors at our disposal, we now form the reduced matrices $G_{r}^{E} = U_{r}^{H} G_{r}^{E} U_{r}$, $X_{r;pad}$ = $U_{r}^{H} X_{r;pad}$, and $G_{r;pad}^{B} = G_{r;pad}^{B}$. As mentioned above, these matrices constitute the ROL and this library requires significantly less memory than the FOL. To be specific, for the problem considered here, disk storage for the ROL is approximately 1 GB, which amounts to a storage reduction factor of 30 compared with the FOL storage requirement. Moreover, to compute the $B_{T}^{+}$ field for different pad realizations, systems of order $P = 27,000$ need to be solved when using the FOL, while reduced systems of order $r = 500$ need to be solved when using the ROL. In particular, for the cerebellum imaging problem considered here, a $B_{T}^{+}$ field evaluation for a single pad realization takes about 90 seconds on the computer system system mentioned above (using the GMRES iterative solver [37] with a tolerance of $10^{-6}$) when the FOL is used, while the computation time for evaluating the reduced-order model is approximately 0.35 seconds, which amounts to a speed up factor of 260. Finally, in Fig. 5 we show the absolute error for three different pad realizations of the reduced-order models at cross-sections where this error is maximum (the error for three different pad realizations of the reduced-order speed up factor of 260. Finally, in Fig. 5 we show the absolute error for three different pad realizations of the reduced-order models at cross-sections where this error is maximum (the maximum being defined over the complete head and shoulder model). We observe that the reduced-order models are in good overall agreement with the $B_{T}^{+}$ field computed using XFtdt and maxima in the absolute error essentially occur only at the outer periphery very close to the dielectric pads. The reduced-order fields can therefore safely be used in the pad optimization stage to efficiently design a dielectric pad for cerebellum imaging.

C. Designing pads

Imaging the cerebellum at 7T has its difficulties due to the reduced RF homogeneity. At this particular ROI, there is a substantial drop-off in the sensitivity of the volume transmit coil that leads to poor image quality (see Fig. 7a and Fig. 7b). The simulated background $B_{T}^{+}$ field (i.e. without any pad) is shown in the left column of Fig. 6 for a coronal and transverse slice through the cerebellum. Clearly, we can see the reduced transmit sensitivity in the cerebellum ROI, which is outlined by the black line. Explicitly, the mean $B_{T}^{+}$ field in the ROI is 0.29 $\mu T/\sqrt{W}$ and the coefficient of variation $C_{v}$ is 34%, i.e. the ratio of the standard deviation to the mean. Our aim is to optimize the $B_{T}^{+}$ field within this ROI using a dielectric pad, i.e. we aim at increasing the transmit sensitivity by designing a pad that yields a homogeneous high-intensity field.

Minimizing the cost functional from Eq. (19) results in optimizing both transmit efficiency and homogeneity of the $B_{T}^{+}$ field, but it does not address the balance between the two. Furthermore, the permittivity of the optimized pad is not restricted to a set a values, but can take any permittivity value. In practice, a wide range of relative permittivities can be fabricated, but only up to a maximum of 300 [9]. Therefore, to find the optimal pad that increases both transmit efficiency and homogeneity, and can be fabricated, we run the optimization algorithm multiple times for different desired field strengths, which can be done since our optimization algorithm is very efficient. To this end, the $B_{T}^{+}$ field in the cost functional is initially set to the $B_{T}^{+}$ field per square root of input power that is produced by the birdcage transmit coil with no dielectric present. Repeatedly, we increase the desired field strength and optimize for the pad parameters after which we list the relative permittivity and the coefficient of variation $C_{v}$ of the $B_{T}^{+}$ field in the cerebellum. The results are depicted in the graph of Fig. 4. Subsequently, the dielectric is selected that gave the best performance in terms of transmit efficiency and homogeneity, and leads to a flexible pad that can be fabricated. This corresponds to the optimization where the $B_{T}^{+}$ field in the cerebellum ROI performs for a smaller female head model. To this end we replace the body model Duke in Remcom XFtdt by the female version Ella and run a simulation without dielectric pad and one with the previously-determined optimal dielectric.
pad. Similar performance metrics were obtained as compared to those of the male head model. Specifically, a transmit efficiency gain of 64%, from 0.32 $\mu$T/$\sqrt{W}$ to 0.53 $\mu$T/$\sqrt{W}$, and the $C_v$ decreases from 27% to 17%.

To confirm our findings with actual measurements T1-weighted and T2-weighted scans were acquired with and without the dielectric pad, as shown in Fig. 7c and Fig. 7d, respectively. The T1-weighted scans are acquired with a turbo spin echo sequence with a FOV of $256 \times 256 \times 174.4$ mm$^3$ and an isometric resolution of 0.8 mm$^3$. The T2-weighted scans are acquired with a turbo spin echo sequence where a FOV is used of $107 \times 240 \times 198$ mm$^3$ and an in-plane resolution of $0.8 \times 0.66$ mm$^2$. The effect of the dielectric pad is clearly visible and increases the contrast and signal intensity in the cerebellum, improving the visibility of structural details, thereby confirming that the pad designed with our optimization technique is able to significantly improve the quality of MR images.

**IV. DISCUSSION AND CONCLUSIONS**

In this work we have presented a fast and efficient method for designing dielectric pads. The scattered field model presented in [19] was taken as a starting point, and we showed that the order of this model can be reduced to a great extent by employing a projection based model order reduction technique, which can subsequently be used in an optimization method. The scattered field models of [19] with an order of approximately 27,000 were successfully reduced to a system of order 500, thereby reducing the model order by a factor of 54. Having the reduced-order models available, $B_T^+$ field responses can be computed in a fraction of a second for each pad realization at the price of a negligible loss in accuracy.

The design of dielectric pads has been posed as an optimization problem in which a cost functional that measures the discrepancy between the modeled and desired $B_T^+$ field distribution is minimized over feasible pad parameters values, i.e. dimensions, location, and constitution. This optimization problem can be solved very efficiently, since the modeled field approximations in the cost function are of reduced-order. The optimization has been successfully applied to MR cerebellum imaging reducing the coefficient of variation by a factor 2.4. The resulting optimal pad has been fabricated and its performance was verified in an MR imaging experiment.

The optimization results from Fig. 6 show that the $C_v$ and the transmit efficiency improve for every iteration. The dielectric from the third iteration, for example, improved the transmit efficiency already by 35%, but is still far from the optimal dielectric. This enforces the need for a rigorous optimization approach as shown in this work.

The dielectric pad might couple to the birdcage coil when the permittivity value is high and/or the distance from the coil is small. This coupling is taken into account in the current work since the library is constructed with a tuned birdcage coil present in the background. However, in the rare case that the birdcage should be retuned, a new library should be constructed. In future work, we investigate whether we could combine the method with co-simulation techniques to retune the coil without constructing a new library [40].

In the design process of this work, single dielectric pads have been considered that are homogeneous and have a simple geometry. A second dielectric pad can be included in the model as well, as this is often required in practical applications [10], [14], [15], [18], [38], [39]. However, the design could be much more sophisticated. For example, more complicated dielectric structures such as pre-fractal pads add several degrees of freedom to the design process [41], hence, increasing the complexity of the design problem. The design problem becomes even more computationally challenging when optimizing multi-element dielectric pads for multi-element RF transmit and receive coil arrays, in which increasingly dielectric materials are incorporated [42]. As the coupling between the dielectric and the coils is taken into account, one could think of optimizing for SNR, the $g$-factor for parallel imaging, or the receive sensitivities of the individual coil elements. Therefore, an efficient way of designing these pads as presented here becomes even more relevant.

In this current work, we created the snapshot matrix by simulating a large number of random pad realizations confined to the pad design domain. Since we used the method to optimize a pad for the cerebellum specifically, it would have also sufficed to reduce the random pad realizations to a domain that is more closely related to the extent of the ROI, hence reducing the size of the ROL even further. We stress, however, that by considering the entire design domain we have obtained a reduced-order model that is more generic and application independent. The method may still benefit from a more structured approach, nonetheless, e.g. by using a greedy algorithm that determines the next snapshot on the basis of maximum error reduction [20]. However, this requires an explicit expression for the projection error which needs further investigation.

Finally, two-sided reduction techniques can further speed up the design procedure. In the present work, reduced-order models for the induced currents in the pad design domain have
Fig. 5. Comparison of the transmit fields for three pad realizations with different material properties. The transverse slices where the maximum absolute $B_1^+$ errors occur are depicted. The absolute error in the third column is shown in the same color scale.

Fig. 6. Intermediate optimization results are shown. The first and second row illustrate the right and left hand side view of the head where the pad is formed. The third and fourth row depict the $B_1^+$ transmit fields for the transverse and coronal slice, respectively. The cerebellum is outlined, and in this ROI the signal intensity is low. The columns show a few of the iterations of the optimization method. After 10 iterations it has converged to an optimal dielectric pad. The figures shown at the bottom of the figure depict the intermediate coefficient of variation and transmit efficiency.

been constructed and the resulting $B_1^+$ fields are computed using the discretized electric current to $B_1^+$ Green’s tensor (see Eq.(3)). Two-sided reduction techniques can also reduce the size of this operator, further reducing the complexity of the optimization potentially allowing for an even faster pad design procedure for any body part of interest.
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Fig. 7. T1 and T2 weighted head scans of the brain at 7T (298 MHz). Low contrast is encountered in the cerebellum due to non-uniformity in the $B_1^+$ transmit field indicated with the arrows. Scans have been obtained on a 7T Philips Achieva, where a quadrature head coil is used for transmission and a 32 channel receive array for reception. (a) A T1-weighted turbo field echo sequence was used with a TR of 5.5 ms. 218 slices were acquired with an isometric resolution of 0.8 mm$^3$ and a field-of-view of $256 \times 256 \times 174$ mm$^3$. The total scan time was 6 minutes. (b) A T2-weighted turbo spin echo sequence was used with a field-of-view of $107 \times 240 \times 198$ mm$^3$ and an in-plane resolution of $0.8 \times 0.66$ mm$^2$. The total scan time was 1.5 minutes for 17 slices. The left column shows the results without a dielectric pad, and the right column for an optimized dielectric pad. The pad has a relative permittivity of $\varepsilon_r = 295$, a conductivity of $\sigma = 0.2$ S/m, and dimensions $32 \times 9.5 \times 1$ cm$^3$. The optimized pad resolves the low signal intensities at the cerebellum.


