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\textbf{Abstract.} Replication is a fundamental pillar in the construction of scientific knowledge. Test data generation for procedural programs can be tackled using a single-target or a many-objective approach. The proponents of LIPS, a novel single-target test generator, conducted a preliminary empirical study to compare their approach with MOSA, an alternative many-objective test generator. However, their empirical investigation suffers from several external and internal validity threats, does not consider complex programs with many branches and does not include any qualitative analysis to interpret the results. In this paper, we report the results of a replication of the original study designed to address its major limitations and threats to validity. The new findings draw a completely different picture on the pros and cons of single-target vs many-objective approaches to test case generation.

1 Introduction

Replications are one of the key scientific practices that allow researchers to confirm, refute or adjust the validity of previous findings. In recent years, the software engineering community has seen an increasing awareness about the importance of replications and several authors view replications as a fundamental step toward the construction of solid empirical evidence in the field [7, 12, 13].

Search based test case generation aims at automatically generating a set of input vectors that reach the desired level of adequacy (e.g., branch coverage) once they are turned into test cases and executed. While the first proposals of test generators addressed one coverage target at a time [8, 14], recent approaches consider all coverage targets at the same time and either compute an aggregate fitness function for all yet uncovered targets [5] or apply a truly many-objective search to the test generation problem [10]. A novel single-target approach has been proposed in a recent paper by Scalabrino et al. [11]. The paper includes a comparison between their test generator LIPS (Linearly Independent Path based Search) and MOSA (Many-Objective Sorting Algorithm) [10]. We find the empirical investigation very interesting, since it tries to shed some light on the pros and cons of adopting a single-target vs many-objective test generation approach. However, the core contribution of the paper is not empirical. In fact, the paper is mostly focused on the novel ideas implemented in LIPS and the empirical
study is a very preliminary study, conducted on a few, small C functions. Since the research question (single-target vs many-objective test generation) behind the empirical part of the LIPS paper is a key research question in search based testing, we decided to replicate and extend the empirical study reported in the LIPS paper [11].

The replicated empirical study described in this paper addresses the main threats to validity and limitations of the original study – namely, the threats to the external validity of the results, due to the size and complexity of the sample of C functions considered in the study, the threats to the internal validity, due to the way efficiency was measured and the way the parameters of the algorithms were set, and the lack of a detailed qualitative analysis of the reasons for the reported quantitative differences. The new empirical study was designed to evaluate effectiveness, efficiency and convergence of LIPS vs MOSA. Quite surprisingly, the findings of the new study differ remarkably from the original results. The new results show an undisputed superiority of the many-objective approach in all considered dimensions. The qualitative analysis of the results shows that MOSA makes a better usage of the available search budget by avoiding its allocation to a single target. Although the dynamic allocation of the search budget to a target presumably improves over its static allocation to the targets, according to our new study the many-objective approaches, which do not perform any kind of budget allocation, converge more quickly and on average achieve higher coverage.

2 Background

This section describes the two approaches being compared, LIPS and MOSA.

**Linearly Independent Path based Search (LIPS)**. LIPS is a single-target approach proposed by Scalabrino et al. [11] for procedural languages. It uses single-objective genetic algorithms to optimise (cover) one branch (target) at a time. The fitness function for a branch is determined by the traditional approach level and branch distance [8]. In order to cover linearly independent paths to the targets, the branch selected as target is the last uncovered branch appearing in the path of the last test case that is added to the final test suite. Such a target is updated over the generations depending on whether (i) it is covered or (ii) the search budget allocated for the single target is consumed. In turn, the search budget allocated to each target is determined dynamically, as the total remaining search budget divided by the targets that are yet uncovered and that were never selected as single coverage targets in a previous generation. In this way, infeasible or difficult targets do not consume the overall search budget, because they are allocated only a fraction of the entire search budget. Moreover, even if they are not covered in the generation cycle allocated to them, they remain still coverable in successive generations thanks to collateral coverage (i.e., coverage achieved by a test case generated for a different target) or in case some residual budget remains at the end, due to easy to cover targets considered late in the process. For completeness, Algorithm 1 reports the pseudo-code for LIPS.
Algorithm 1: LIPS

<table>
<thead>
<tr>
<th>Input:</th>
<th>$B = {b_1, \ldots, b_m}$ the set of branches to cover in the program. Population size $M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result:</td>
<td>A test suite $T$</td>
</tr>
<tr>
<td>begin</td>
<td></td>
</tr>
<tr>
<td>$t_0 \leftarrow$ randomly generated input vector</td>
<td></td>
</tr>
<tr>
<td>$T \leftarrow {t_0}$</td>
<td></td>
</tr>
<tr>
<td>worklist $\leftarrow$ uncovered branches ordered as in the path traversed by $t_0$</td>
<td></td>
</tr>
<tr>
<td>target $\leftarrow$ pop last branch from worklist</td>
<td></td>
</tr>
<tr>
<td>START-CLOCK-FOR-TARGET(target)</td>
<td></td>
</tr>
<tr>
<td>$\text{budget} \leftarrow \text{LOCAL-BUDGET}()$</td>
<td></td>
</tr>
<tr>
<td>$t \leftarrow 0$ // current generation</td>
<td></td>
</tr>
<tr>
<td>$P_1 \leftarrow \text{RANDOM-POPULATION}(M - 1) \cup {t_0}$ // Initial population</td>
<td></td>
</tr>
<tr>
<td>while $</td>
<td>\text{worklist}</td>
</tr>
<tr>
<td>if $t &gt; 0$ then</td>
<td></td>
</tr>
<tr>
<td>$P_t \leftarrow \text{GENERATE-OFFSPRING}(P_{t-1})$</td>
<td></td>
</tr>
<tr>
<td>COLLATERAL-COVERAGE($P_t$, worklist)</td>
<td></td>
</tr>
<tr>
<td>if target is covered then</td>
<td></td>
</tr>
<tr>
<td>$T \leftarrow T \cup {\text{test covering target}}$</td>
<td></td>
</tr>
<tr>
<td>worklist $\leftarrow \text{UPDATE-WORKLIST}(t)$</td>
<td></td>
</tr>
<tr>
<td>target $\leftarrow$ pop last branch from worklist</td>
<td></td>
</tr>
<tr>
<td>START-CLOCK-FOR-TARGET(target)</td>
<td></td>
</tr>
<tr>
<td>else if $\text{CLOCK-FOR-TARGET(target)} \geq \text{budget}$ then</td>
<td></td>
</tr>
<tr>
<td>target $\leftarrow$ pop last branch from worklist</td>
<td></td>
</tr>
<tr>
<td>$\text{START-CLOCK-FOR-TARGET(target)}$</td>
<td></td>
</tr>
<tr>
<td>$\text{budget} \leftarrow \text{LOCAL-BUDGET}()$</td>
<td></td>
</tr>
<tr>
<td>$t \leftarrow t + 1$</td>
<td></td>
</tr>
</tbody>
</table>

It should be noted that no pseudo-code is available in the paper by Scalabrino et al.[11]. Moreover, the source code of the tool is also not available. Hence, we have elaborated the pseudo-code by trying to follow the specifications of LIPS available in the paper as strictly as possible. However, sometimes the description in the paper is not detailed enough for unambiguous interpretation and we had to make decisions on what to implement. While this might have produced differences between our and the original implementation of LIPS, we think that the key ideas behind LIPS, i.e., the ordering of the targets by execution path and the dynamic re-allocation of the search budget, are captured faithfully in our implementation. Moreover, by providing the pseudo-code for LIPS in our paper we contribute to the disambiguation of the minor, yet important, details behind the ideas described in the paper.

LIPS starts with an initial, randomly generated test case $t_0$ (line 2 in Algorithm 1), which represents the input vector for the program under test [11]. Such a test is executed and the uncovered branches for all decision nodes in the execution path of $t_0$ are added to a worklist (line 4 in Algorithm 1) in the order in which they are encountered. The worklist represents the queue of branches that can be potentially considered as search targets. Starting from $t_0$, the genetic algorithm is initialised as follows [11]: (i) the initial search target is the last branch added to the worklist (line 5), and (ii) an initial population that includes $t_0$ is randomly generated (line 9). In the evolutionary iterations, new tests are generated using crossover and mutation (GENERATE-OFFSPRING at line 12). Parents are selected using the tournament selection and according to the single fitness function of the current target [11]. Whenever a newly generated test covers the current target, (i) it is added to the test suite (at line 15), (ii) all the uncovered branches of decision nodes on the path covered by $tc$ are added to the worklist in the order in which they are encountered (UPDATE-WORKLIST at line 16). If some of the uncovered targets in the path of $tc$ were selected before as coverage targets, they are added at the front of the worklist, so that they
are selected as current coverage targets only when all the other targets, which were never tried before, are covered, using the residual (if any) search budget. The last branch added to the worklist is selected as new target (line 17). The branches in the worklist that are covered (by chance) by the newly generated tests are removed from the worklist and marked as “covered” (COLLATERAL-COVERAGE at line 13). Since LIPS targets one branch at a time, it has to allocate a portion of the overall search budget for each uncovered and not previously selected branch. To account for collateral coverage, which could free some search budget, at each generation the budget is re-computed as $SB/n$, where $SB$ is the budget that remained available after last target selection and $n$ is the number of remaining uncovered branches that were never selected before (LOCAL-BUDGET at line 22). If the current target is not covered within the allocated budget, a new target is selected from the worklist (lines 19-20). The main loop at lines 10-23 is repeated until all the branches are covered or the total search budget is consumed [11].

LIPS has been defined for procedural programs written in C. Therefore, it does not address the problem of generating method sequences [14], which means it is not directly applicable to object-oriented programs. Moreover, the length of the chromosome used by LIPS is fixed, which means that data structures with variable size (e.g., arrays) are assigned a predefined, fixed size. This may prevent coverage of targets requiring a specific, special value of size (e.g., a condition that checks if an array has size zero). Finally, although not stated explicitly in the paper [11], we assume that LIPS uses elitism in GENERATE-OFFSPRING (line 11), given the fact the elitism has been shown to positively affect the convergence speed of GAs in various optimisation problems and it is also used (although in a different way) in MOSA.

Many-Objective Sorting Algorithm (MOSA). MOSA is a many-objective genetic algorithm proposed by Panichella et al. [10] for Java classes and implemented in EvoSuite. A test case in MOSA is a method sequence (including input data) of variable length, which is evaluated against all uncovered branches. MOSA targets all uncovered branches at once by considering them as different (many) objectives to be optimised in parallel. It shares the same main loop with NSGA-II [4], which is one of the most popular multi-objective genetic algorithms. However, it differs on three key aspects: (i) it selects test cases according to a preference criterion suitably defined for the test case generation problem; (ii) it considers as objectives only the yet uncovered coverage branches (i.e., the set of optimisation objectives changes across generations); (iii) it uses an archive to store all test cases satisfying one or more previously uncovered branches. The pseudo-code of MOSA is shown in Algorithm 2 [10].

MOSA starts with an initial set of randomly generated test cases (line 3 of Algorithm 2); then, new test cases (offspring) are created using crossover and mutation (GENERATE-OFFSPRING, at line 6 of Algorithm 2). Then, parents and offspring are selected to form the next generation according to their ranks,
Algorithm 2: MOSA

Input: \( B = \{ b_1, \ldots, b_m \} \) the set of coverage targets of a program.
Population size \( M \)

Result: A test suite \( T \)

begin
\( t \leftarrow 0 \) // current generation
\( P_t \leftarrow \text{RANDOM-POPULATION}(M) \)
archive \( \leftarrow \text{UPDATE-ARCHIVE}(P_t, \emptyset) \)
while not (search budget consumed) do
\( Q_t \leftarrow \text{GENERATE-OFFSPRING}(P_t) \)
archive \( \leftarrow \text{UPDATE-ARCHIVE}(Q_t, \text{archive}) \)
\( R_t \leftarrow P_t \cup Q_t \)
\( F \leftarrow \text{PREFERENCE-SORTING}(R_t) \)
\( P_{t+1} \leftarrow \emptyset \)
d \( \leftarrow 0 \)
while \( |P_{t+1}| + |F| \leq M \) do
\( \text{CROWDING-DISTANCE-ASSIGNMENT}(F_d) \)
\( P_{t+1} \leftarrow P_{t+1} \cup F_d \)
d \( \leftarrow d + 1 \)
\( \text{SORT}(F_d) // \text{according to the crowding distance} \)
\( P_{t+1} \leftarrow P_{t+1} \cup F_d[1:(M-|P_{t+1}|)] \)
d \( \leftarrow d + 1 \)
\( t \leftarrow t + 1 \)
\( T \leftarrow \text{archive} \)

determined by the PREFERENCE-SORTING routine [10] (line 9). Tests that satisfy the preference criterion are assigned to the first front \( F_0 \) while all the remaining tests are ranked using the non-dominated sorting algorithm of NSGA-II [4]. The preference criterion prioritises test cases that are closer to one or more uncovered branches (according to the corresponding branch distance and approach level scores). When there are multiple test cases with the same objective scores, the preference criterion uses the test case length as secondary selection criterion [10], i.e., shorter tests are preferred. The population for the next generation is formed using the loop at lines 12-15: test cases are selected starting from those in front \( F_0 \), then those in front \( F_1 \), and so on. At the end of the loop (lines 16-17), the remaining test cases are selected from the current front \( F_d \) according to the descending order of crowding distance. Finally, MOSA uses an archive, to keep track of the shorter test cases that cover the branches of the program under test. Whenever new test cases are generated (either at the beginning of the search or when creating offspring), MOSA stores those tests that cover previously uncovered targets in the archive as candidates to form the final test suite (function UPDATE-ARCHIVE at lines 4 and 7).

MOSA has been defined for Java classes. Therefore, it addresses both test data and method sequence generation. Since it is implemented in EvoSuite, it can handle complex data structures as input, such as objects and arrays of objects. The encoding schema (the standard one in EvoSuite [6]) allows to create test cases (i.e., method sequences) as well as test inputs (e.g., arrays) with variable length. Finally, MOSA uses elitism: test cases closer to satisfying uncovered branches (or with minimum length at the same level of “closeness”) are guaranteed to survive in the next generation [10].

3 Summary of the replicated empirical study

This section summarises the empirical study published by Scalabrino et al. [11] comparing LIPS and their reimplementation of MOSA when generating test inputs for C functions. The empirical evaluation was performed on 35 C functions.
with number of branches ranging between 2 and 64 (15 branches per function on average). These C functions are taken from different open-source C libraries [11]: (i) 21 functions from `gimp`, an open source GNU image manipulation software; (ii) five functions from `GSL`, the GNU Scientific Library; (iii) three functions from `SGLIB`, a generic library for C; (iv) three functions from `spice`, an analogue circuit simulator; (v) one function from `bibclean`; and (vi) two functions from previous work on test data generation for the C language.

The comparison is performed on three different dimensions: (i) branch coverage (effectiveness), (ii) execution time (efficiency), (iii) number of tests in the final test suite (oracle cost). According to the results of the study, there is no difference in terms of branch coverage between LIPS and MOSA for the majority of the C functions. In ten out of 35 functions LIPS has a better branch coverage than MOSA and for these cases the average difference is 5.72%. In two out of 35 cases MOSA outperforms LIPS and the average difference in branch coverage for these cases is 5.61%. Notice that these average values are obtained from Table 2 of the LIPS paper [11]. LIPS is reported to be more efficient than MOSA for all C functions, with an average improvement around 66% in terms of running time. Scalabrino et al. [11] measure efficiency as the execution time required to perform 200,000 fitness function evaluations for the 27 functions with less than 100% coverage. Finally, they report that MOSA produces significantly shorter test suites compared to LIPS in 32 out of 35 functions. However, the differences are easily ironed out by greedy algorithms for test suite minimisation [11]. As reported in [11], the execution time for the minimisation is negligible given the small size of the functions under test and of the generated test suites.

### 3.1 Threats to validity

We have identified the following threats to the validity of the original study and we believe that a replication of the study is very important to address them.

Threats to **external validity** affect the generalisation of the results. Among them, the number and size/complexity of the considered C functions affect the external validity of the reported findings to a major extent. **Size/complexity of the functions**: the selected functions are small and contain few branches. Only two functions have more than 50 branches (i.e., 56 and 64 branches) and 16 out of 35 functions (46%) have less than ten branches each. For comparison, MOSA was originally evaluated on Java classes with at least 50 branches each [10]. Therefore, it is not clear to what extent results are generalisable to functions with more than 50 branches. **Number of functions**: the empirical study considers only 35 small C functions. A larger sample is needed to extend the validity of the findings of the study.

Threats to **internal validity** regard internal factors that could have influenced the experimental results. Among them, the measurement of efficiency and the setting of some critical parameters of the algorithms might have affected the internal validity of the study. **Measurement of efficiency**: efficiency is measured as the execution time required by each algorithm to run until 200,000 fitness function evaluations are made and not as the execution time needed to reach
maximum coverage. The chosen setting favours LIPS by design, since each generation of MOSA is more expensive to compute, due to the cost of the ranking procedure. Therefore, it is not clear whether the execution time needed by the two algorithms to reach maximum coverage differs or not.

Moreover, looking at the results reported in the original study in Table 2, we observed some inconsistencies in the execution time between LIPS and MOSA for simple C functions, where 100% of coverage is reached. For example, for function `gimp_hsl_value_int` LIPS required less than 10 milliseconds to reach 100% coverage. Since this function is very simple, it can be presumably covered fully in the first generation (i.e., with no need for evolution). However, for MOSA the reported running time to reach full coverage on the same function is 10.23s. If the initial populations for MOSA and LIPS are the same (i.e., randomly generated), both algorithms should achieve full coverage within approximately the same time. We observed the same inconsistency in seven other very simple C functions used in the study [11].

3.2 Reasons to replicate

In addition to the possibility of addressing some of the threats to the validity of the original study, there are further reasons for replicating the empirical study by Scalabrino et al. [11]. First, the study provides only a quantitative analysis of the collected results, without attempting to interpret them qualitatively. An in-depth qualitative analysis would allow us to better understand under which conditions one algorithm outperforms the other. Moreover, a further study is needed to better understand how LIPS and MOSA perform on programs with a large number of branches (> 50). In fact, a recent study [9] involving classes with both low and high number of branches confirmed the higher effectiveness and efficiency of MOSA (and its improved variant DynaMOSA) for classes with high number of branches (high cyclomatic complexity) [9]. On the other hand, Scalabrino et al. [11] compared LIPS and MOSA on C functions with less than 20 branches on average (only one function has slightly more than 50 branches). Hence, there is a strong need for a larger study, with both small (< 50 branches) and large (≥ 50 branches) programs.

3.3 How to replicate

In principle, the simplest option to replicate the study would be to re-run LIPS and MOSA on a larger sample of C functions using OCELOT, i.e., the tool that implements LIPS [11]. However, this option is not viable since OCELOT and the code for LIPS are not publicly available at the time of this submission.

The viable alternative is to re-implement LIPS in EvoSuite. Differently from OCELOT, EvoSuite is publicly available on GitHub\footnote{https://github.com/EvoSuite/evosuite} and it already contains the original code of MOSA [10]. An important drawback of this choice is that EvoSuite generates test suites for Java classes and not for C functions. Therefore, this
option requires the conversion of the C functions used in the original study [11] into Java static methods. Fortunately, this conversion is straightforward since the selected C functions do not have complex input parameters with advanced C syntax (e.g., pointers to complex structures). Since EvoSuite supports the generation of test cases and input data (e.g., arrays) of variable length, as a side effect of using EvoSuite we also overcome one of the limitations of LIPS/OCELOT: the fixed chromosome size, discussed in Section 2.

4 Design of the new study

We first describe our re-implementation of LIPS within EvoSuite. Then we describe the selected subjects, the research questions and the metrics we adopt to answer them.

Implementation of LIPS in EvoSuite: We have re-implemented LIPS based on the pseudo-code in Algorithm 1, within EvoSuite version 1.0.5, available from GitHub on March 12th, 2017. The main differences between the original version of LIPS [11] and our re-implementation regard the encoding schema and the genetic operators, for which we use the default settings in EvoSuite [5]. In EvoSuite [5], a test case is a sequence of statements, which is composed of method calls (i.e., call to static methods) and data inputs (e.g., arrays, strings). New test cases are generated by applying single-point crossover and uniform mutation. The latter can remove, change, or add statements from/in/to the test cases. While we allow the length of the test cases to vary during the GA search, so that the length of input arrays, strings, etc., can change, we only allow one method execution for the class under test, i.e., the execution of the static method under test, because we are interested in evaluating LIPS vs. MOSA for procedural, stateless methods only. Selection is tournament selection, the same operator originally proposed for LIPS [11]. The encoding schema and genetic operators are the same for MOSA [10, 9], i.e., they work at test case level.

In the original LIPS implementation [11], the length of the chromosomes is fixed a priori, which might prevent coverage of specific branches. In addition, the original genetic operators [11] are blend-crossover (BLX) and polynomial mutation, which can be applied only to chromosomes with fixed length and containing only numerical values [3]. Since our re-implementation of LIPS in EvoSuite does not have such constraints, we deem it as superior to the original implementation and eventually able to cover more branches. We found this conjecture to be empirically true by comparing the results of our re-implementation with the results reported in the original study, considering the common subset of programs under test (see Section 5). It should be noticed that the core novelties of LIPS, namely the order by which branches are selected as targets and the dynamic allocation of the search budget, are kept identical to the original formulation in our re-implementation. Our re-implementation of LIPS is publicly available for download on GitHub: https://github.com/apanichella/evosuite/tree/LIPS_replication.
Benchmark: Since LIPS was originally defined for procedural functions and not for object oriented programs, in our replication study we target only static methods with purely procedural behaviour. Our benchmark contains 70 static methods characterised as follows: (i) 33 static methods are the Java equivalent of the C functions used in the original study [11]; (ii) 37 additional static methods have been randomly selected from Java open-source libraries. Notice that we excluded two of the 35 functions used in [11], namely Csqrt and triangle, for which we could not find the source code. Our benchmark contains twice as many subjects as the original study [11]. Moreover, 14 subjects have more than 50 branches each, thus allowing to compare LIPS and MOSA on very large/complex functions. In general, the number of branches\(^5\) in each static method ranges between 3 and 425. The characteristics of the Java static methods (i.e., name and number of branches) are detailed in Table 1.

Porting the old benchmark to Java. All C functions used in the original study take as input primitive data types, pointers to primitive data types and arrays. Therefore, porting such functions to Java was straightforward: for each function \(f\), we create a corresponding Java class containing only one single static method with the same content and the same parameters of \(f\).

New subjects. To increase the size of the benchmark, we randomly selected 37 Java static methods from seven open-source libraries. In particular, we selected: (i) 17 methods from the apache commons math (math in Table 1); (ii) seven from apache commons lang (lang); (iii) two from apache commons io (io); (iv) three from joptimizer\(^6\) (IOpt.); (v) two from nd4j\(^7\) (nd4j); (vi) one from google gson (Gson); (vii) three from apache commons imaging (imaging) (viii) two from apache commons bcel (Bcel).

4.1 Research questions and performance metrics

We investigate the following research questions:

- **RQ1**: How do LIPS and MOSA perform in terms of effectiveness?
- **RQ2**: How do LIPS and MOSA perform in terms of efficiency?
- **RQ3**: Does the program size (number of branches) affect the performance of LIPS and MOSA?

To answer **RQ1**, we use the same measure of effectiveness used in the original study, i.e., the percentage of covered branches. For the efficiency (**RQ2**), we do not use the measure used by Scalabrino et al. [11]. This is because, as explained in Section 3, the execution time required by each approach to perform 200,000 fitness function evaluations penalises by design MOSA and does not consider the time actually needed to reach maximum coverage, independently of the number

---

\(^5\) The number of branches reported here is sometimes slightly different from that of the original study because EvoSuite performs the instrumentation and counts the branches at the byte code, not source code, level.

\(^6\) [http://www.joptimizer.com](http://www.joptimizer.com)

\(^7\) [http://nd4j.org](http://nd4j.org)
of fitness evaluations consumed to reach it. Instead, we use an overall maximum allowed execution time as stop condition, i.e., the two approaches are executed for the same amount of time (if full coverage is not reached; otherwise execution stops earlier). Then, we measure the \textit{efficiency} as the execution time required by each approach to reach maximum branch coverage. Moreover, we consider \textit{efficiency} as a secondary performance metric: we compare LIPS and MOSA in terms of efficiency only for those subjects with no statistically significant difference in effectiveness. Notice that we do not compare the length of the test cases since EvoSuite applies test minimisation by default.

For each subject, each search approach (LIPS or MOSA) is run 50 times to address the random nature of the genetic algorithms. In each run, we collect the percentage of covered branches (\textbf{RQ1}) as well as the elapsed time between the start of the search and the latest increment in branch coverage (\textbf{RQ2}). We report the average coverage and execution time achieved by LIPS and MOSA over these independent runs. To provide statistical support to the analysis of the results, we apply the non-parametric Wilcoxon Rank Sum test \cite{2} with a significance level of $\alpha = 0.05$. We also measure the effect size (i.e., the magnitude) of the differences (if any) in effectiveness or efficiency using the Vargha-Delaney ($\hat{A}_{12}$) statistic \cite{15}. Finally, to answer \textbf{RQ3}, we use the one-way permutation test \cite{1} to verify whether there is any significant interaction between effectiveness/efficiency of the two approaches on one side and complexity of the static method under test, measured as the number of branches to cover, on the other side. In particular, we use the number of branches in the methods as independent variable and the $\hat{A}_{12}$ statistics (obtained from the comparison) as dependent variable. We set the test with a significance level of $\alpha = 0.05$ and a number of iterations equal to $10^8$ (a number of iterations $> 1,000$ is recommended for this test \cite{1}). The one-way permutation test is a non-parametric test, thus, it does not make any assumption on data distributions.

\textbf{Parameter setting}. We adopted the default parameter values used by EvoSuite\cite{5} for both LIPS and MOSA, with the only exception of those parameters explicitly mentioned in the original study \cite{11}. Therefore, we set the population size to 100 individuals and the crossover probability to 0.90. For the search budget, we fix the same maximum execution time of one minute for both LIPS and MOSA. This value (60 seconds) corresponds to the largest running time observed in the original study. Therefore, LIPS and MOSA terminate either when 100\% of branch coverage is reached or when the maximum search budget of one minute is consumed.

\section{Experimental results}

Table 1 reports the mean branch coverage (\textbf{RQ1}) and mean execution time (\textbf{RQ2}) achieved by LIPS and MOSA for each Java static method over 50 independent runs. The table also reports the $p$-values of the Wilcoxon test as well as the corresponding $\hat{A}_{12}$ statistics (effect size). Notice that values of $\hat{A}_{12} > 0.5$ indicate that LIPS is more effective (higher branch coverage) or more efficient.
Fig. 1. Comparison between LIPS and MOSA with a larger search budget of five minutes for method BasicCParser.preprocess (lower execution time) than MOSA; values of \( \hat{A}_{12} < 0.5 \) indicate that MOSA is more effective or more efficient than LIPS.

**Results for RQ1.** From columns 4-7 of Table 1, we can observe that in 45 out of 70 subjects (64%) there is no statistically significant difference in terms of branch coverage between LIPS and MOSA. Among these 45 subjects, 26 (60%) are trivial subjects that are fully covered in few seconds and 20 come from the original study [11]. In none of the remaining subjects LIPS could outperform MOSA in terms of branch coverage. Instead, MOSA achieves statistically significantly higher branch coverage than LIPS in 25 out of 70 subjects (36%). In these cases, the average (mean) difference in branch coverage is 7.67%, with a minimum of 0.92% and a maximum of 22.94%. The subject with the largest difference is NumberUtils.createNumber from apache commons math, which contains 115 branches. For this method, LIPS achieved 65.43% branch coverage compared to 88.36% achieved by MOSA (+26 covered branches) within one minute.

To better understand whether the observed differences vary when increasing the search budget, Figure 1-(a) shows the average branch coverage achieved by LIPS and MOSA over a larger search budget of five minutes for method BasicCParser.preprocess from apache common imaging. In the first generation (i.e., at time zero), the two approaches have the same average coverage since they both start with a randomly generated population. However, after the first 20s the scenario dramatically changes: MOSA yields a higher coverage for the rest of the search, leading to a difference of +25% at the end of the search. Figure 1-(b) depicts the fitness function values for the false branch \( b_{30} \) of the statement \( \text{if (c=='\r' || c=='\n')} \) at line 196 of class BasicCParser and placed inside multiple if statements within a for loop. MOSA takes around 205s to cover \( b_{30} \), although this is one of the targets since the beginning of the search. Instead, LIPS selects this branch as its current target after 236s and only for 3s in total, which is not enough to cover it. Moreover, the fitness function curve is not monotonic in LIPS: it decreases between 194s and 200s but it increases in the next generations since \( b_{30} \) is not yet considered as the current target. A similar trend can be observed between 218s and 229s. Instead, in
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| MOSA the fitness function curve is monotonic because the best test case for \( b_9 \) is preserved (elitism) until a better test is found in the subsequent generations. Instead, in LIPS (as well as in any other single objective genetic algorithm), elitism holds only for the single fitness function being optimised (i.e., only for the current target).

Results for RQ2. For the 45 methods with no statistically significant difference in effectiveness, we compare the execution time required by LIPS and...
MOSA to achieve the highest coverage. The results of this comparison are reported in columns 8-11 of Table 1. Out of 45 methods, LIPS is significantly more efficient than MOSA in only one method, i.e., MathArrays.sortInPlace. For this method, LIPS required 1.36s on average to reach a coverage of 92% while MOSA spent 2.96s on average to reach the same branch coverage. On the other hand, MOSA is significantly more efficient than LIPS in 33 methods (73%). The minimum (yet significant) difference of 0.28s is observed for gimp_cmyk_to_rgb while the maximum of 13.55s is observed for gimp_hsv_to_rgb. For the remaining 11 methods, there is no significant difference between LIPS and MOSA.

Results for RQ3. For what concerns coverage, the one-way permutation test reveals that the $\hat{A}_{12}$ statistics is significantly influenced by the number of branches of the function/method under test ($p$-value < 0.01). In other words, MOSA achieves significantly higher branch coverage over LIPS especially for methods with high number of branches. For the execution time, the one-way permutation test reveals a marginally significant interaction between $\hat{A}_{12}$ statistics and the number of branches ($p$-value=0.06). Thus, we can conclude that the size/complexity of the program under test affects the performance (coverage and execution times) of LIPS and MOSA: the former approach is less scalable than the latter when the number of branches to cover increases.

5.1 Comparison between old and new results

We draw completely different conclusions from our results with respect to the original study. The main differences and observations are summarised below.

Superiority of our re-implementation of LIPS. For the 33 subjects shared with the original study, we observe that our re-implementation of LIPS could achieve 100% of coverage for 15 methods within 0.80s on average. Instead, in the original study LIPS reached 100% of coverage in only 8 cases [11]. This highlights the superiority of our re-implementation in EvoSuite compared to the original implementation, confirming our theoretical observations in Section 4. For example, for function gimp_rgb_to_hwb the original LIPS implementation reached only 50% coverage in 7.97s [11]. Instead, LIPS re-implemented in EvoSuite achieved 100% coverage in 0.62s.

MOSA is more effective than LIPS. Despite these improvements, LIPS could never achieve significantly higher coverage than MOSA. Instead, MOSA achieved significantly higher coverage on 36% of the subjects. To understand these results, let us consider Utility.codeToString, which has 425 branches. Given the high number of branches, LIPS can allocate a limited search budget to each branch, even in the presence of dynamic budget reallocation. As a consequence, LIPS can cover only the trivial branches that do not need many generations of test evolution. Instead, MOSA evolves test cases targeting all the branches at the same time, for the whole duration of the search budget.

MOSA is more efficient than LIPS. Our results contradict the results of the original study in terms of efficiency [11]. The main reason for such different conclusions is the different stop condition considered in the two studies: time required to perform 200,000 fitness evaluations (original study) vs. time needed
to reach the same final coverage (new study). We believe the new stop condition provides a fair measurement of the respective time performance of the two algorithms, since 200,000 fitness evaluations are not necessarily required by both algorithms to reach the final coverage – indeed, they typically need a different number of fitness evaluations.

Most subjects in the original study are trivial. As reported in Section 5, the majority of the subjects (20 out of 35) used in the original study [11] can be fully covered in few seconds. We have run random search (RS) on the 33 subjects of the original study. In particular, we set RS with the same stop conditions used in LIPS and MOSA: either 100% of branch coverage is reached or the maximum budget of one minute is consumed. Results show that RS achieves 100% coverage in 18 out of 33 subjects (54%). It is also statistically equivalent to LIPS in other 9 subjects in terms of branch coverage. Thus, the large majority of subjects (27/35 ≈ 77%) used by Scalabrino et al. [11] are too easy to cover to draw any conclusion about the different performance of the two approaches. For this reason, we have extended the benchmark by adding more complex subjects.

5.2 Threats to validity

Threats to construct validity. Since the tool OCELOT is not publicly available, we had to re-implement LIPS in EvoSuite. While our re-implementation may slightly differ from the original one, we strictly followed the descriptions provided by Scalabrino et al. [11] with particular attention to the key contributions of LIPS (target selection order and dynamic budget allocation). As discussed in Section 5.1, our re-implementation is superior to the original one on the benchmark programs of the original study. Another construct validity threat regards the conversion of C functions to Java static methods. As indicated in Section 4, this conversion was straightforward since the considered functions do not have complex input parameters and do not involve advanced C constructs.

Threats to internal validity. Compared to the original study, we have increased the number of repetitions for MOSA and LIPS from 30 to 50 runs, to increase the statistical power of the analysis. We used the same termination criterion for LIPS and MOSA in terms of execution time. We used a different metric to measure efficiency, defined so as to remove the arbitrary constraint that both algorithms should consume 200,000 fitness evaluations.

Threats to external validity. To address the external validity threat of the original study, we have increased the size of the benchmark from 35 to 70 subjects by including methods with a larger number of branches (up to 425).

6 Conclusions and future work

We have replicated an empirical study comparing the test generators LIPS and MOSA. The former is a single-target approach with dynamic allocation of the search budget to each uncovered branch. The latter is a many-objective approach that targets all the branches at once. Our replication addresses several threats
to external and internal validity of the preliminary study [11]. The new results differ remarkably from the original study: (i) MOSA is more effective than LIPS, especially for subjects with a large number of branches; (ii) MOSA is more efficient than LIPS, in terms of time needed to achieve the same, final coverage. Our implementation of LIPS together with the implementation of MOSA and a complete replication package are publicly available on GitHub as a fork of EvoSuite at the following link https://github.com/apanichella/evosuite/tree/LIPS_replication.

Our future agenda includes extending this study to non-procedural Java code and considering DynaMOSA [9], a recent, more advanced version of MOSA.
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