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Abstract—Thirty years of research on validation and verification have returned a plethora of methods and statistical techniques through methodological and case studies. It is, however, this abundance of methods and techniques that poses a major challenge. Due to time and budget constraints, it is impossible to apply all the available methods and techniques in a single study, and as such a careful selection has to be made. This paper builds on two assumptions: a) simulations, real-world systems, methods, and techniques can be defined on the basis of different characteristics and b) certain methods and techniques are more suitable than others for different kinds of simulation studies. The present study aims at identifying the specific characteristics that make certain methods and techniques more effective and more efficient than others, when juxtaposing these with the simulations’ and systems’ different characteristics. The conclusion will advance a methodology for choosing the most appropriate methods and techniques for validating and/or verifying a simulation.
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I. INTRODUCTION

Back in 1972, based on Forrester’s work [1][2], Meadows et al. [3][4] introduced World 3, a simulation of the world for the years 1900-2100. The purpose of the simulation model was to project the dynamic behavior of population, capital, food, non-renewable resources, and pollution. The model’s forecast was that during the contemplated two centuries the world will experience a major industrial collapse, which will be followed by a significant decrease in human population. The model became very popular especially because of the increasing interest in environmental degradation encountered because of human activities [5]. Even though the model gained support for being “of some use to decision makers” [4] and generated the spark for many later global models, it had several shortcomings, for which it received a lot of criticism [6]. In turn, this criticism raised the question of whether, and to what extent, such simulation models are validated and verified. This is just one example of the notion that validation and verification (V&V) is a fundamental part of a simulation study [7].

The term V&V is used to characterize two relatively different approaches that almost always go hand by hand, namely validation and verification. Validation is this phase of a study that ensures that the simulation imitates the underline system, to a greater or lesser extent, and in any case satisfactorily [8], or in layman terms verification addresses the question of whether the model was built in the “right” way [9]. V&V has become a well-researched field with a significant amount of produced literature and commercial case studies. The large number of V&V methods and statistical techniques created or adopted by this wide range of research, is the greatest impediment to designing a V&V study.

The predetermined budget of a simulation study usually limits the amount of time and resources that can be spent on V&V. Additionally, the nature and the diverse characteristics of simulations limit the number of V&V methods and statistical techniques that are applicable to each simulation. In other words, not all V&V methods (hereinafter referred to as methods) and V&V-applicable statistical techniques (hereinafter referred to as techniques) are suitable for every simulation. To the best of our knowledge, a taxonomy for characterizing methods and techniques and, subsequently, matching them with different simulations does not exist. Therefore, the research question that this study will address is:

How can the selection of V&V methods and V&V-applicable statistical techniques given the simulation and the real-world system at hand be optimized as to be more time efficient and rigorous?

This paper aims at identifying the majority of the available methods and techniques in order to classify them on the basis of their different characteristics and on whether they can be used to validate or verify a simulation, and eventually match them with characteristics of simulation models.

In Section II, a literature analysis on methods and techniques, simulation properties, and simulation study phases is conducted. In Section III, a methodology towards developing a framework for simulation V&V method and statistical techniques selection is proposed. In Section IV, a case study is presented to illustrate how the proposed framework can actually be implemented. Finally, in Section V, the future potential extensions of the framework are presented and final remarks are made.

II. LITERATURE ANALYSIS

In this section, a 3-step literature analysis is presented. The initial hypothesis of this study is that simulations exhibit certain properties that influence the effectiveness and applicability of methods and techniques. Therefore, the 3 steps of the literature analysis are the following:
Step 1: Identification of methods and techniques.
Step 2: Identification of simulations’ properties potentially influencing the selection of methods and identification of simulations’ and systems’ characteristics potentially influencing the selection of techniques.
Step 3: Identification of the phases of a simulation study.

A. Step 1: V&V methods and statistical techniques

Methods are different in many aspects; some methods are strictly mathematical whereas others accommodate the more qualitative aspects of simulations, etc. Balci [11] identified more than 70 methods, which in turn categorized into four categories: informal, static, dynamic, and formal. Balci’s [11] list is the most accurate representation of the body of work on methods and, even to date, is considered as the most extensive one. This paper adopts the list in reference - but not the categorization - and goes as far as to propose a new classification of methods.

On the other hand, numerous techniques have been proposed throughout the years, a subset of which are applicable in V&V studies. Moreover, techniques can be characterized in various ways, e.g., depending on the input they require (numerical, categorical etc.), or the purpose they are used for (goodness-of-fit, time series etc.).

In Section II-A1 and Section II-A2, the identified methods and techniques are listed, respectively, along with a brief definition for each one of them.

1) V&V Methods:

Acceptance Testing: Acceptance Testing is testing the model using the actual hardware and data to determine whether all the specified requirements are satisfied [12].

Alpha Testing: Alpha Testing is the operational testing of the alpha version of the model in a department within the company, yet not the one involved with the model development [13].

Assertion Checking: Assertion Checking checks what is happening as opposed to what the modeler assumes is happening thus detecting potential errors in the model [11].

Audit: An Audit is undertaken to assess how adequately the simulation study is conducted with respect to established plans, policies, procedures, standards and guidelines. The audit also seeks to establish traceability within the simulation study [11].

Beta Testing: Beta Testing is the operational testing of the beta version of the model under realistic field conditions [14].

Bottom-Up Testing: Bottom-Up Testing is testing each submodel, when the model is developed with a bottom-up development strategy, and once every submodel belonging to the same parent is finished and tested, then these submodels are integrated and tested again [11].

Cause-Effect Graphing: Cause-Effect Graphing aids in selecting, in a systematic way, a high-yield set of test cases and it is effective in pointing out incompleteness and ambiguities in the specification [15].

Comparison Testing: Comparison Testing is testing the different versions of the same simulation model [16].

Compliance Testing: Compliance Testing tests how accurately different levels of access authorization are provided, how closely and accurately dictated performance requirements are satisfied, how well the security requirements are met, and how properly the standards are followed [17]. It consists of the following techniques:

1) Authorization Testing, which tests how accurately and properly different levels of access authorization are implemented in the model and how properly they comply with the rules and regulations [12].

2) Performance Testing, which tests whether (a) all performance characteristics are measured and evaluated with sufficient accuracy, and (b) all established performance requirements are satisfied [12].

3) Security Testing, which tests whether all security procedures are correctly and properly implemented in conducting a simulation study [12].

4) Standards Testing, which substantiates that the simulation model is developed with respect to the required standards, procedures, and guidelines [11].

Control Analysis: Control Analysis analyzes the control characteristics of the model. It consists of the following techniques:

1) Calling Structure Analysis, which is used to assess model accuracy by identifying who calls whom and who is called by whom [14].

2) Concurrent Process Analysis, in which model accuracy is assessed by analyzing the overlap or concurrency of model components executed in parallel or as distributed [18].

3) Control Flow Analysis, which requires the development of a graph of the model where conditional branches and model junctions are represented by nodes and the model segments between such nodes are represented by links [13].

4) State Transition Analysis, which requires the identification of a finite number of states the model execution goes through and shows how the model transitions from one state to another [19].

Data Analysis: Data Analysis ensures that (1) proper operations are applied to data objects (e.g., data structures, event lists, linked lists), (2) the data used by the model are properly defined, and (3) the defined data are properly used [12]. It consists of the following techniques:

1) Data Dependency Analysis, which involves the determination of what variables depend on what other variables [20].

2) Data Flow Analysis, which is used to assess model accuracy with respect to the use of model variables [21].

Debugging: Debugging identifies errors causing the model to fail and changes the model accordingly in order to correct these errors [20].

Desk Checking: Desk Checking is when a person other than the modeler thoroughly examines the model to ensure correctness, completeness, consistency and unambiguity [13].

Documentation Checking: Documentation Checking ensures accuracy and up-to-date description of the model logic and its results [11].

Execution Testing: Execution Testing collects and analyzes execution behavior data in order to reveal model representation errors. It consists of the following techniques:

1) Execution Monitoring, which examines low-level information about activities and events taking place during model execution [11].

2) Execution Profiling, which examines high-level information about activities and events taking place during model execution [11].

3) Execution Tracing, which tracks line-by-line the execution of a model [11].

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org
Fault/Failure Analysis: Fault/Failure Analysis determines if any faults or failures can logically occur and in what context and under what conditions [14].

Fault/Failure Insertion Testing: Fault/Failure Insertion testing inserts an fault or failure into the model and observes whether the model will behave in the expected invalid manner [11].

Field Testing: Field Testing executes the model in an operational situation for the purpose of collecting information regarding the model validation [23].

Functional (Black-Box) Testing: Functional Testing ignores the internal mechanism(s) of the model and focuses on the generated outputs based on specific input and execution conditions [24].

Graphical Comparisons: In Graphical Comparison, graphs produced from the model are compared to graphs produced by the real-world system under study, in order to detect similarities and differences between the two [14].

Induction: Induction asserts that if every step a model follows is valid and the model terminates, then the model is valid [11]. Induction as a term can be found in many fields, like mathematics in which case it is a tool for directly proving theorems. In simulation model validation, where absolute validity does not exist [25], induction should more correctly be referred to as inductive reasoning, which is based on one or more inductive arguments, and the conclusions are not considered as the absolute truth but rather a strong evidence [26].

Inference: Inference is similar to Induction; it is a mental process by which one proposition is arrived at and affirmed on the basis on one or more other propositions assumed as the starting point of the process [26].

Inspections: Inspection is a five phase procedure conducted by four to six people. The phases include not only a validation phase but also suggestions for improvements and a follow-up [27].

Interface Analysis: Interface Analysis consists of the following techniques:

1) Model Interface Analysis, which is conducted to examine the (sub)model-to-(sub)model interface and determine if the interface structure and behavior are sufficiently accurate [11].

2) User Interface Analysis, which is conducted to examine the user-model interface and determine if it is human engineered so as to prevent occurrences of errors during the user’s interactions with the model [11].

Interface Testing: Interface Testing consists of the following techniques:

1) Data Interface Testing, which assesses the accuracy of data inputted into the model or outputted from the model during its execution [14].


3) User Interface Testing, which deals with the assessment of the interactions between the user and the model, and detects errors associated with those [27].

Lambda (\(\lambda\)) Calculus: \(\lambda\)-calculus is a mathematical tool for formally defining systems [28]. \(\lambda\)-calculus offers function that can be translated into validation rules.

Logical Deduction: Logical Deduction, also known as Deductive Reasoning, is similar to Induction but the conclusions are considered as logically true, or valid, if every step of the model is valid and the model terminates [26].


Partition Testing: Partition Testing, also known as equivalent class partitioning, partitions the model into functional representations (partitions), assuming that all elements within each partition bear the same properties, and then, by selecting a representative element from each partition, each partition and subsequently the model is validated, thus eliminating the need for exhaustive validation [29].

Predicate Calculus: Predicate Calculus quantifies simple relationships (predicates) using boolean variables. Since, the model can be defined based on predicates, then its validation can be performed by manipulating these predicates [11]. Similarly to Deduction, Predicate Calculus’ conclusions are logically true or valid.

Predicate Transformations: Predicate Transformations, or more formally known as Predicate Transformer Semantics, show that systems (in this case a simulation model) can achieve their goals, i.e., they are valid. Predicate Transformations associate a pre-condition to any post-condition, or in other words transform model output states into all model input states, thus providing the basis for proving model correctness [30].

Predictive Validation: In Predictive Validation, the model executes with past input data and the results are then compared with data from the real system [31].

Product Testing: Product Testing is a preparatory step for the Acceptance Testing, in which all requirements specification are tested in the same way as in the Acceptance Testing, with the only difference being that the test takes place within the development team whereas Acceptance Testing takes place at the client’s premises [27].

Proof of Correctness: A Proof of Correctness expresses the model in a precise notation and then proves that the model terminates and thus satisfies the requirements specification with sufficient accuracy [32].

Regression Testing: Regression Testing ensures that correcting errors in the model during the validation process do not create new errors or adverse side-effects [11].

Reviews: Reviews are similar to an inspection but the review team also involves managers. Reviews are intended to give management and study sponsors evidence that the model development is being conducted according to the study objectives [12].

Semantic Analysis: Semantic Analysis attempts to determine the modeler’s intent in writing the code [33].

Sensitivity Analysis: In Sensitivity Analysis, selected variables in the model are given different values (within a predetermined range) in order to observe the behavior of the model with regards to these changes [23].

Special Input Testing: Special Input Testing assesses model accuracy by subjecting the model in a variety of inputs and consists of the following techniques:

1) Boundary Value Testing, which tests the boundary values of the input and output equivalence classes (a set of values that bear similar characteristics and one value can act as a representative for the whole set).
2) Equivalence Partitioning Testing, which tests the model by partitioning input data into equivalence classes [12].
3) Extreme Input Testing, which tests the model based on extreme input values (minimum, maximum, or a mixture of those) [11].
4) Invalid Input Testing, which tests the model using incorrect input data [11].
5) Real-Time Input Testing, which tests the model using real-time input data from the real system [11].
6) Self-Driven Input Testing, which tests the model by executing it under input data randomly sampled from probabilistic models representing random phenomena of a real system [11].
7) Stress Testing, which tests the model by subjecting it into heavy loads, like large volumes of data, intense activity over a short time span etc [15].
8) Trace-Driven Input Testing, which tests the model by executing it under input trace data collected from a real system [11].

Structural (White-box) Testing: Structural Testing is used to evaluate the internal structure of the model and consists of the following techniques:
1) Branch Testing, which tests the model under test data in order to execute as many branch alternatives as possible [13].
2) Condition Testing, which tests the model under test data in order to execute as many logical conditions as possible [11].
3) Data Flow Testing, which tests the model by using the control flow graph as to explore sequences of events related to the status of data structures and to examine data-flow anomalies [13].
4) Loop Testing, which tests the model under test data in order to execute as many loop structures as possible [16].
5) Path Testing, which tests the model under test data in order to execute as many control flow paths as possible [13].
6) Statement Testing, which tests the model under test data in order to execute as many statements as possible [13].

Structural Analysis: Structural Analysis is used to examine the model structure and to determine if it adheres to structured principles [11].
Submodel/Module Testing: Submodel/Module Testing is a top-down form of testing in which the submodel is tested against its corresponding subsystem [11].
Symbolic Debugging: Symbolic Debugging is a verification method in which the use of “breakpoints” allows for a direct manipulation of the model execution while viewing the model at the source code level [11].
Symbolic Evaluation: Symbolic Evaluation assesses model accuracy by executing the model using as an input symbolic values and not the actual data values [34].
Syntax Analysis: Syntax Analysis assures that the mechanics of the programming language are applied correctly [13].
Top-Down Testing: In Top-Down Testing, the model testing starts from the submodels at the highest level and moves downwards into the base submodels [35].

Traceability Assessment: Traceability Assessment matches, one to one, the elements of one form of the model to another [14].

Turing Test: In a Turing Test, experts are presented with two sets of output data, i.e., the model and reality, and without knowing which one is which, they are asked to differentiate the two [36].
Visualization/Animation: In Visualization/Animation, the model is tested by observing different graphs of the internal or external behavior of the model [11].
Walkthroughs: Walkthroughs are used to detect and document faults. Whilst they are similar to an Inspection but less time consuming, they have fewer phases [15].

2) Statistical Techniques: In the statistical formulas shown in this section, wherever $M$ and $R$ are used as subscripts, they denote that the particular variable refers to the model or reality respectively. Moreover, unless explicitly stated, $n$ with the appropriate subscript denotes the respective sample size.

$t$-Test: The $t$-Test, also known as Student’s $t$-test, is a statistical hypothesis test, which determines whether the mean of a variable is significantly different from a constant value (one-sample test) or whether the mean of two variables is significantly different (two-sample test) [37]. The most common usage of $t$-test in simulation model V&V is the two-sample test (Model and Reality) with unequal sample sizes and variances. The latter is also known as Welch $t$-test [38] and its formula is:

$$t = \frac{\overline{X}_M - \overline{X}_R}{\sqrt{\frac{s_M^2}{n_M} + \frac{s_R^2}{n_R}}}$$

where $\overline{X}$ and $s$ are the mean and variance respectively. The $t$-test is one of the most commonly used tests for the equality of means between model and reality.

Hotelling’s $T^2$ Test: Hotelling’s $T^2$ test is a generalization of the $t$-test for multivariate hypothesis testing [39]. As it is the case with $t$-test, Hotelling’s $T^2$ test can also be used for one- or two-sample testing. Its formula for the two-sample test is:

$$T^2 = (\overline{X}_M - \overline{X}_R)^T S_p \left( \frac{1}{n_M} + \frac{1}{n_R} \right)^{-1} (\overline{X}_M - \overline{X}_R)$$

where

$$X_i = \frac{1}{n_i} \sum_{j=1}^{n_i} X_{ij}, i = \{M, R\}$$

$$S_i = \frac{1}{n_i - 1} \sum_{j=1}^{n_i} (X_{ij} - \overline{X}_i)(X_{ij} - \overline{X}_i)$$

$$S_p = \frac{(n_M - 1)S_M + (n_R - 1)S_R}{n_M + n_R - 2}$$

Analysis of Variance (ANOVA): ANOVA is a collection of statistical techniques for testing mean equality between three or more datasets [40]. It is similar to multiple two-sample $t$-tests but less prone to a Type I error. The most popular ANOVA test is the F-Test. In a nutshell, the F-Test is the ratio of the variability between the datasets to the variability within each dataset [41]. The formula is:

$$F = \frac{\sum_{i=1}^{K} n_i (\overline{Y}_i - \overline{Y})^2 / (K - 1)}{\sum_{i=1}^{K} \sum_{j=1}^{n_i} (Y_{ij} - \overline{Y}_i)^2 / (N - K)}$$
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where $Y_i$ is the average of the $i^{th}$ dataset, $\bar{Y}$ the overall average of the data, $K$ the number of datasets, $Y_{ij}$ the $j^{th}$ observation of the $i^{th}$ dataset, and $N$ the total sample size.

**Multivariate Analysis of Variance (MANOVA):** MANOVA is similar to ANOVA but for cases where the dependent variables are more than one [42]. One of the most popular MANOVA tests is the Samuel Stanley Wilks’ statistic, which is a summary based on the eigenvalues $\lambda_p$ of the $A$ matrix $(A = \sum_M \ast \sum_{res})$, where $\sum_M$ is the model variance matrix and $\sum_{res}$ the error variance matrix. Wilks’ formula is:

$$\Lambda_{Wilks} = \prod_{1...p} (1/(1 + \lambda_p)) = \det \left( \sum_{res} \right) / \det \left( \sum + \sum_M \right)$$

(7)

and is distributed as $\Lambda$.

**Simultaneous Confidence Intervals:** Balci and Sargent [43] proposed the validation method of simultaneous confidence intervals (sci) for simulation models with multiple outputs. They described three approaches for calculating the sci and choosing one approach over the others depends on whether the model is self- or trace-driven. In other words, the choice of the approach depends on whether the model’s input data are coming from the same population as the system’s input data but they are different or whether the model’s input data are exactly the same as the system’s.

**Factor Analysis:** Using factor analysis, $p$ observed random variables can be expressed as linear functions of $m$ ($m < p$) random variables, also called common factors, along with an error [44]. If $x = \{x_1, x_2, \ldots, x_p\}$ are the observed variables, $f = \{f_1, f_2, \ldots, f_m\}$ the common factors, and $e = \{e_1, e_2, \ldots, e_p\}$ the error, then there exists a

$$K = \begin{bmatrix}
\kappa_{11} & \kappa_{12} & \ldots & \kappa_{1m} \\
\kappa_{21} & \kappa_{22} & \ldots & \kappa_{2m} \\
\ldots & \ldots & \ldots & \ldots \\
\kappa_{p1} & \kappa_{p2} & \ldots & \kappa_{pm}
\end{bmatrix}$$

(8)

so $x = Kf + e$.

**Principal Component Analysis (PCA):** The idea behind PCA is that if there is a large number ($p$) of random correlated variables, orthogonal transformation can be used to convert these variables into a significantly smaller number ($m$) of uncorrelated variables, called principal components [44]. PCA is similar to factor analysis, and is often considered to be a method of factor analysis. Despite their similarities, PCA and factor analysis are different in the sense that PCA concentrates on the diagonal elements of the covariance matrix, i.e., the variances, whereas the factor analysis focuses on the non-diagonal elements. In mathematical terms, PCA can be defined as follows:

$$f_1 = a_1'x = a_{11}x_1 + a_{12}x_2 + \ldots + a_{1p}x_p = \sum_{j=1}^{p} a_{1j}x_j$$

(9)

$$f_2 = a_2'x = a_{21}x_1 + a_{22}x_2 + \ldots + a_{2p}x_p = \sum_{j=1}^{p} a_{2j}x_j$$

(10)

$$\vdots$$

$$f_m = a_m'x = a_{m1}x_1 + a_{m2}x_2 + \ldots + a_{mp}x_p = \sum_{j=1}^{p} a_{mj}x_j$$

(11)

where $f$ is the $m$ principal components, $a_i'$ is a transposed vector of constants, and $x$ is the $p$ independent variables. It should be noted that PCA is particularly useful when $m \ll p$.

**Kolmogorov-Smirnov Test:** The Kolmogorov-Smirnov test (K-S test) is a non-parametric goodness-of-fit test that it can be one-sample, i.e., test whether a sample is distributed according to a known theoretical distribution (e.g., normal, binomial etc.), or two-sample, i.e., test whether two different samples are drawn from the same empirical distribution [45]. In simulation model V&V, the two-sample K-S test is the most common, i.e., comparing whether the data from the model and from reality are derived from the same distribution. The two-sample K-S test is calculated as follows:

$$D_{n_M,n_R} = sup_{x} |F_M,n_M(x) - F_R,n_R(x)|$$

(12)

where $F$ denotes the empirical distribution of each dataset, which is calculated as follows:

$$F_n(x) = \frac{1}{n} \sum_{i=1}^{n} I_{[-\infty,x]}(X_i)$$

(13)

where

$$I_{[-\infty,x]}(X_i) = \begin{cases} 1, & \text{if } X_i \leq x \\ 0, & \text{otherwise} \end{cases}$$

(14)

Finally, the null hypothesis is rejected for a given $\alpha$ level if:

$$D_{n_M,n_R} > C(\alpha) \sqrt{\frac{n_M + n_R}{n_M \ast n_R}}$$

(15)

where $c(\alpha)$ is given in the Kolmogorov-Smirnov table.

**Chi-square Test:** The chi-square ($\chi^2$) test is also a goodness-of-fit test which, similarly to the K-S test, it can also be a one- or two-sample test. The idea behind a two-sample chi-square test, which is more commonly used in model V&V, is that the simulation and operational data are partitioned in $i$ bins, and then the number of points in each bin is observed on whether it is similar on both datasets [46]. Accepting the null hypothesis ($H_0$) means that the samples are drawn from the same distribution. The chi-square test can be calculated as follows:

$$\chi^2 = \sum_{i=1}^{k} \frac{(K_M \ast X_{Mi} - K_R \ast X_{Ri})}{X_{Mi} + X_{Ri}}$$

(16)

which follows the chi-squared distribution, and where $i$ is the number of bins, $X_{Mi}$ and $X_{Ri}$ the observed values from the model and reality respectively, and $K_M$ and $K_R$ constants adjusting the inequality of the observations of the two datasets, which are calculated as follows:

$$K_M = \sqrt{\frac{\sum_{i=1}^{k} X_{Ri}}{\sum_{i=1}^{k} X_{Mi}}}$$

(17)

$$K_R = \sqrt{\frac{\sum_{i=1}^{k} X_{Mi}}{\sum_{i=1}^{k} X_{Ri}}}$$

(18)

**Anderson–Darling Test:** The Anderson–Darling test belongs to the class of quadratic empirical distribution function (EDF)
statistics, which determine whether a sample is drawn from a specific distribution (one-sample) or whether two samples are drawn from the same distribution (two-sample) [47]. The two-sample formula of the test is calculated as follows [48]:

\[ AD = \frac{1}{n_Mn_R} \sum_{i=1}^{n_M+n_R} \left( Z_{(n_M+n_R-n_m,i)} \right)^2 \frac{1}{iZ_{(n_M+n_R-i)}} \]  

(19)

where \( Z_{n_M+n_R} \) is the combined and ordered samples of the model and reality and \( N_i \) the number of observations in the model that are equal to or smaller than the \( i^{th} \) observation in \( Z_{n_M+n_R} \).

**Cramér–von Mises Criterion:** The Cramér–von Mises criterion also belongs to the class of quadratic EDF statistics and is quite similar to the Anderson–Darling test [49]. Compared to the Cramér–von Mises criterion, the Anderson–Darling test places more weight on observations in the tails of the distribution. The two-sample Cramér–von Mises criterion is calculated as follows:

\[ T = \frac{U}{n_Mn_R(n_M+n_R)} - \frac{4n_Mn_R-1}{6(n_M+n_R)} \]  

(20)

where

\[ U = n_M \sum_{i=1}^{n_M} (r_i - i)^2 + n_R \sum_{j=1}^{n_R} (s_j - j)^2 \]  

(21)

and \((r_1, r_2, ..., r_{n_M})\) and \((s_1, s_2, ..., s_{n_R})\) the ranks of the sorted samples of the model and reality respectively.

**Kuiper’s Test:** Kuiper’s test is a goodness-of-fit test similar to the Kolmogorov–Smirnov test (K-S test) in the sense that it compares two cumulative distribution functions. Compared to the K-S test, Kuiper’s test is sensitive not only to the median but also to the tail. Compared to the The Anderson–Darling test, which also provides equal sensitivity at the tails and at the median, Kuiper’s test is invariant under cyclic transformations of the independent variable [50]. Kuiper’s test is calculated as follows:

\[ V = D_+ + D_- \]  

(22)

where

\[ D_+ = \max_{-\infty < x < \infty} [S_M(x) - S_R(x)] \]  

(23)

\[ D_- = \max_{-\infty < x < \infty} [S_R(x) - S_M(x)] \]  

(24)

\[ S_M(x_i) = \frac{i-n_M}{n_M} \]  

(25)

\[ S_R(x_i) = \frac{i-n_R}{n_R} \]  

(26)

**Coefficient of Determination ($R^2$):** $R^2$ is yet another goodness-of-fit test that indicates the proportion of the variance of the dependent variable that is predicted from the independent variable or variables. The most commonly used extension of $R^2$ is the adjusted $R^2$ ($\bar{R}^2$), which adjusts for the number of explanatory terms in a model relative to the number of data points [51]. $\bar{R}^2$ is calculated as follows:

\[ \bar{R}^2 = 1 - (1 - R^2) \frac{n_M - 1}{n_M - k - 1} \]  

(27)

where

\[ R^2 = 1 - \frac{SS_{residual}}{SS_{total}} \]  

(28)

\[ SS_{residual} = \sum_{i=1}^{n_M} e_i^2 \]  

(29)

\[ SS_{total} = \sum_{i=1}^{n_M} (y_i - \bar{y})^2 \]  

(30)

and $k$ is the number of independent variables. The closer $\bar{R}^2$ is to one, the better the model is considered, since the results are explained in a large degree from the variation of the dependent variables and not from the residuals.

**Mann-Whitney-Wilcoxon Test:** The Mann-Whitney-Wilcoxon (MWW) test, also known as Mann–Whitney U test, is a non-parametric test that tests whether two samples derive from populations having the same distribution [52]. The MWW test can be calculated by first sorting all values from both datasets in an ascending order and assigning numeric ranks starting with 1 from the end of this sorted list. Then, the MWW values for both datasets are computed as follows:

\[ U_M = R_M - \frac{n_M(n_M+1)}{2} \]  

(31)

\[ U_R = R_R - \frac{n_R(n_R+1)}{2} \]  

(32)

where $R$ indicates the sum of the ranks for each dataset. Finally, in order to determine whether the two samples derive from the same population, the minimum value between $U_M$ and $U_R$ is compared with the value from the tables.

**White Test:** The White test is a test for determining whether the variance of a model is constant, i.e., whether the model is homoscedastic ($H_0$) [53]. The White test is calculated as follows:

\[ e_i^2 = C_0 + C_1 Y_i + C_2 Y_i^2 \]  

(33)

where $Y_i$ are the predicted dependent variables of the model. Upon calculating $C_0$, $C_1$, and $C_2$, the $F_{2,2}$ can be computed and then the $\chi^2 = n_M \bar{R}^2_{\bar{R}^2}$, which can then be tested with 2 degrees of freedom against the null hypothesis.

**Glejser Test:** The Glejser test also tests for Heteroscedasticity but instead of using the square of the residuals, it uses their absolute values [54]. The Glejser test is calculated as follows:

\[ |e_i| = C_0 + C_1 f(x_i) + u_i \]  

(34)

in which case the most common values for the $f(x_i)$ are: $f(x_i) = x_i$, $f(x_i) = \sqrt{x_i}$, and $f(x_i) = \frac{1}{x_i}$. The $C_1$ of the equation with the highest $R^2$ is then tested and if it is found statistically significant, the null hypothesis of homoscedasticity is rejected.

**Spectral Analysis:** Spectral analysis tests whether two time series are equivalent [55]. Spectral analysis is a relatively complex statistical test, especially compared to the tests presented so far, and it is calculated as follows:

\[ g_i(f) = \frac{1}{\pi} \left( \sum_{p=1}^{L} k_p C_p \cos(f_p(x_i)) + C_0 \right) \]  

(35)
where \( i = \{ M, R \} \), \( C_I(p) \) is the autocovariance function

\[
C_i(p) = \frac{1}{T-p} \sum_{t=1}^{T-p} (x_t - m)(x_{t+p} - m)
\]  

(36)

\( k_L(p) \) is a Bartlett weighting function for which several possibilities exists [56], and

- \( m = \text{mean of } X(t) \)
- \( T = \text{total time period} \)
- \( X_t = \text{observation at time } t \)
- \( f = \text{frequency in cycles per unit of time} \)
- \( L = \text{number of lags} \)
- \( p = \text{number of time periods separating correlated observations (1,2,...,L-1)} \)

Finally, in order to determine whether the two time series are equivalent, i.e., not rejecting the null hypothesis, the ratio \( g_M(f)/g_R(f) \) should satisfy the inequality:

\[
e^{-\phi} \leq \frac{g_M(f)}{g_R(f)} \leq e^{\phi}
\]  

(37)

where

\[
\phi = Z_{\alpha/2}(4L/3T)^{1/2}
\]  

(38)

and \( Z_{\alpha/2} \) are the two tail critical values for the standard normal distribution at a significance level of \( \alpha \).

Durbin–Watson Statistic: The Durbin–Watson test statistic for the existence of autocorrelation in the residuals from a regression analysis [57]. The statistic is calculated as follows:

\[
d = \frac{\sum_{t=2}^{T}(e_t - e_{t-1})^2}{\sum_{t=2}^{T} e_t^2}
\]  

(39)

where \( T \) is the number of observations. The value \( d \) is compared to the lower and upper critical values (\( d_{L,\alpha} \) and \( d_{U,\alpha} \)) to test for positive or negative autocorrelation.

The statistical techniques described above as just a sample of the available techniques for simulation model V&V. Nevertheless, it is a representative sample that can be used in the majority of the cases. The aim of this section is to illustrate the various statistical techniques, which facilitates the categorization of these techniques and thus the selection of the most suitable ones given the problem at hand.

B. Step 2: Simulations’ and systems’ properties and characteristics

This step aims at identifying the properties and characteristics of simulations and the real-world system (hereinafter referred to as system) under study that can potentially influence the selection of methods and techniques.

1) Simulations’ properties: Since simulations differ from one another in various ways, distinctions are made on whether they represent an existing system, or whether they simulate a system at a microscopic or macroscopic level, or whether they are intended for learning or decision making, and so forth. This is an indication that simulations can be characterized by various properties. Based on literature, this study has identified 10 properties of simulations. The rationale behind selecting those properties was to describe simulations with as much detail as possible. Hence, the properties span on multiple levels. Not all identified properties necessarily influence the selection of V&V methods, therefore, this step is not only about identifying the properties themselves but also determining which are the ones that really influence the effectiveness of a method; in other words, this step serves as the rationale for choosing those properties of simulations that are applicable to specific V&V methods, and provides for the reasons behind this selection.

The 10 identified properties of simulations are the following:

1) Access to the source code of the simulation. Accessibility, or lack of it, influences the selection of a V&V method [58], since several methods require some sort of a check on the code level. Hence, this property is included in the analysis.

2) The simulation represents an existing real-system for which real data exist [59]. The existence of, or more importantly the lack of, real data heavily influences the selection process since several methods require real data and thus cannot be used when no real data is available. Hence, this property is also included in the analysis.

3) The formalism the simulation is based on, like Discrete Event System Specification (DEVS), Differential Equation Specified System (DESS), System Dynamics, etc. [60]. Several frameworks and methods have been proposed on how to verify and validate DEVS [61][62], DESS [63][64], or system dynamics models [65][66], but they are either application specific or the same method can be used in more than one formalisms, making it independent of the actual formalism. Therefore, while formalisms are an important aspect of simulation modeling, their influence on the V&V method selection is minimal, ergo excluded from the analysis.

4) The simulation’s worldviews: i) Process Interaction/Locality of Object, ii) Event Scheduling/Locality of Time, iii) Activity Scanning/Locality of State [67]. While worldviews allow for more concise model descriptions by allowing a model specifier to take advantage of contextual information, there is not any evidence from a literature point of view that they have an influence on the V&V method selection, hence, they are excluded from the analysis.

5) The fidelity level of the simulation (Low, Medium, High) [68]. While from a literature point of view there is no evidence to support the influence of the level of fidelity on the V&V method selection, common sense dictates that there must be some. Indeed, in order to characterize a simulation as of high fidelity, it must imitate an existing system and real-world data must exist, thus making the comparison and the final characterization possible. Therefore, as discussed in the second property and shown in Table I, the existence of data of the real system influences the V&V method selection, as does the level of fidelity. Yet, since the correlation between real data and high fidelity is almost 1-to-1, the fidelity level is excluded from the analysis for reasons of simplification.

6) The type of the simulation (Constructive, Virtual, Live) [69]. This classification, which is adopted by the U.S. Department of Defense [17], should be seen more as a continuum rather than as a discrete characterization. Once a simulation moves towards the Virtual or the Live side of the continuum, it can
also be referred to as ‘game’. A game has the distinct characteristic that the game session is succeeded by debriefing, whereby the participants reflect upon the game session to link the content presented during the session with reality [70]. It has been demonstrated that debriefing can in general facilitate validation [71][72]. Moreover, while all methods identified in this paper are suitable for pure simulations (constructive), not all of them are appropriate for games. It would be interesting to examine which of the methods can also be used for validating games. Hence, this property is included in the analysis.

7) The purpose the simulation was built for (learning, decision making, etc.). Several case studies on V&V of simulations for different purposes have been reported; in training [73][74], in decision making [75], in concept testing [76], etc., but there are no reports of specific V&V methods being more effective for a certain purpose. Hence, this property is excluded from the analysis.

8) The simulation imitates a strictly technical, a socio technical system (STS), or a complex adaptive system (CAS) with multiple agents. There are several studies on modeling and validating simulations for STS [77] and CAS with multiple agents [78][79] but there are no indications that certain V&V methods are more effective for an STS or a CAS. Therefore, this property is excluded from the analysis.

9) The application domain of the simulation (logistics, business, physics, etc.). Although the application domain of the simulation plays a significant role in the modeling process, since different approaches are required (Newtonian physics for object movement, Navier–Stokes equations for fluid behavior, etc.) for modeling different systems [80], literature, or more precisely the lack of it, suggests that the V&V process and thus the V&V method selection is not affected by the application domain. Hence, this property is excluded from the analysis.

10) The functional (hard goals) and non-functional (soft goals) requirements of the simulation [81]. Validating the simulation’s requirements is indeed an important part of the V&V process [82], since validation is always relative to the intended use [83], in other words the use defined in the requirements. Hence, making a distinction between the hard and soft goals is paramount and as such this property is included in the analysis.

2) Simulations’ and systems’ characteristics: Simulations and the systems they imitate can produce a variety of data, which can be characterized in various ways. Moreover, depending on the type of data and on the purpose of the V&V study, different statistical tests are usually necessary, which in turn depend on the produced output. Based on the literature review on the techniques presented in Section II-A2, the characteristics of simulations and systems that influence the selection of techniques are the following:

1) Number of datasets. The most usual case in simulation model validation is to have two datasets (model and reality). Nevertheless, there are cases where the number of datasets can be either one, e.g., when testing whether the model derives from a known distribution like the normal or gamma distributions, or more than two, e.g., when testing the results of more than one models against the operational data.

2) Number of variables. The most usual case in simulation model validation is to test one variable, e.g., in railway simulations, this variable is usually the amount of delay. Nevertheless, there are cases where the number of testing variables is more than one, e.g. simultaneously testing longitude and latitude values between model and reality.

3) Purpose of the statistical technique. A statistical technique can test for equality of means, the extent to which the data from the model and reality are similarly distributed, the extent to which two time series are equivalent, or it can be used to reduce the model’s complexity.

4) Known parameters. Statistical techniques are divided in two major categories: parametric and non-parametric. Parametric techniques are the ones that require the mean and variance ($\mu, \sigma^2$) to be known, whereas non-parametric techniques can deal with cases where these parameters are not known.

5) Type of data. The type of data simulations and systems produce range from strictly quantitative to purely qualitative. Usually, statistical techniques suitable for a V&V study should be able to deal with data that are either numerical or categorical (binary).

6) Size of samples. Simulation and system data are almost impossible to be normally distributed. Nevertheless, due to the Central Limit Theorem [84], when the size of a sample exceeds 30 (or 40 depending how close to be normally distributed the data are), it is assumed that it follows the normal distribution thus the techniques that work for the normal distribution are applicable.

C. Step 3: Phases of a simulation study

According to Sargent [85], there are 4 distinct phases of V&V: Data Validation, Conceptual Model Validation, Model Verification, and Operational Validation. Data Validation is concerned with the accuracy of the raw data, as well as the accuracy of any transformation performed on this data. Conceptual Model Validation determines whether the theories and assumptions underlying the conceptual model are correct, and whether the model’s structure, logic, and mathematical and causal relationships are “reasonable” for the intended purpose of the model. Model Verification ensures that the implementation of the conceptual model is correct. Finally, Operational Validation is concerned with determining that the model behaves accurately based on its intended purpose. This study adopts Sargent’s [85] characterization and aims at using it to classify the methods, in addition to the simulations’ properties.

D. Conclusion of the Literature Review

It is evident that selecting one method or technique over another for a V&V study depends on several characteristics of the simulation, the system, the methods, and the techniques, as well as the phase of the simulation study. In Section III, a methodology that combines all three steps aiming at the development of a framework for method and technique selection is proposed.
III. METHODOLOGY

In this section, a methodology for selecting the most appropriate V&V methods (Section III-A) and statistical techniques (Section III-B) for a V&V study is proposed.

A. V&V method selection methodology

As discussed in Section II-B1, dimensions 3, 4, 5, 7, 8, and 9 are perceived to have little influence on the method selection, hence, there are excluded from the analysis. On the other hand, the purpose of the method selection, discussed in Section II-C, seems to be crucial; in other words, it is important to differentiate on whether the selected method will be used for data validation, conceptual model validation, model verification, or operational validation. Therefore, the list of the dimensions is refined, and is expressed in questions, as follows:

1) Does the V&V method require access to the simulation model’s source code?
   Possible answers: Yes or No. A positive answer to this question means that this method can only be used when the person or persons performing the V&V have access to the simulation’s source code, whereas a negative answer means that it can be used in any occasion regardless of the accessibility to the simulation model’s source code. It should be noted that the current study - and consequently this dimension - is not concerned with the specific programming language the simulation is built on (Assembly, C++, NetLogo, etc.), but solely with whether the application of a V&V method depends upon having access to the source code.

2) Does the V&V method require data from the real system?
   Possible answers: Yes or No. A positive answer to this question means that this method can only be used when data from the real system are available, whereas a negative answer means that it can be used in any occasion regardless of the availability of data from the real system. It should be noted that the current study - and consequently this dimension - is not concerned with the nature of the data in general (qualitative or quantitative), but solely with their existence and availability.

3) Is the V&V method suitable for a game V&V study?
   Possible answers: Yes or No. While all methods are suitable for pure simulations, some of them will be also suitable for games in particular. Although games often have a simulation model running on the background, in which case all methods would be applicable, in this study the term game is used to describe the layer that is on top of the simulation model and refers to the players’ interaction.

4) For what type of requirements is the V&V method more suitable?
   Possible answers: Hard (Functional), or Soft (Non-Functional), or Both. A method might be focused on either the functional part or the non-functional part of the model or on both.

5) For which type of study is the V&V method more suitable?
   Possible answers: Data Validation (D. Val.), Conceptual Model Validation (C.M. Val.), Model Verification (M. Ver.), or Operational Validation (O. Val.). A method might be suitable for one or more of the available categories.

Table I summarizes the results of the analysis. The intended use of Table I is to act as a filtering mechanism. Whenever an individual or a team wants to verify and/or validate a simulation model, they can utilize this table to narrow down the applicable methods according to the different properties of the simulation at hand. The selection process is shown in Figure 1.

With regards to the first property, i.e., the accessibility to the source code, and in contrary to the second property, access to the source code does not imply that the methods categorized under “Yes” are stronger. Usually, access to the source code is associated with verification and in some cases conceptual model validation.

With regards to the second property, i.e., the availability of data from the real system, the methods categorized under “No” can be used irrespective of whether real data exist. Nevertheless, the methods categorized under “Yes” are more powerful in the sense that, if used appropriately, they provide evidence or a data trace of how the simulation should work. Hence, whenever real data are available, the methods categorized under “Yes” should be preferred, unless an alternative method is definitely more suitable.

With regards to the third property, i.e., the suitability of certain methods for the V&V of games, informal methods [11] seem to be the ones suitable for games. This is a preliminary conclusion that is expected to an extent. In games representing Complex Adaptive Systems (CAS), experts’ opinion plays an important, and perhaps the most important, role [86], regardless of the game’s level of fidelity [87] or use of technology [88]. It should be noted that although the term Games assumes both high-tech (computer-based) and low-tech (e.g., tabletop) games, the selection in Table I was made with a bias towards the high-tech games.

With regards to the fourth and fifth property, i.e., the type of requirements being tested and the purpose of the V&V study respectively, the answers are more or less self-explanatory. Some methods are more suitable for testing one type of requirement. As an example, regression testing is more appropriate for functional requirements (hard goals). Other V&V methods are better suited for one purpose, such as Structural (White-box) testing, which is more appropriate for conceptual model validation, while others are more suitable for testing both types of requirements (e.g., Graphical comparisons), or for more than one purpose (e.g., Trace-Driven Input Testing).

The novelty of the proposed framework does not lie in the content of Table I per se, but on the idea that the list of methods can be narrowed down to a manageable level, thus making the V&V of a simulation better grounded, faster, more accurate, and more cost effective.

There is a threat towards the validity of the content on Table I. The line between whether data from the real system are needed, or whether access to the source code is needed, or whether a specific requirement is definitely functional or non-functional, or whether the purpose is to validate the data, the conceptual model, the operational ability of the model, or to just verify the model, is not always clear and well defined. In Section V, future steps are proposed aiming at addressing and mitigating the above mentioned threat.
<table>
<thead>
<tr>
<th>Method</th>
<th>Source Code</th>
<th>Real Data</th>
<th>Game</th>
<th>Requirements</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance Testing</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Both</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Alpha Testing</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Both</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Assertion Checking</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>Audit</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Soft</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>Beta Testing</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Both</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Bottom-Up Testing</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Both</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>Cause-Effect Graphing</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>Comparison Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Both</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Compliance Testing:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>→ Authorization Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Soft</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>→ Performance Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Soft</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>→ Security Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Soft</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>→ Standards Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Soft</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>Control Analysis:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>→ Calling Structure Analysis</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>→ Concurrent Process Analysis</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>→ Control Flow Analysis</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>→ State Transition Analysis</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>D. Val. &amp; M. Ver.</td>
</tr>
<tr>
<td>Data Analysis:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>→ Data Dependency Analysis</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>D. Val. &amp; M. Ver.</td>
</tr>
<tr>
<td>→ Data Flow Analysis</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>D. Val. &amp; M. Ver.</td>
</tr>
<tr>
<td>Debugging</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Both</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>Desk Checking</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Both</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>Documentation Checking</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Both</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Execution Testing:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>→ Execution Monitoring</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>→ Execution Profiling</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>→ Execution Tracing</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Face Validation</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Both</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Fault/Failure Analysis</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Fault/Failure Insertion Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Field Testing</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Both</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Functional (Black-Box) Testing</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Hard</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Graphical Comparisons</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Both</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Induction</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Both</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Inference</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Both</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Inspections</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Both</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Interface Analysis:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>→ Model Interface Analysis</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Soft</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Interface Testing:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>→ Data Interface Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Soft</td>
<td>D. Val.</td>
</tr>
<tr>
<td>→ Model Interface Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Soft</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>→ User Interface Testing</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Soft</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Lambda Calculus</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>Logical Deduction</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Both</td>
<td>All</td>
</tr>
<tr>
<td>Object-Flow Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Partition Testing</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Predicate Calculus</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>Predicate Transformations</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Hard</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>Predictive Validation</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Hard</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Product Testing</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Both</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Proof of Correctness</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>C.M. Val. &amp; M. Ver.</td>
</tr>
<tr>
<td>Regression Testing</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>Reviews</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Both</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Semantic Analysis</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Both</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>Sensitivity Analysis</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Special input testing:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>→ Boundary Value Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Both</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>→ Equivalence Partitioning Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>O. Val.</td>
</tr>
<tr>
<td>→ Extreme Input Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>O. Val.</td>
</tr>
<tr>
<td>→ Invalid Input Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>O. Val.</td>
</tr>
<tr>
<td>→ Real-Time Input Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>O. Val.</td>
</tr>
<tr>
<td>→ Self-Driven Input Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>O. Val.</td>
</tr>
<tr>
<td>→ Stress Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>O. Val.</td>
</tr>
<tr>
<td>→ Trace-Driven Input Testing</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Both</td>
<td>D. Val. &amp; C.M. Val.</td>
</tr>
<tr>
<td>Structural (White-box) Testing:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>→ Branch Testing</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Both</td>
<td>C.M. Val. &amp; M. Ver.</td>
</tr>
<tr>
<td>→ Condition Testing</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Both</td>
<td>C.M. Val. &amp; M. Ver.</td>
</tr>
<tr>
<td>→ Data Flow Testing</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Both</td>
<td>C.M. Val. &amp; M. Ver.</td>
</tr>
<tr>
<td>→ Loop Testing</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Both</td>
<td>C.M. Val. &amp; M. Ver.</td>
</tr>
<tr>
<td>→ Path Testing</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Both</td>
<td>C.M. Val. &amp; M. Ver.</td>
</tr>
<tr>
<td>→ Statement Testing</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Both</td>
<td>C.M. Val. &amp; M. Ver.</td>
</tr>
<tr>
<td>Structural Analysis</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Submodel/Module Testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Both</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Symbolic Debugging</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>Symbolic Evaluation</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Syntax Analysis</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Hard</td>
<td>M. Ver.</td>
</tr>
<tr>
<td>Top-Down Testing</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Both</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Traceability Assessment</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Both</td>
<td>C.M. Val.</td>
</tr>
<tr>
<td>Turing Test</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Both</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Visualization/Animation</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Both</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Walkthroughs</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Both</td>
<td>C.M. Val.</td>
</tr>
</tbody>
</table>
Figure 1. The flow diagram of the selection process of methods.
### Table II. List of statistical techniques.

<table>
<thead>
<tr>
<th>Statistical Techniques</th>
<th># of datasets</th>
<th># of variables</th>
<th>Purpose</th>
<th>Known parameters</th>
<th>Type of data</th>
<th>Sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-Test</td>
<td>1 or 2</td>
<td>1</td>
<td>Mean equality</td>
<td>Yes</td>
<td>Numerical</td>
<td>Any</td>
</tr>
<tr>
<td>Hotelling’s T² Test</td>
<td>1 or 2</td>
<td>&gt;1</td>
<td>Mean equality</td>
<td>Yes</td>
<td>Numerical</td>
<td>Any</td>
</tr>
<tr>
<td>Analysis of Variance</td>
<td>&gt;2</td>
<td>1</td>
<td>Mean equality</td>
<td>Yes</td>
<td>Numerical</td>
<td>Any</td>
</tr>
<tr>
<td>Multivariate Analysis of Variance</td>
<td>&gt;2</td>
<td>1</td>
<td>Mean equality</td>
<td>Yes</td>
<td>Numerical</td>
<td>Any</td>
</tr>
<tr>
<td>Simultaneous Confidence Intervals</td>
<td>1 or 2</td>
<td>&gt;1</td>
<td>Mean equality</td>
<td>Yes</td>
<td>Numerical</td>
<td>Any</td>
</tr>
<tr>
<td>Factor Analysis</td>
<td>1</td>
<td>&gt;1</td>
<td>Complexity reduction</td>
<td>Yes</td>
<td>Numerical</td>
<td>Any</td>
</tr>
<tr>
<td>Principal Component Analysis</td>
<td>1</td>
<td>&gt;1</td>
<td>Complexity reduction</td>
<td>Yes</td>
<td>Numerical</td>
<td>Any</td>
</tr>
<tr>
<td>Kolmogorov-Smirnov Test</td>
<td>1 or 2</td>
<td>1</td>
<td>Goodness-of-fit</td>
<td>No</td>
<td>Numerical</td>
<td>Any</td>
</tr>
<tr>
<td>Chi-squared Test</td>
<td>1 or 2</td>
<td>1</td>
<td>Goodness-of-fit</td>
<td>No</td>
<td>Numerical &amp; Categorical</td>
<td>Any</td>
</tr>
<tr>
<td>Anderson-Darling Test</td>
<td>1 or 2</td>
<td>1</td>
<td>Goodness-of-fit</td>
<td>No</td>
<td>Numerical</td>
<td>Any</td>
</tr>
<tr>
<td>Cramér-von Mises Criterion</td>
<td>1 or 2</td>
<td>1</td>
<td>Goodness-of-fit</td>
<td>No</td>
<td>Numerical</td>
<td>Any</td>
</tr>
<tr>
<td>Kuiper’s Test</td>
<td>1 or 2</td>
<td>1</td>
<td>Goodness-of-fit</td>
<td>No</td>
<td>Numerical</td>
<td>Any</td>
</tr>
<tr>
<td>Coefficient of Determination</td>
<td>2</td>
<td>1</td>
<td>Goodness-of-fit</td>
<td>Yes</td>
<td>Numerical</td>
<td>Any</td>
</tr>
<tr>
<td>Mann-Whitney-Wilcoxon Test</td>
<td>2</td>
<td>1</td>
<td>Mean equality</td>
<td>No</td>
<td>Numerical &amp; Categorical</td>
<td>Small</td>
</tr>
<tr>
<td>White Test</td>
<td>2</td>
<td>1</td>
<td>Heteroscedasticity</td>
<td>Yes</td>
<td>Numerical</td>
<td>Any</td>
</tr>
<tr>
<td>Glejser Test</td>
<td>2</td>
<td>1</td>
<td>Heteroscedasticity</td>
<td>Yes</td>
<td>Numerical</td>
<td>Any</td>
</tr>
<tr>
<td>Spectral Analysis</td>
<td>2</td>
<td>1</td>
<td>Time Series analysis</td>
<td>Yes</td>
<td>Numerical</td>
<td>Any</td>
</tr>
<tr>
<td>Durbin-Watson Statistic</td>
<td>2</td>
<td>1</td>
<td>Time Series analysis</td>
<td>Yes</td>
<td>Numerical</td>
<td>Any</td>
</tr>
</tbody>
</table>

### B. Statistical technique selection methodology

The list of simulations’ and systems’ characteristics that influence the selection of techniques, which are explained in more detail in Section II-B2, are expressed in questions, as follows:

1) How many different datasets are going to be examined?  
   **Possible answers:** 1, 2, and/or >2.

2) How many different variables are going to be examined?  
   **Possible answers:** 1 or >1.

3) What is the purpose of the statistical test?  
   **Possible answers:** Mean equality, Complexity reduction, Goodness-of-fit, Heteroscedasticity, or Time Series analysis.

4) Are the sample parameters ($\mu, \sigma^2$) known?  
   **Possible answers:** Yes or No.

5) What kind of data are going to be examined?  
   **Possible answers:** Numerical or Categorical.

6) What is the sample size?  
   **Possible answers:** Large, Small, or Any.

Table II summarizes the results of the analysis. Similarly to Table I, the intended use of Table II is to act as a filtering mechanism. Whenever an individual or a team wants to verify and/or validate a simulation model, they can utilize this table to narrow down the applicable techniques according to the different characteristics of the simulation at hand and the system. It should be noted that another significant factor in selecting a technique is the statistical power of the technique, i.e., the probability that the null hypothesis ($H_0$) is correctly rejected for the alternative hypothesis ($H_1$). The statistical power of a technique is not predetermined, which is the reason it is not included in this analysis. Nevertheless, the Neyman–Pearson lemma [89] is a test that determines which technique is the one with the greatest statistical power given several attributes, like the sample size and the statistical significance.

### IV. A Case Study

In more detail, the simulation model was built on the Friso simulation package [90]. FRISO is ProRail’s, the Dutch infrastructure manager, in-house simulation environment. Being a microscopic simulation environment, FRISO has the potential to - and depending on the model it usually does so - simulate the railway network in a detailed manner; it has the ability to depict the network down to a switch level, which is the case with this model. The model was built in 2014 and it simulates the train operations in one of the most heavily utilized sections (Amsterdam Central station - Utrecht Central station) of one of the largest corridors in the Netherlands (A2), during the whole month of June 2013. The intended use of the model was to examine the punctuality of the timetable with the particular focus being the Amsterdam and Utrecht central stations. A more in depth description of the model, including its input, output, and the final results can be found in [91].

With regards to the methods, the initial list, as it is shown in Table I, consists of 75 methods. Then with every step, the list is narrowed down. For this particular study, the selection process for each property, as shown in Figure 2, was as follows:

1) Access to the source code was not available; **Answer:** No. Using this criterion the available methods were reduced to 42.

2) There were available data from the real system; **Answer:** Yes. Using this criterion eliminated 33 more methods returning a total of 9 available methods. Nonetheless, all 42 methods could have been used in this particular case.

3) The main focus was on the punctuality, ergo functional (hard) requirements, but comments were also expected on the non-functional (soft) requirements; **Answer:** Both (but main focus on hard). If on the previous criterion Yes was chosen as an option, choosing either Both or Hard on this criterion would leave the list intact (Total 9 methods).

4) The study was mainly concerned with the operational validity of the simulation, but to a degree also with the conceptual model validity; **Answer:** C.M. Val & O. Val.. Using this criterion and based on the selections on the previous criteria, the final number of available methods was reduced to 1 for the conceptual model validation and 7 for the operational validation.

For the operational validation, which was the primary...
interest of the study, the final list of the seven methods is shown in Table III. Out of this list, in total four methods were used, namely: the Face Validation, Graphical Comparisons, Predictive Validation, and Turing Test. Predictive Validation was first used to handle the initial datasets (simulation dataset & operational dataset) and to produce results for the different statistical tests. Then, a combination of the remaining three methods was used to ascertain the validity of the simulation.

With regards to the techniques, the initial list, as shown in Table II, consists of 18 techniques. Then with every step, the list is narrowed down. For this particular study, the selection process for each characteristic was as follows:

1) The model’s and reality’s output were examined; 
   **Answer: 1 or 2.** Using this criteria reduced the available techniques to 16.

2) The amount of delays was the focus; 
   **Answer: 1.** Using this criterion eliminated 4 more techniques totaling in 12 available techniques.

3) The study was concerned with whether the delays between the model and reality were similarly distributed and whether the averages were significantly different; 
   **Answer: Mean equality and Goodness-of-fit.** Using this criterion resulted in 2 suitable techniques for mean equality and 6 for goodness-of-fit.

4) The sample parameters ($\mu, \sigma^2$) were known; 
   **Answer: Yes.** This is a criterion that only influences the results if the answer is No, since the non-parametric techniques can still be used when the mean and variance are known. Therefore the number of techniques remained the same.

5) The delays were in seconds, hence numerical; 
   **Answer: Numerical.** Using this criterion eliminated 1 techniques for the mean equality, resulting in 1 technique for mean equality and 6 for goodness-of-fit.

6) Each sample was larger than 100; 
   **Answer: Large.** This last criterion did not further reduced the number of techniques, since the only techniques suitable for small datasets (Mann-Whitney-Wilcoxon Test) had been eliminated in a previous step.

For testing the equality of means, the only suitable techniques, i.e., t-test, was used. Whereas for testing the goodness-of-fit, from the 6 suitable techniques, the Kolmogorov-Smirnov and chi-squared test were used.

**Table III.** Refined List of V&V Methods of the Case Study.

<table>
<thead>
<tr>
<th>Method</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face Validation</td>
<td>No</td>
<td>Yes</td>
<td>Both</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Field Testing</td>
<td>No</td>
<td>Yes</td>
<td>Both</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Graphical Comparisons</td>
<td>No</td>
<td>Yes</td>
<td>Both</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Predictive Validation</td>
<td>No</td>
<td>Yes</td>
<td>Hard</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Real-Time Input Testing</td>
<td>No</td>
<td>Yes</td>
<td>Hard</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Turing Test</td>
<td>No</td>
<td>Yes</td>
<td>Both</td>
<td>O. Val.</td>
</tr>
<tr>
<td>Visualization/Animation</td>
<td>No</td>
<td>Yes</td>
<td>Both</td>
<td>O. Val.</td>
</tr>
</tbody>
</table>

In this section, the use of the proposed framework demonstrates clearly its effectiveness. As shown in Table III, the initial list of 75 methods was narrowed down in a matter of minutes to the manageable level of seven; and similar reduction occurred in the techniques. By all means, the effectiveness of the framework is not only evident due to its time-saving nature but also due to the fact that it ensures that the chosen methods and techniques are appropriate for the simulation and the system at hand as well as for the purpose of the V&V study.

**V. CONCLUSION & FUTURE WORK**

In this paper, a framework for simulation validation and verification method and statistical technique selection was proposed. Various properties and characteristics of simulations
and systems were taken into account and it was shown that indeed some of these influence the method and technique selection and thus, the final results of the simulation study.

Moreover, the framework was applied on a case study, as a first step towards verifying its effectiveness. The case study showed that the framework is an effective time-saving tool, which also provides a safety net for choosing the methods and techniques that best serve the intended purpose of the simulation and the V&V study.

With regards to future work, additional simulation properties should be identified that may potentially influence the method selection, or some of the discarded properties, identified in Section II-B, might prove to be more influential than initially acknowledged. Moreover, there is a need to further verify the connection of each method to the simulation model’s properties and the purpose for which they are more suitable; in other words, it should be verified that the answers on columns 2-6 in Table I are correct. With regards to the techniques, a more extensive list analyzed in the same way as in Section III-B would provide for an improved guide towards selecting the most effective techniques given the problem at hand. Finally, more case studies, from the authors and more importantly from researchers unrelated to the authors, both in pure simulations and in games, would further strengthen the validity and applicability of the framework.

Nevertheless, this paper paves the way for future research in the topic, and as discussed earlier, the main contribution of the framework does not lie in the results presented in Table I and Table II, but is related to the identification of the relationships between the methods, the techniques, the simulation’s and system’s properties, and the purpose of the V&V study. Therefore, it is of utmost importance that any future research be focused on these relationships.
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