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A Review of the Principles of Designing Smart Cyber-Physical Systems for Run-Time Adaptation: Learned Lessons and Open Issues

Jože Tavčar and Imre Horváth

Abstract—Smart cyber-physical systems (S-CPSs) are complex engineered systems empowered by cyber-physical computing and equipped with the capability of reasoning, learning, adapting, and evolving. As an outcome of data-driven dynamic computing, reasoning capabilities, and the run-time obtained own knowledge, nonlinear and emergent behavior of S-CPSs whilst in operation is an open issue, not experienced in the case of conventional technical systems. This paper analyzes the technical issues of run-time operation and emergent behavior of S-CPSs, reviews the current understanding and state of advancement in designing S-CPSs for run-time, explores the paradox, and issues of designing for run-time adaptation, and synthesizes some general principles that can be taken into consideration when addressing the challenges, first of all, in the context of advanced manufacturing systems. This paper introduces four levels of CPSs according to reasoning capabilities and adaptation freedom of systems, and recognizes the paradox that a system with a higher level of freedom requires a higher level of self-control and resource management according to the overall objective of operation. Specific and common design principles are presented and critically assessed for each advancement level of CPSs. The principles synthesized by the authors provide only a partial fulfillment of the generic need. The planned future research addresses these issues and proposes (largely implementation and application independent) genuine principles for system developers.

Index Terms—Design principles, industry 4.0, run-time adaptation, self-adaptation, self-awareness, smart cyber-physical systems (S-CPSs).

I. INTRODUCTION

A. Background of This Paper

This paper deals with smart cyber-physical systems (S-CPSs), which can be sorted into the category of complex nonlinear systems. They have a unique set of paradigmatic features such as self-awareness, self-adaptation, self-evolution, and self-reproduction (Fig. 1). They implement a higher level of integration of hardware, software, and cyberware technologies than any other type of systems ever before [1]. S-CPSs are typically deeply embedded-in, and having numerous internal/external relationships with, natural or engineered environments, and are operational status and context-aware systems which cognitively interact with humans and influence their social life. They are complex, partially autonomous systems, showing emergence, dynamics, nonlinearity, and other behaviors not present in the elements. Though S-CPSs are open systems from both architectural and operational viewpoints, they implement a high-level of synergy with regard to all dynamically changing functionalities and components. Their control is partially model-based and partially driven by run-time acquired data. The on-line feedback provided by S-CPSs strongly depends on the purpose of their application (informing, actuating, or both). Though many S-CPSs are distributed and decentralized networked systems, their operation is supposed to be real-time, and often show elements of autonomy [2].
The primary enabling asset of CPSs is cyber-physical computing (CPC). It pursues dynamic computing based on run-time obtained information [3]. From a computational perspective, it overwrites the von Neumann theory-based computing (i.e., making calculations in a predefined way). Owing to this, CPC makes both nonlinear operation and emergent behavior of hardware, software, and cyberware constituents possible in run-time. S-CPSs implement two recurrent and intertwined cycles of computing. 

1) The basic control cycle, which comprises “sensing → monitoring → adjusting → actuating” activities  
2) The (self-)enhancement cycle, which comprises “reasoning → learning → adapting → evolving” activities (Fig. 2). 

Consequently, multiactor S-CPSs are not fully deterministic systems. They have some level of freedom in setting the objectives of system operations, as well as the capability of adapting themselves to varying tasks, situations, and contexts. This paper concentrates on what is known as the second generation of CPSs, which are able to implement self-awareness and self-adaptation whilst in operation (Fig. 3). Underpinning theories, computational methodologies, and enabling technologies for the fourth generation of CPSs are still in a premature stage nowadays. However, it is important to understand the trend of development and touches upon the essential characteristics and issues related to the third generation of CPSs. The classification of CPSs into four groups according to the adaptability capability level is an important paper contribution.

1) Level 1: First generation of CPSs with no changes in life span. The system structure and way of default operation is defined in the design phase, and it does not change throughout the system life span. The system has conventional control mechanisms and can regulate parameters to a known degree. In the case of a fault or changed circumstances in the environment, human intervention is expected. An example is a CNC machine where cutting speed and feed rates are in the first control loop. The production rate and machining cost can be additionally improved on the base real-time measurements of process variables, and the setting of optimal parameters during machining. The end-user can adjust the predefined adaptive control algorithms with some preselected parameters. 

2) Level 2: Second generation of CPSs with known modes of changes. The system is designed for alternative modes of control and selection of the optimal mode of control during run-time. Resources, modes of control, and a reasoning algorithm for selecting different modes are predefined in the design phase and do not change during the system life span (Table I). Data from system and environment awareness is used for control mechanisms in each mode of operation. An example is an air-fly control system that operates under several modes. There is at least a simple validated mode and the advanced mode with better performance [5]. The control system can select the optimal mode of operation in real-time according to measured data and reasoning logic. Some modes of operation are prepared for specific faults, such as if one aircraft engine does not work. 

3) Level 3: Third generation of CPSs with quasi-known/unknown changes. Self-learning CPS has the ability to adapt predefined control algorithms during the exploitation period. The adaptation can be conducted only inside predefined limits or an envelope, and with constraint resources that are because of safety or any other reasons defined in the design phase (Table I). An example is a self-learning robot. The limits of the basic technical characteristics and resources are defined in the design phase: maximal arm acceleration and speed, weight of grippers, way of moving, and working area. Inside those predefined limits the robot is allowed to adapt its control algorithms for optimal control of movement [6]. The robot records the operating parameters and compares them with target function. On the basis of reinforcement-learning in the second loop, the robot can adapt its control algorithm throughout its lifetime. 

4) Level 4: Fourth generation of CPSs with largely unknown changes. The system has the ability of control generation and in this way of constraining the application
and system structure. However, the field of adaptation is not restricted to rigid limits. Typically, human is involved in the control loop as supervisory controller. The manner in which the system adapts and limits itself depends on the applied self-learning algorithms. In the design phase it is not known in which way the system will adapt and what will be the final result. Two practical examples may be useful to clarify this. The first example is an S-CPS resembling implementation of a CNC machine and its work process. By accumulating data about the experiences with material removal by the different cutting tools and the achieved workpiece quality over the entire life cycle work of the CNC machine, deficiencies can be identified and adaptations can be introduced. This knowledge can be a rich source of further development of the cutting technology and optimal design of tool materials and morphologies. In addition, the various parameters of specific machining processes may be optimized, predicted, and adjusted dynamically [7]. The second example is a swarm of robots that are smartly coordinated in order to achieve an optimal task performance in a future production factory. In this context, de Lope et al. [8] proposed a distributed approach with autonomous techniques, where the robots or agents themselves are responsible for choosing a task. In an experimental scenario, a reinforcement learning algorithm was used that was based on ant colony optimization.

The CPSs of Level 1, and partially those of Level 2, operate exactly as their operation was specified in the design phase. The systems of Levels 1 and 2 can be context-aware in a growing extent, and they can tune or adapt themselves to new circumstances in the same way throughout the whole life cycle. Currently, for a safety-critical system like air-fly control, it is requested that they operate in the deterministic way they were validated. According to the proposed classification, only CPSs of Level 2 and above are treated as smart. CPSs belonging to level higher than 2 have the capability of self-evolving, change their behavior and performance throughout their life cycle toward some novel (but supervised) objectives, and have capability to adapt to new circumstances that were not known in the design phase. However, S-CPSs also need a self-control mechanism. As mentioned earlier, in this paper, we only address issues that are associated with the second generation CPSs since this generation of systems are becoming a daily reality in manufacturing environments already in our days.

Considering the above examples, the following principle can be extracted. If the system has a higher level of adaptation freedom, then it requires a higher level of self-control to the resource exploitation and setting the operation modes. A derived conclusion is that complex and self-adaptable systems need to be autonomous, system- and environment-aware, and self-controlled. The summary of control mechanisms is given in Table I. The design principles for designing the second generation of S-CPS need to be defined. In the next chapter a concise literature review of designing for run-time adaptation is given. Currently, there is information about a limited number of adaptive CPSs (reaching to or beyond Level 2), which are in daily operation. This explains why only, CPSs with known modes of changes were included in our research.

At the same time, our analysis covered some representative examples of Level 1 for the sake of comparison with designing a conventional technical system. The recognized design principles used at Level 2 were critically assessed if they can be applied for designing S-CPS with quasi-known changes through the life span (Level 3). The rest of this paper is organized as follows. Section II will provide a concise overview of the literature of designing for run-time adaptation. Section III will summarize technical and open issues of run-time adaptation. Finally, Section IV discusses emergent behavior of S-CPSs, practical implications of the design principles, and Section V presents the final conclusions.

B. Smart CPSs and Industry 4.0

In the manufacturing environment, businesses will establish global networks that incorporate production facilities, machinery, and warehousing systems in the shape of cyber-physical systems (CPSs) [9]. Self-organizing manufacturing, context-/situation-aware control, and symbiotic human–robot collaboration will have paramount importance. The unique features of CPS in networking, communication, and integrated device control point to the smartness and intelligence of manufacturing in the horizon. The CPS technology must find transitional technologies through which the truly novel ideas may be gradually introduced on the shop-floor level,
II. REVIEWING THE LITERATURE ON DESIGNING FOR RUN-TIME ADAPTATION

Our ambition was to conduct a systematic exploration of design principles that could be used in designing S-CPS for run-time adaptation. It is a specific focus that does not cover all aspects of intelligence and organization of CPSs. A systematic literature research was done concerning journals, conference papers, books, and other Internet sources of information. The key words applied at searching in Web of Science, Science Direct, Scopus, and Google Scholar were: CPS, smart CPS, self-control, run-time control, context-aware, self-awareness, self-evolving, self-healing, self-organization, self-adaptive, self-learning, Industry 4.0, robust, resilient, complex system, fault tolerance, knowledge management, system modeling, and simulation. Additionally, some of the references found in selected publications have also been checked (also for avoiding cross-referencing). Altogether, more than 500 publications have been analyzed, from which 259 were journal papers. A detailed overview of the statistical composition is presented in Table II. The analysis was conducted manually and the relevance and adequacy of the contents of the publication for S-CPS was the main selection criterion.

One of the methodological conclusions of the research was that only a very limited number of publications reported on really smart CPS according to our strict definition. The majority of publications were related to first generation CPSs, which are not characterized by any form of self-evolving capability. With some exceptions, the publications dealing with issues of this generation of CPSs have not been included in the review. A large number of the analyzed publications were related to pure software systems. Nonstop operation, fault-tolerance, artificial intelligence, and run-time control of software has been a research focus for two decades already. However, software is a key component of any CPS, therefore some of design principles from the software solutions can also be the inspiration for the S-CPSs. There were several obstacles reported that hinder the proliferation of second and third generation S-CPSs in safety critical applications. For instance, there are complexity- and dependability-implied safety issues and the validation protocols were laid down in the time of deterministic technical systems.

Eventually, the search results have proved that there was a place and need for reviewing the knowledge and advancement concerning the principles of designing S-CPSs. In particular, the design challenges and principles related to anticipating human design and run-time self-design of second generation CPSs did not receive sufficient attention yet. In overall, there were many more issues discussed concerning CPSs with known modes of changes, that concerning CPSs with quasi-known changes. This explains why the intention of the authors was to contribute to the awareness of design
principles of second generation CPSs. The demarcating categorization and systematic analysis applied in this paper serve two purposes: 1) showing the whole picture and the local details related to CPSs and 2) enabling a better understanding of the requirements, possibilities, and limitations of S-CPSs. This paper also shows the way toward the third generation of CPSs in several details.

The problems of designing a complex system for runtime adaptation are broadly addressed in the contemporary literature. Adaptive systems represent a special class of nonlinear systems that intellectualize, organize and measure their own performance, operating environment, and the operating condition of their components [27]. Ding et al. [28] introduced an adaptive Petri net model for a self-adaptive software system. Brun et al. [29] proposed a hierarchy of self-* properties. They differentiated: a primitive level (which includes self-awareness and context awareness), a major level (which includes self-configuring, self-healing, self-optimizing, and self-protecting), and a general level (which includes self-adaptiveness). In their road-mapping paper, Cheng et al. [30] summarized the state-of-the-art and identified critical challenges for systematic software engineering of self-adaptive systems and addressed supporting factors of self-adaptation. The literature advises us that self-adaptation may be a useful capability of complex systems to achieve the objective and the operational or behavioral requirements. As Weyns et al. [31] recognized, there are different communities behind these notional descriptions, as well as different vocabularies. Healthcare CPSs have already found their way to advanced applications [32]. However, there is no clear view on how self-adaptation actually contributes to tackling the challenges of engineering and managing complex software systems. Current literature claims that self-adaptive CPSs should be capable of adjusting or changing their structure, functionality, and behavior during run-time as a response to emerging requirements, changing objectives, environments, and contexts that may be unknown at design-time. Not only the physical subsystem does need to be adaptive (responding to changing conditions), but also the software and the cyber subsystems, which should in addition be even predictive (anticipating changes in the physical processes).

A. System Architecture From Control Point of View

System regulation and adaptation is enabled with several levels of control loop, as already presented in Fig. 2. Software architecture has dominant influence on the way of implementation and the whole system structure. Therefore, several important references come from the software domain. IBM defined an “Autonomic Computing” program [33]. The general concept was in the following decade developed to several architectures that are applicable for S-CPSs. A self-managed software architecture is one in which components automatically configure their interaction and achieves the goals of the system. A three-layer reference model with goal management, change management, and component control was defined [34].

There are several activities related to Industry 4.0 on the level of vision, architecture and reference models, learning factories, and the specific solution in laboratory environment. In 2011, the first self-organizing assembly system was demonstrated at FESTO in Germany, this approach was based on Agent-oriented Architectures [10]. Wang et al. [17] proposed an intelligent negotiation mechanism for agents to cooperate with each other, and to enable distributed self-decision making with big data-based feedback assistance. Civerchia et al. [35] reported on the capabilities and performance of an IoT system in real industrial environments. The learning factory that integrates the shop floor and top floor via suitable cloud services supports holistic, problem-based learning, and evaluation of research projects [36]. Wang et al. argued that the smart factory framework consists of four layers: 1) the physical resource; 2) industrial network; 3) cloud; and 4) supervisory control layers. Big data is collected in the cloud from the smart things in the physical layer and interacts with people through supervisory control [17]. Hermann et al. [37] identified some generic design principles for Industry 4.0: interconnection, decentralized decisions, information transparency, and technical assistance.

In a second step, scenarios and a specification book for implementation of the smart factory was prepared [37]. An ambitious effort of the swarm approaches is the UC Berkeley led TerraSwarm project. The Smart Factory initiative has realized a multivendor and highly modular production system as reference for Industry 4.0 [38]. Trappey et al. [39], [40] provided a consolidate review of CPS literature and a review of international standards and patents related to CPS and IoT. Lee et al. [41] presented the 5C architecture for implementation of advanced CPSs as representatives of manufacturing systems in the context of Industry 4.0. This 5C architecture starts with involving smart sensors on level I, while level II brings in self-awareness to machines, level III (cyber level) acts as the central information hub, and while there is a decision support system on level IV. Level V (the configuration level) feedback is provided from cyber space to the physical space. This layer provides supervisory control to make machines self-configurable and self-adaptive [41]. The presented 5C architecture can also be applied in the case of S-CPSs, if the top level is supported by the capability of self-evolution and self-control. The first generation of CPSs presented in this paper extends at least to the first three levels of the 5C architecture.

The monitor–analyze–plan–execute over a shared knowledge (MAPE-K) feedback loop is the most influential reference control model for autonomic and self-adaptive systems [42]. A verification technique enables discovering unwanted interferences between MAPE-K loops in the early stages of system design [42]. A dynamic software product line (DSPL) extends the MAPE model by learning and adaptation [43]. Intraloop coordination allows the execution of multiple subloops within one control loop, and allows the MAPE computations of different loops to coordinate the various phases of adaptations [44]. The DEECo system applies dynamic architecture abstractions of autonomous components and component ensembles that
provide a straightforward reflection of operational goals in the application architecture [45]. Capodieci et al. [46] proposed a conceptual framework for the design of systems that is based on inspiration from the natural immune system.

The SEAMS community has recognized the control objectives, the adaptation controller, and the context monitoring system as the key subsystems for the design of effective context-driven self-adaptation [31], [47].

A step forward at specifying a self-adaptive system is done with patterns and templates. Ramirez and Cheng [48] documented a set of 12 patterns that focus on the software design level, and they aim to facilitate the design and construction of self-adaptive systems. Weyns et al. [49] presented a set of five patterns for decentralized control in self-adaptive systems that were derived from different studies. The templates provided reusable design knowledge that in turn allows rigorous modeling and verification of the behaviors of MAPE-based feedback loops for distributed applications in which self-adaptation is used for managing resources [50]. The system architecture needs an additional control loop for each additional level of freedom. On Level 2, reasoning mechanisms for mode selection is needed, and on Level 3 a self-learning loop is necessary [44], [51]. The key concerns are knowledge needed for implementation and integration of several self-control-loops.

**B. Run-Time Control and Middleware**

In the run-time self-control, a key capability of autonomous systems and the related theories and methodologies focus on issues such as robustness, fault-tolerance, etc. Most of the solutions for adaptive CPSs come from software engineering. Run-time monitoring is supported and encouraged as a fundamental principle for building reliable systems [52], [53]. The four meta-models (DSPL, context, reasoning, and architecture) mean the main data manipulated by the run-time infrastructure responsible for dynamically adapting component-based applications at run-time [54]. A conceptual reference model for M@RT contains three levels of adaptation mechanisms: 1) level M1 includes the run-time models; 2) M2 level determines the syntax and semantics of these models; and 3) the top level M3 is the meta-metamodeling level [55].

It is still an open question how to take advantage of S-CPS and fulfill safety criteria. One solution is based on the concept of fault isolation and recovery at the service level [56]–[58]. The Simplex architecture, which supports using simplicity to control complexity, is a common approach for keeping a complex system reliable. That means the existence of a simple and reliable core component that ensures the system’s critical functions despite the failure of non-core software components [59]. A fault-tolerant control system is designed to mitigate the effects of system component failures [60]. The model-based fault detection, isolation, and reconfiguration method is divided into the fault detection and isolation step, and the controller reconfiguration step [61]. The “Golden Rules” to design a fault-tolerant aircraft include: hardware redundancy, monitoring of flight control elements in real-time, reconfiguration in case of failure, dissimilarity, installation segregation, and robustness of software and system equipment [62], [63].

The protection scheme, called “Run-time Enhancement of Trusted Computing (RETC),” enhances trust in CPSs which contain untrusted software and hardware. RETC is complementary to design-time verification approaches. Interface guards enable in-line monitoring and enforcement of critical system computations at run-time [64].

Real-time properties of CPSs are the key characteristic in safety critical situations [65]. Hardware architectures can significantly contribute to the reliability of systems. Middleware platforms provide novel approaches for faster and more reliable development and operation of complex CPS applications, where distributed and heterogeneous components interact in various ways [66].

Timely operation is a key issue in CPS because of the inherent distributed nature. In CPSs some degree of control over the resources is expected to assure timeliness. The proposed solution is a middleware model, typically referred to by the acronym OMA-Cy, which serves as a general reference architecture to design and implement middleware technology for CPS domains. OMA-Cy is short name for Overarching Middleware Architecture design model for CPSs [67]. Cucinotta et al. [68] presented service-oriented architectures that support real-time and quality-of-service (QoS) capabilities for industrial automation. They define hard, real-time activity that has to be completed in a specified time frame; like sense-compute-actuate control loops need to be in a range below 10 ms. [68].

The strong real-time constraints of many CPSs introduce new challenges. Run-time monitoring and self-healing has been an open topic for decades in software engineering [69]. In the context of CPSs, requests are stricter because the physical system cannot be simply restarted, and unstable critical operation can cause irreparable damages [70]. Faults and unpredictable events in the environment are part of each CPS operation. In the case of the second generation of CPSs, smart run-time monitoring is used to assure fault-tolerant operation [61]. An important difference is that, at first, generation of CPS central control dominates, because complex systems of second generation distributed control has advantages [71].

**C. Reasoning Mechanisms (Self-Learning, Context-Awareness)**

The capability for reasoning, adapting, and self-learning are the main characteristics of the second generation of CPS. Reasoning is the process of drawing conclusions by utilizing human beings’ problem-solving strategies. It is reasoning with facts and knowledge with given steps, using sets of inferences, or reasoning strategies. Reasoning strategies for S-CPSs extract and combine data, information, and collect and assess raw data acquired from a dynamic, noisy, and uncertain physical environment, and may convert them into useful cyberware (useable knowledge) in real-time.

Four main functions have been identified for the implementation of a control loop in IBM’s autonomic element
management scheme [72]. Håkansson et al. [73] presented reasoning strategies for S-CPSs that can extract and combine data, information, and knowledge. DIANNE is an incremental learning system that processes inputs in real-time, and the temporal learning algorithm executes continuously in a life-long manner [74]. The implementation of model-based reasoning approach can be easily reused [75]. Reinforcement learning is a computational approach to understanding and automating goal-directed learning and decision-making. It contains four main subelements: 1) a policy; 2) a reward function; 3) a value function; and 4) optionally, a model of the environment [6], [76].

D. Context-Awareness

System and environment awareness is the input information for the reasoning and learning processes. There are three different approaches on how to acquire contextual information: 1) direct sensor access; 2) middleware infrastructure for easiness extensibility; and 3) context server permits multiple clients access to remote data sources [77]. Cognitive context information is the key information to provide context-aware computing services. The physical context information represents the low-level context, and the high-level context is inferred from the low-level one [78]. Situation-awareness agents are able to assess their own abilities and behave proactively by learning from each other [79]. Context-awareness has already become a service and context management has become an essential functionality in software systems [80]. The awareness process is cyclic with many iterations and different classes of awareness [81].

E. Building Blocks Level (Complexity and Self-Awareness)

The investigations of system components extend to analog and digital hardware, system and application software, and active knowledge and media cyberware. An autonomic element consists of a closed control loop that can control a system without external intervention. A quantitative measure of the degree of autonomy of technical application systems is presented—static and dynamic degree of autonomy is introduced [82]. With increasing complexity and heterogeneity of the systems-on-chip (SoCs) platform architectures, there is an extra need for self-awareness of these SoCs and for performing in an adaptive manner. Self-aware SoCs require a combination of ubiquitous sensing and actuation, health-monitoring, and statistical model-building to enable the adaptation of SoCs over time and space [83]. Subagdja and Tan [84] presented a framework for developing an application based on smart autonomous components that collaborate with the developer or user to realize the entire system. Filho et al. [12] presented importance and criteria for a self-aware smart product in the context of smart 4.0 production environment.

Ye et al. [85] surveyed the field of self-organizing multiagent systems. In many cases, the need for scalability of complex systems arises from the fact that most of the relevant processes are performed locally in self-organized and adaptive way [71]. One key to achieving dependability at a reasonable cost is commitment to simplicity of critical functions and simplicity in system interactions. Designing for simplicity principle means that artifacts can be analyzed by simple models at different levels of abstraction [86]. Alexopoulos et al. [87] presented a context-aware manufacturing information system that is based on several advanced technologies, including: near field communication, radio-frequency identification, Web services, and related standards.

Context-awareness is one of fundamental necessities to drive configuration and adaptation, that is, appropriate for actual conditions [88]. The building blocks of the system have to be autonomous and context-aware [14]. They can have complex internal structure, but from the point of view of the system designer they need to have representation at high abstract level. That means system designer do not need to know all technical details to use them; the system can be reconfigured in a simple way, new components can be added, old ones can be replaced. The basic standards for interconnection and communication need to be common accepted and reliable through longer time frame [83], [86]. Modular product structure and use of standard, replaceable components is preferred already in conventional technical systems. At the building block level there is no sharp boundary between requests for the second or third generations of CPS. But with increasing system complexity and unpredictability of behavior, it is a must to have autonomous and context-aware building blocks.

F. Modeling and Simulations

A top-down system design starts with a conceptualization of the intended high-level behavior of the planned system. This system model is refined at multiple levels until a representation that can be executed on the selected hardware platform has been generated [86]. The classic reductionist tools are no longer adequate. Complex, nonlinear systems cannot be modeled by linking together a fragmented collection of linear models. A new, multidisciplinary toolkit is needed to model complex, adaptive, and unpredictable systems [2]. CPS constitutes a new engineering discipline that demands its own models and methods. CPSs combine deterministic models in such a way that determinism is not preserved. Lee [89] argued that deterministic CPS models with faithful physical realizations are possible and practical.

Gürdür et al. [90] introduced a specific visualization approach to make interoperability of tool chains visible for a better understanding of needs in CPS development. There is no guarantee that an optimal design in terms of mechanics will also exhibit a good closed-loop performance. In order to achieve the mechatronic optimum, the closed-loop nature of the system has to be considered from the start of the design [91]. The implementation of second generation of CPSs requires various resources that are supposed to enable a holistic system operation together. The conventional separation of computation (software) from physicality (hardware) does not work for CPSs. Instead, a more holistic approach that integrates the mentioned parts into a composition is needed. The physical (analogue) part of a generic CPS is complemented by
five other computing resources: 1) netware; 2) (digital) hardware; 3) software; 4) firmware; and 5) knowledgeware. The composition platform synchronizes the various subplatforms and facilitates an integral consideration [1].

The concept of system manifestation features has been developed to support modeling and simulation of complex, heterogeneous, and adaptive CPSs [92]. A reference model for self-adaptive systems where adaptation goals and monitoring requirements change dynamically, DYNAMICO enables faster software development [47]. The method presented by Canedo et al. [93] automatically generates industrial CPS simulation models from functional models. In model-based development, there is one system model that is the central artifact of the whole design process. The system model is built at the earliest possible time, and transformed and upgraded such that parts of the model can be executed. A virtual prototype can be derived from this initial system model, which is used to simulate and validate the behavior of the target system, even before it physically exists [94].

Modeling and simulation is a helpful design tool for all three levels of CPS. However, requests for modeling are growing with complexity and in nonlinear system behavior. An integrated model with the possibility for simulation is a must for a complex system with several interdependent components. The system developer needs to get feedback information on system behavior as soon as possible. An open issue is how to model self-adapting systems? In the design phase it is not known the system final structure and how reasoning mechanisms can be adapted during system life span. Self-adapting systems need reliable and advanced self-awareness and a self-control mechanism. Robustness and functionality of control mechanisms has to be precisely modeled and systematically tested. The summary of recognized methods and principles for designing of S-CPSs is presented in Fig. 4. The platform and formal methods for CPSs development are recognized as background. Specific methods and approaches in the next phase help achieve self-awareness, robustness, autonomy, and self-adaptation of S-CPSs. In Table IV, the concepts included in Fig. 4 are supplemented with references to the key sources.

III. TECHNICAL AND OPEN ISSUES OF RUN-TIME ADAPTATION

A. Design Process

Self-adaptive behavior implies that certain development and change activities are shifted from development-time to run-time, while reassigning the responsibility for these activities from engineers to the system itself [95]. Models need to continue to live during run-time and adapt as changes occur while the software is running. To ensure dependability, analysis that the updated system models continue to satisfy the goals must be performed by continuous verification [95], [96]. The challenge is to infuse a systematic understanding of the alternatives for adaptive control into the design process.

B. Uncertainty, Reliability, and Safety

How can the openness-based uncertainty in system adaptation be balanced with the need to control system adaptation with respect to dependability issues [97]? Robustness, reliability, and safety, among others, are critical challenges because of uncertainties in the environment, such as security attacks and errors in physical devices. The design and implementation of networked control in CPS pose several challenges: guarantee of mission-critical QoS over wireless networks, tradeoff between control law design, and real-time computation constraints [98]. In the design and analysis of secure control algorithms we need to introduce a trust analysis of the CPS architecture, and realistic and rational adversary models [70]. How to trust into the complex system that is built from invalidated components? Shall we replace conventional specify-design-validate methodologies with a provider-smartness-and-set-objectives paradigm? Lee [99] emphasized the importance of security, reliability, and real-time assurance in CPSs.

C. Resource Management, Dynamic Composition, and Timing Requests

Time-limited operation or real-time properties are a mandatory requirement for several advanced CPSs. Lee [65] argued that beside the desired functionality and behavior of CPSs, it is even more important to model and analyze timing properties as part of their semantic correctness. García-Valls et al. [100] proposed a middleware architecture that supports time-deterministic configuration in distributed soft real-time environments with a software model based on services. The middleware contributes by including time-limited reconfiguration and service-based composition algorithms that are built on top of real-time resource management. As system complexity grows, the space of scenarios, modes, and conditions that must be tested grows exponentially. Certification is estimated to consume more than 50% of the resources required to develop new, safety-critical systems in the aviation industry. For the autonomous vehicle scenario to become reality, the human monitor must be replaced with a certified limiting algorithm that is capable of providing absolute guarantees about the vehicle’s safety in the highly dynamic environment, such as urban streets [101].

A system with self-awareness, self-constraint generation, and run-time validation is a promising way forward [102]. S-CPSs have to adapt the software and behavior at run-time caused by the evolution of the system. García-Valls et al. [103] suggested the generation of tentative configurations at run-time. In the end, a new model is created that supports the new adapted situation [103]. Bersani and García-Valls [104] focused on online adaptation to support dynamic changes during run-time. They are using an autonomic manager (OLIVE) that performs online verification for a specific application. The verification manager is based on MAPE-K and uses reasoning on the architectural model [104].

D. Knowledge Management

Knowledge presentation is an open issue. How to connect abstract logic with real-world meanings in reliable and flexible
ways? How to encapsulate rules, constraints, and mechanisms for self-adaptation and acquire and process knowledge about themselves, other service components, and their environment [81]. Despite the tremendous progress that has been made in recent decades, the field of machine learning and reasoning for adaptation and awareness is still in its infancy, and its methods are neither as universally applicable, nor as robust as would be desirable [51], [105]. Xu and Hua [20] proposed research strategies for industrial big data analytics including acquisition schemes, ontology modeling, deep neural network-based diagnostic methods, and self-organized reconfiguration mechanisms. High-level decision-making algorithms and theories, based on information collected from different sources, are necessary for system-wide reliability, efficiency, security, robustness, and autonomy of CPSs.

E. System Modeling

Model-based design generates many different models of various fidelity levels and tries to predict the behavior of a CPS, while it is virtually running. In the case of CPSs, complex interactions among the components cannot be modeled exhaustively, especially not across different design views. Another recognized issue is related to the nonlinear and non-incremental nature of multiscale CPSs. It means that adding new components lead to unpredicted and undesirable system behavior [1]. In recent years, modeling has evolved toward “meta-modeling” techniques and “meta-programmable” tools, which allow the introduction of domain-specific modeling languages. There are still several open issues. S-CPSs are by nature distributed on a continuum of heterogeneous platforms. However, the heterogeneity of platforms is also a requirement for fulfilling the needs of the different components of S-CPS [106]. There is still a lack of powerful languages, tools, and frameworks that could help realize adaptation processes and instrument sensors/effectors in a systematic manner [107].

IV. DISCUSSION AND SUMMARY OF THE EXPLORED PRINCIPLES OF DESIGNING FOR RUN-TIME ADAPTATION

S-CPSs with run-time adaptation capability must implement some forms of self-learning and self-control. The overview of the current applications of S-CPS has revealed that they actually do not operate autonomously in safety critical cases. There is still a human in the loop, they operate in a controlled environment, or inside constrained limits [6], [108]. An important obstacle is legislation that requests validation of all operation modes before the product is placed on the market [109]. This is contradictory to the smart behavior of advanced CPSs. This proves our thesis that a smart, self-adaptive CPS needs a higher level of self-control, as presented in Table I. In the coming decade, we can see self-adaptiveness as a key feature of several CPSs applications. Advantages of smart and self-controlled systems are obvious: longer life span, optimized operation/improved efficiency, increased safety, increased reliability (self-maintenance), and lower operation costs. It is expected that the systems adaptation will happen in several smaller steps, and not as a radical change.

Existing legacy manufacturing systems have limited awareness of the CPS requirements, and revolutionary design approaches are necessary to achieve the overall system objectives [110]. “Industry 4.0 Working Group” [9] describes the vision, the basic technologies the idea aims at, and selected scenarios, but do not provide implementation details or design principles [37]. Different initiatives for Industry 4.0 have motivated research centers and companies to contribute through laboratory experiments or industrial applications [11], [22]. Most of the technical ingredients of Industry 4.0 are already available, and they just need to be integrated into the system [111]. The key expectations from future production system are smartness, self-organization, decentralized decisions, real-time control, and autonomous behavior. This paper presents a systematic overview of design principles for S-CPSs (Fig. 4, Table IV). This is a very important attribute for future industrial systems. However, the literature survey has found
that several aspects of S-CPS require additional research. The summary of open issues is presented in Table III. The current status of open issues is written in the second column, the target state is presented in the third column.

Linear principles dominate in the conventional technical system. Realization of the system adaptability (smartness) increases complexity of the system. A complex system has a myriad of elements and subsystems, therefore the logical consequences are increased uncertainty and reduced reliability. Development of complex technical system on the basis of linear principles is not economical any more. In using decentralized control loops, the overall system behavior emerges from the localized decisions and interactions [68].

Complex, nonhuman controlled and supervised operations of CPSs can be realized only if these systems are capable of building up a broadly based awareness, can reason and learn in varying contexts, can develop context-dependent operation plans, and can adapt themselves in order to implement that operation plan. These elements of smartness, which have to be considered in the early phase of system design, pose a new challenge that was not experienced in system engineering a number of decades ago. This new phenomenon of design has been referred to as the “transformation paradox of design.” When the number of interacting components and the overall operational complexity of hardware and software system components increase, the opportunities and cases of having hardware and software faults may also increase. The system architecture and control is supposed to be resilient to these faults, and to be able to adapt to the new operational circumstances in real-time. We investigated the characteristic design principles, approaches and enablers that may facilitate the consideration of different levels of adaptation in the life cycle of CPSs.

The identified principles and enablers are presented in Table IV. Those place in the left column concern second generation. For the sake of comparison, we included also some of those which are applicable to the third generation of CPSs. Table IV provides links to specific references, which offer additional explanations on the specific principles and enablers. Several design principles that are normally used at a lower level designing of CPSs are also supposed to be applicable in an upper level. It has been observed that the set of design principles and methods related to the second generation of CPS are in continuous evolution. This is triggered by the increasing sophistication of software tools, reasoning mechanisms, and computing algorithms developed for self-learning, self-reasoning, and self-adaptation.

The literature review has also shown that several smart elements have already reached a quite mature state, and that they are extensively used in second generation CPSs, e.g., neural network-based reasoning, context information processing, and situation awareness building. The fusion of the cyber world and the physical world obviously requires design principles for safety and timing. This was also considered in the survey of design principles, which is deemed to be a major contribution of this paper. In addition, we have also analyzed the available tools and methods, and recognized some open issues. The overview of the design principles in Table IV can be used by system developers for selecting design tools and by researchers to identify weakly supported areas in the context of tools for designing S-CPSs.
Self-adaptive behavior implies that certain development and change activities are shifted from development-time to run-time. Everything cannot be specified in the design phase in complex systems that are built for an operational time frame of several decades. The system has to be able of adaptation to new circumstances that appear in the life cycle. These are all facts and define the system autonomous self-adaptive features: system architecture enables adaptation in run-time; building blocks are autonomous and context aware; there is a self-learning mechanism that enables system adaptation inside a predefined constraint; the system is resilient to internal or external changes/faults and it is able of self-healing; and the system is able of self-validation in run-time inside the predefined constraint. On the basis of these conditions, development of second generation CPSs will become interesting for a wider range of applications. Another precondition is also a platform that gives the basic backbone to the system and enables smart integration. Examples of platforms like DEECo and SeSaMe for CPSs development and testing are already available and discussed in [124] and [125]. With the help of these, system developers can focus on the core of the problem, setting of proper goals, and specifying the system policy.

V. CONCLUSION

By their conceptualization, S-CPSs are the systems that have to be design to be self-aware and self-adapting. This entails that they change their behavior and performance to adapt to new operational circumstances and/or opportunities through their life cycle. Delegation a part of the design tasks to these systems, making them capable to change themselves in a trustful way, and providing them with the potential of acquiring new resources that are needed for building awareness and functional/structural adaptation are new challenges not experiences ever before. The development above-mentioned capabilities point into the direction of a human supervised, but essentially largely nondeterministic operation.

On the other hand, safety-critical systems are still requested to operate in a deterministic way. It does not mean that S-CPS will not be applicable in this range of applications, but it does definitely indicate the need to work out the relevant design principles that make run-time adaptation of S-CPSs dependable, without constraining their freedom for finding more favoring operational objectives. A new way of validation (like run-time validation), which will prove that smart CPSs are acceptable in spite of all run-time variation, was already recognized as an important issue, but it is currently an unsolved matter. This paper has assessed the state-of-the-art of design principles for S-CPSs, and cast light on many research areas that need additional systematic research (Table III).

The contribution of this paper manifest in a comprehensive classification of CPSs according to their cognitive capabilities (intellectualization) and the level of self-organization capability. The second generation of CPSs, which are operating under quasi-known changes and with tunable objectives, has a large potential for a wide-spread use in many industrial and social domains in the near future. That was the main reason why they have been put into the focus of our reported research. According to the findings, self-adaptation can be conducted only inside predefined limits, and with constraint resources due to the safety requirements defined in the design phase. It means that in addition to the conventional system engineering tasks, designers of S-CPSs should design the window of self-adaptation, and should determine the range of resources applicable by the system for adaptive operations. These are seen as important issues for a follow up research.

This paper also contributed a holistic map of design principles that are deemed to be necessary for effective S-CPSs development (Fig. 4). From a practical perspective, the complexity of the development process of S-CPSs has to be reduced. It can be achieved by developing and applying smart platforms (reasoning, simulating, context-handling, informing, messaging, etc.), with may incorporate all necessary modules needed for the functionalities mentioned in the round brackets, and even smart objects in the form of context-aware cooperative agents. The smart building blocks of software and hardware may be reused, replaced, or reconfigured in a simple and reliable way by any system integrator. Smartness shall replace complexity: the prevailing hierarchical system structure has to be replaced with anticipating and collaborating system actors, which manifest as autonomous and self-organizing units connected through cyber space.

As argued earlier, improvements can be expected based on the contemplation of the design paradox that a system with higher level adaptation freedom requires a higher level of self-control. As system complexity and unpredictability of behavior are increasing, it is a must to have context-aware and autonomously regulated building blocks. On the basis of the presented literature review, it has been recognized that development of middleware platforms for faster and more reliable architecting and operation of S-CPSs with improved control of resources and real-time properties are needed. Real-time properties are intrinsic for several advanced CPSs. S-CPSs may have numerous potential applications, and smart manufacturing is and will be one of them. Advantages of smart and self-controlled systems are longer life span, improved efficiency, increased safety, increased reliability, and lower operation costs. It is expected that the course of system adaptation will happen in several smaller steps, and not as a one-time radical change.
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