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The MatchNMingle dataset: a novel multi-sensor
resource for the analysis of social interactions

and group dynamics in-the-wild during
free-standing conversations and speed dates.

Laura Cabrera-Quiros�, Non-Member, IEEE, Andrew Demetriou�, Non-Member, IEEE, Ekin
Gedik, Non-Member, IEEE, Leander van der Meij, Non-Member, IEEE, and Hayley Hung, Member, IEEE

Abstract�We present MatchNMingle, a novel multimodal/multisensor dataset for the analysis of free-standing conversational groups
and speed-dates in-the-wild. MatchNMingle leverages the use of wearable devices and overhead cameras to record social interactions
of 92 people during real-life speed-dates, followed by a cocktail party. To our knowledge, MatchNMingle has the largest number of
participants, longest recording time and largest set of manual annotations for social actions available in this context in a real-life
scenario. It consists of 2 hours of data from wearable acceleration, binary proximity, video, audio, personality surveys, frontal pictures
and speed-date responses. Participants’ positions and group formations were manually annotated; as were social actions (eg.
speaking, hand gesture) for 30 minutes at 20 FPS making it the �rst dataset to incorporate the annotation of such cues in this context.
We present an empirical analysis of the performance of crowdsourcing workers against trained annotators in simple and complex
annotation tasks, founding that although ef�cient for simple tasks, using crowdsourcing workers for more complex tasks like social
action annotation led to additional overhead and poor inter-annotator agreement compared to trained annotators (differences up to 0.4
in Fleiss’ Kappa coef�cients). We also provide example experiments of how MatchNMingle can be used.

Index Terms�Multimodal dataset, Speed-dates, mingle, f-formation, wearable acceleration, cameras, personality traits
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1 INTRODUCTION

One way to study human beings as social entities is to
study their nonverbal behavior (i.e. all aspects of behavior
except language) while they interact. These nonverbal be-
haviors are a commonplace part of the everyday interaction
of people, and a fundamental aspect of daily life.

Moreover, ubiquitous technologies have allowed re-
searchers to automatically analyze human social behavior
without disturbing their natural interaction. As a conse-
quence, speci�c domains such as Social Signal Processing
(SSP) have emerged which seek to give computers the
capacity to accurately perceive, interpret and/or display
social signals and social interactions from sensors (e.g.
video, audio, wearables) [65], [66]. While these endeavours
have bene�ts for areas such as Human Computer Interac-
tion, Affective or Social Computing, leveraging ubiquitous
technologies can also be bene�cial for the �eld of social
psychology itself by providing an inexpensive and easy way
to collect and analyze data from social interactions.

One of the more common forms of social interactions ap-
pears during free-standing conversational groups, which are
naturally emerging small groups of two or more conversing
people. Such spatial formations (known as F-Formations
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[41]) dynamically form, merge, and dissolve according to
the goals and desires of each person within the group. These
unstructured social scenarios are rich in information but
present several challenges when processed automatically.

In this paper we introduce MatchNMingle, a multi-
modal/multisensor dataset created speci�cally to contribute
to the efforts to overcome the challenges of the automatic
analysis of social signals and interactions. This dataset
consists of about 2 hours of uninterrupted recordings for
92 people, and comprises cases of conversations in free-
standing groups and sitting dyads. MatchNMingle was col-
lected in an indoor in-the-wild scenario, during 3 real speed
date events, each followed by a mingle/cocktail party. As
it was recorded during a speed date event, MatchNMingle
also has the additional component of a romantic attraction
setting. Thus, all participants in the event have an actual
goal during the evening event of �nding new friends or a
romantic partner.

The main contributions of this paper, which introduces
the dataset, are:

Multimodal dataset

� We collected multimodal data (eg. acceleration, proximity
and video), using wearable devices and cameras, for over
60 minutes of dynamic social interactions for 92 partici-
pants attending one of 3 speed date events in a public pub
followed by a mingle session/cocktail party.

� We leveraged the use of smart-badges and surveillance
cameras to collect dynamic in-the-wild data (instead of
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TABLE 1

Summary of all the elements included in MatchNMingle. Unless stated
otherwise, all data is publicly available.

Sensor/Input Modality/Survey Details

Questionnaires

HEXACO Scores and sub-scores for each trait.
SOI*
SCS*

Date Responses All dates in the event. See Section 4
Hormone Cortisol Collected using hair samples.
baseline* Testosterone

Cameras
Video 9 overhead cameras recoding both

the speed dates and mingle.
Audio General audio from the event.

Frontal Photos Face(neutral/smile) + full body.
Wearable Acceleration Triaxial at 20Hz for entire event.
Sensors** Proximity Binary values at 1Hz for entire event
Manual Positions 30min at 20 FPS for the mingle

Annotations*** Social Actions (Social actions detailed in Section 5)
F-Formations 10min at 1 FPS for the mingle

*Due to privacy reasons, these elements are not publicly available.
**Due to hardware malfunction, only 70 of the 92 devices worked
properly for the entire event (72 for dates). See more in Section 4.2.2.
***Position and social action annotations were performed by 8
different annotators. More details in Section 5.

the usual lab-setting) for the analysis of dynamic social
interactions in a non-intrusive manner. Thus, this dataset
has strong changes in appearance, lighting conditions,
shadows and occlusions in video.

Interdisciplinarity
� We designed the data collection in a way that adheres to

the standards of both the social and data sciences, and can
be used by both �elds.

Manual annotations
� We reported 30 minutes of �ne-grained manual annota-

tions of video for social actions (eg. speaking, walking,
hand gesture, head gesture, hair touching) with a reso-
lution of 20 frames per second, for over 36000 frames
annotated. Additionally, we reported F-Formation manual
annotations for 10 minutes of the mingle session.

� We compared crowdsourcing tools (eg. Amazon Mechan-
ical Turk or MTurk) with trained annotators for tasks of
low and high complexity, speci�cally position of people in
video against social action annotations. This comparison
shows that, although widely used, MTurk has limitations
on the type of HITS that will result in high inter-annotator
agreement.

Self-reported data
� We provided the HEXACO scores for personality trait

(6 dimensions) and speed date responses (6 questions
per date, maximum of 15 dates per participant) from
all participants to be used as self-assessed ground truth
on works related to personal differences or attraction
preferences during a speed date event.

1.1 Motivation for MatchNMingle
There were 4 main reasons that motivated us to create
MatchNMingle.

Firstly, we wanted to provide the research community
with an open-access resource for the analysis of the nonver-
bal behavior during natural social interactions that captures
the multimodal nature of the event by recording data with
multiple sensors. We focused on cases with free-standing
conversational groups, as these triggered one of the more
common forms of social interactions: F-Formations [41].

Secondly, we wanted to design and record an event
where the same participants were involved in 2 different
natural contexts, structured sitting dyads (speed-dates) and
an unstructured mingle setting, that happened one after the
other. Thus, one could study the effects of one context on
the other, among other open questions.

Thirdly, we intended to study the effects of initial roman-
tic attraction on non-verbal behavior, based on self-reports
of people that were not already acquainted. In particular,
our aim was to capture data of the moments when a
pairbond might begin, and to present the data in such a
way it would allow for fruitful research regarding romantic
attraction to be conducted.

Finally, we seek to trigger the collaboration of social
and data scientists, by collecting a dataset that follows the
speci�cations of (and can be used by) both �elds.

1.2 What is included in MatchNMingle?
A comprehensive summary of all the elements include in
MatchNMingle is shown in Table 1. Unless speci�ed directly,
all the data is publicly available.1 Details about each com-
ponent or sensor type can be found in Section 3.

Similar to previous efforts ([1], [21], [37]), participants’
positions and F-Formations were manually annotated. But
most importantly, MatchNMingle also provides manual an-
notations for social actions (eg. speaking, hand gesture)
for 30 minutes at 20 FPS, making it the �rst dataset for
automatic analysis of free-standing conversational groups
to incorporate the annotation of such cues in this context.

Each day event (from a total of 3 days) consisted of a
speed dating round (3min date with participants of oppo-
site sex) immediately followed by a mingle party of about
an hour where participants could interact freely following
their own desires and intentions. Details of data collection
procedures can be found in Section 3.5.

MatchNMingle is, to the best of our knowledge, the
dataset with the largest number of participants and longest
recording time, that is publicly available in the context of
free-standing conversations. Also, it is the only dataset with
manual annotations for social actions for this context. In
addition, the data were collected in a speci�c social context
(where we would expect attraction to occur) but it is not lim-
ited by it as a wide range of types of social interactions also
occurred (eg. friends coming together to the event). Finally,
MatchNMingle is the �rst dataset for the automatic analysis
of �rst encounter interactions within romantic settings that
is publicly available.

1.3 Possible uses of MatchNMingle
Although MatchNMingle was created for the analysis of
social interactions in the wild, possible uses of the dataset
are not limited to this speci�c domain. Figure 1 shows the
different levels of abstraction, from raw signals to more
complex concepts, in which analysis can be done using
MatchNMingle. Hence, research about simpler components
within the interactions (eg. activity recognition, people de-
tection/tracking with high camera perspectives or group
detection) can also bene�t with the use of the dataset.

1. MatchNMingle is available for research purposes at https://
matchmakers.ewi.tudelft.nl/matchnmingle/pmwiki/pmwiki.php un-
der an End-User License Agreement (EULA).
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Overall, MatchNMingle was created as an exploratory
resource so it can be used to answer multiple research
questions in different research domains, including (but not
limited to) Ubiquitous computing, Affective Computing,
Social Signal Processing (SSP), Computer Vision-Pattern
Recognition and Social Psychology. A suggestion for the
reach of these areas (by no means de�nitive) is also pre-
sented in Figure 1.

Moreover, there are 4 key novel aspects of MatchNMingle
that can trigger new and exciting research: 1) its annotations
that are focused on the social context instead of everyday
activities or spatial descriptions (eg. body/head orienta-
tions), 2) its romantic setup, 3) the high number of multiple
groups forming and splitting dynamically, which allows
better generalization in topics such as group dynamics,
and 4) the possibility to study the relationship between 2
different settings (sitting dyads and conversational groups)
with the same people, and its relation to the interests of each
participant (eg. attraction).

The �rst point allows to analyze the social component
of the interaction in a more deeper level, which was not
possible (without additional annotation work) with other
datasets. Secondly, as the �rst dataset to present publicly
available sensor data and responses of a free speed dat-
ing event, MatchNMingle provides a key resource to an-
alyze the relation between non-verbal behavior and at-
traction/attractiveness. Thirdly, although other works have
recorded mingle scenarios, MatchNMingle is the �rst to col-
lect data of spontaneous interactions for such a high number
of people (92 compared to 18) in such a �ne-grained time
resolution. This re�ects directly in the number of groups
and their dynamic behavior. Finally, the two different but
consecutive settings (structured and unstructured) allows
the study of the peoples behavior within changing scenarios.
For example, for the analysis of attraction, one could study
the relationship between the matches in the dating part and
the group formations in the mingle.

Can we understand the link between non-verbal behav-
ior and the persons intentions or desires during a freely
occurring social interaction? And, can we detect this au-
tomatically? Perhaps these are the ultimate questions that
researchers might aim to answer with MatchNMingle.

Thus far, our research team used this dataset for diverse
topics with various levels of abstraction (in increasing or-
der): multimodal data association [14], speaker detection
from wearable devices [29], [30], personality estimation [13]
and perceptions of attractiveness [23]. Still, many possibili-
ties for using MatchNMingle as an unimodal or multimodal
resource are largely untapped.

We strongly believe that there is even wider range
of possibilities and open questions that can be answered
using MatchNMingle, and hope that the presentation of this
dataset will encourage collaboration and scienti�c inquiry.

The rest of the paper is divided as follows. First, Section
2 presents related efforts about datasets for free-standing
conversational groups and speed dates. Section 3 gives a
detailed description of the data collection framework, while
a description of the general statistics of the dataset is pro-
vided in Section 4. The annotation process and a comparison
between crowdsourcing and trained annotators is presented

Simple behavior analysis
(eg. person detection, activity recognition)

Ab
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Fig. 1. Levels of abstraction while studying social interactions in which
MatchNMingle can contribute as a new multimodal resource. A sugges-
tion for the reach of scienti�c areas (no de�nitive) is also presented.

in Section 5. Some examples of the use of MatchNMingle
as multimodal resource are presented in Section 6. Finally,
we discuss the limitations of MatchNMingle in Section 7 and
conclude in Section 8.

2 RELATED WORK

We will focus on related datasets that allow 1) analysis
of free-standing conversational groups and 2) speed date
events. Different communities have made efforts to detect,
track and analyze groups and face-to-face interactions using
mobile phone technologies. However, we do not refer to
works that addressed the problem on a large scale and with
a broader view than a �ne-grained analysis (e.g. over the
course of weeks), and therefore considered these outside of
scope. For a survey on sensing using mobile phone and its
use during social interactions (among others), refer to [69].

Also, although participants are seated during the Speed
Dates in our dataset, we will not refer to works in analysis
during seated conversations (e.g. meetings) as we will focus
speci�cally on works about speed dates. For more detail on
group analysis during sitting conversations, refer to [28].

2.1 Free-standing Conversational Groups
Most efforts on the analysis of free-standing conversational
groups have focused on group detection (or F-Formation
detection), and the use this information for further analysis
of the group. Thus, we follow a similar approach in this re-
view. For a summary, Table 2 shows a numerical comparison
of datasets oriented speci�cally to f-formation detection and
free-standing conversational groups, and compares these in
terms of modalities.

2.1.1 Vision-only datasets
The cocktail party dataset, published by Zen et al. [70], was
one of the �rst datasets designed speci�cally for the analysis
of free-standing conversational groups. This dataset consists
of a mingle involving 6 people recorded by multiple cam-
eras and was used to explore the relation between people’s
proxemics, their visual attention, and their personality.

The CoffeeBreak dataset by Cristani et al. [21] has been
used in several works on the detection of people’s position
and orientation in images, and in detection of F-Formations
[57], [58]. This dataset consists of the free interactions of 10
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TABLE 2
Free-standing convers. groups and face-to-face interaction. Numerical and sensor comparison with other datasets.

Dataset Numb. of Total time Numb. annotated frames Max. group Scenario (context) Sensors
people (minutes) F-Formations Social Actions size (***) Video Audio Wireless Accel.

Cocktail [70] 6 30 320 0 6 Mingle in a lab environment X
CoffeeBreak [21] 10 - 120 0 - Outdoor mingle in social event X

Big Game [35] 32 30 600 0 4 Indoor quiz game in teams X X
Idiap* [37] 50 360 82 0 5 Indoor poster session X
SALSA* [1] 18 60 1200 0 7 Indoor poster session+Mingle X X X X(4*)

MatchNMingle* 92 120 4200** 36000 8 Indoor SpeedDate event+Mingle X X X X
*Dataset is (or will be made) publicly available.
**Every second for 10 minutes of the mingle + every frame during the speed dates.
***Obtained from F-formation annotations provided by each work.
4* SALSA provides processed accel., instead of raw triaxial.

people. Hung and Kr¤ose proposed the IDIAP poster dataset
[37], which consist of a poster presentation, to which 50
people attended, recorded from above and was used by the
authors for F-Formation detection using dominant sets.

2.1.2 Wireless communication datasets
Along with video, works using wireless communication
have had a signi�cant impact in group detection. For exam-
ple, Cattuto et al. [16] collected data from wearable RFID
devices, worn by 25 to 575 individuals during different
social gatherings. As they stated, most efforts at the moment
either: 1) scale to millions of mobile devices but provide
no information about face-to-face interactions, or 2) collect
rich data on face-to-face interactions under lab conditions,
at high cost on deployment. The aim of their dataset was to
achieve a balance a between scalability of device’s deploy-
ment and resolution, while monitoring social interactions.

The sensing platform on [16] was later used by Isella
et al. [39] to collect face-to-face interaction data for more
than 14 000 attendees at a Science Gallery, and a conference.
In this work, the authors focus on a deep analysis and a
comparison of each event, in terms of its context.

Martella et al. [44] collected data from wearable de-
vices recording proximity from 137 participants during a
IT conference. Thus, they could detect group formations
using dynamic proximity graphs. Similarly, Atzmueller et
al. [7] collected data from 77 RFID tags used by participants
during an introductory freshman week. They analyzed the
face-to-face interactions of participants, and investigated the
relation between spatial and social networks, and gender
homophily. Matic et al. [46] collected proximity data from
24 participants, wearing a mobile phone in a known place,
in order to detect social interactions through proxemics
obtained from RSSI values. Unlike MatchNMingle, here the
participants were instructed to (randomly) talk with each
other, so these interaction were natural up to a certain point.

These datasets use a large number of devices, but share
the disadvantage of not having an actual ground truth for
the group formations. Thus, there is no accurate way of
assessing if the interactions detected by the devices indeed
have a social component, from an F-Formation perspective.

2.1.3 Multimodal/Multisensor datasets
The main advantage of current multimodal/multisensor
datasets is that they provide the high scalability of wireless
communication approaches for proximity, while also having
video and/or audio to either use as ground truth or as
complementary source of information.

Using this approach, Hung et al [35] provided the Big
Game dataset, which consists of 32 subjects playing a quiz
game in teams. This dataset was initially used to classify
social actions (eg. speaking), and later used to detect con-
versing groups from wearable acceleration, using video as
ground truth [36]. Also in [46], Matic et al. collected another
set of data in a multimodal approach including accelerome-
ters and proxemics (RSSI values). Although recordings were
provided for 7 working days, only 4 subjects (of�cemates)
participated in the collection of the data, which was later
used to detect social interactions.

The SALSA dataset by Alameda-Pineda et al. [1] is
the work that most closely resembles the MatchNMingle
dataset. SALSA consists of recordings of 18 previously ac-
quainted participants during a poster session, followed by a
mingle, similar to ours. They collected video from multiple
cameras, wearable acceleration, and IR-based proximity us-
ing a commercial version of the sociometer [18]. In addition,
they gathered information about personality traits using the
Big-5 [24], and annotated participant’s position, head/body
orientation, and F-Formations.

Compared to SALSA, MatchNMingle has over 5 times
the number of participants (92) and double the recording
time. This results in a more dynamic scenario where people
change groups more regularly (see Section 4.3.2), and a large
distribution of groups sizes is observed. This allows a better
study of group dynamics (eg. formation, merging, splitting)
and the reasons behind it. This high number of people, while
compare to 18 in SALSA, allows to better regularize the
learning of group behaviors.

In addition, in MatchNMingle the participants were never
assigned a speci�c role and all social interactions are natural
and spontaneous, whereas in SALSA they do have a role for
the poster session part of the dataset. Similar to SALSA, for
MatchNMingle a personality trait survey was also collected.
However, instead of the Big-5 survey, we collected the
HEXACO inventory (100 items) as it has been shown to
better capture the multi-dimensional nature of personality
(see [6] for review and Section 3.3.1 for more).

But, the main difference between SALSA and Match-
NMingle (in the context of free standing conversations) is
the depth and detail of the manual annotations collected
for MatchNMingle, which are based on social constructs
(see Section 5 for more details). Thus, manual annotations
were incorporated for social actions (or behavioral cues)
such as speaking, hand gestures, and hair touching (cue
associated with �irting and important in the context of a
speed date [48]), making it the �rst dataset to incorporate
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TABLE 3
Speed dating events. Numerical and sensor comparison with other

datasets.

Dataset Numb. Time Sensors
dates Date (min) Video Audio Wireless Accel.

Madan et al. [43] 57 5 X
SpeedDate Corpus [40] 991 4 X
Veenstra and Hung [64] 64 5 X

MatchNMingle* 674 3 X X X X
*Dataset is (or will be) publicly available.

such annotations in this context. Thus, our intention is to
provide the research community with labels that are truly
associated with social behavior, in addition to the usual
spatial labels such as position and orientation. These types
of labels will help answer open questions in the domain of
social interactions by examining the data at a higher level
of abstraction (eg. social cues instead of spatial-temporal
positions or actions).

Also, for SALSA the people’s position and head/body
orientation were manually annotated and used to automat-
ically predict F-Formations using the method proposed by
Cristani et al. [21]. On the contrary, for MatchNMingle all
positions and F-Formations are manually annotated directly.
This provides additional resources for training people detec-
tors from a top down perspective, as currently all models are
trained from elevated side views in less crowded scenarios.

Notice that all the above holds while comparing only
the mingle segment of MatchNMingle to SALSA. But Match-
NMingle also incorporates a speed date segment, which is
compared to other efforts in the next subsection.

2.2 Speed Dates
Speed-dating events have been used in the social sciences
for the study of romantic attraction, as they allow for a bal-
ance of experimental control and ecological validity. During
these events, participants meet potential romantic partners
for 3-4 minutes, after which they each indicate (yes/no) if
they would like to meet their partner again after the event.

Data collected during such events is rich, and allows
for the application of sophisticated analytic techniques (e.g.
Kenny’s Social Relations Model [42]). Each participant meets
with a number of interaction partners, which allows for
data to be collected on a large number of interactions using
a relatively small sample. In addition, each participant is
evaluating while simultaneously being evaluated, yielding
data from both perspectives.

Social science researchers have collected various forms of
unimodal and multimodal data to test various hypotheses in
speed-dating studies, including photos ( [12], [20]), video (
[53], [62]) and audio ( [38], [47]). These studies employed
ratings of media given by participants or trained raters,
with the exceptions of [38], who transcribed interactions and
subjected the transcripts to text analysis software, and [47]
who transcribed interactions and extracted features from the
audio, both for a qualitative analysis.

So, despite the number of speed-dating studies, few
have leveraged the potential of ubiquitous technologies to
examine and predict the outcomes of these interactions, or
to assess how speed dates unfold. Table 3 compares all these
efforts to MatchNMingle.

First, Madan et al. [43] and Pentland [52] presented one
of the �rst data collections speci�cally used for the auto-
mated analysis of speed dates. They collected audio data of

57 5-minute speed-dates, and correlated the 4 measures of
vocal social signaling proposed by Pentland [52] to levels
of attraction and friendship. Jurafsky et al. [40] created the
SpeedDate Corpus, which consists of spoken audio of 991 4-
minute speed dates, collected with a shoulder-worn audio
recorder. In order to collect this corpus, they held 3 speed-
date sessions (such as ours). This corpus has been used by
Jurafsky et al. [40] to detect whether the speaker is awkward,
friendly, or �irtatious, and by Ranganath et al. [54], [55] to
investigate the difference between intention and perception
during speed dates.

To the best of our knowledge, Veenstra and Hung [64]
is the only work for which video features are extracted and
used to predict the outcome of speed dates. They collected
video for 64 5-minute speed dates with 16 participants (8 fe-
males), and predicted physical attraction (from self-reported
surveys) and the intent of exchange contact information
using movement-based features from video.

In MatchNMingle, we considerably increased the number
of modalities which recorded the event, aimed for a larger
number participants and added surveys to assess their
predisposition regarding social conduct or personality (see
Section 3.3.1 ).

3 DATA COLLECTION FRAMEWORK

The MatchNMingle dataset was collected during 3 events
over the course of three different weeks, each consisting
of a speed-dating session, followed by a mingle which
resembled a cocktail party. In this section, we describe the
framework of our data collection. 2

3.1 Venue
A local cafe/bar/restaurant was chosen as an ecologically
valid venue for the events. In addition, it was chosen
because 1) it was located in the center of the dormitory
campus, 2) the building had a large, separate room outside
of the dining area that could be used for taking photos and
preparing the registration (see Section 3.5 ), and 3) because
staff allowed researchers to recon�gure the dining area to
suit the needs of the study.

For the speed-dating portion of the study, tables were
arranged in several rows with opposite sex interaction part-
ners facing each other. For the mingling portion of the study,
the tables were re-arranged to create a rectangular area for
participants to enjoy drinks while freely socializing.

3.2 Participant Recruitment
Participants were recruited from a university campus. The
goal was to recruit approximately 30 participants per event,
15 of each sex. Researchers posted �iers around campus
and dormitory buildings, made in-class announcements,
promoted the events on social media, and recruited partici-
pants from their personal social networks. To be a possible
candidate, participants had to be 1) single, 2) heterosexual
and 3) between 18 and 30 years old.

As compensation, apart from the possible outcome of
the speed date event itself, all participants were given in

2. The Ethics Committee of the Faculty of Psychology and Pedagogy
of the VU University Amsterdam (Vaste Commissie Wetenschap en
Ethiek van de Faculteit der Psychologie en Pedagogiek: VCWE) ap-
proved the study, and it was registered under VCWE-2015-037.
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return e10 and 2 free drinks during the event. From prior
data collection experience, we have found that this type of
compensation increases the interest of potential participants.

Participant registration was conducted via an online
survey. The survey screened for relationship status (single
/ not single), sexual orientation (heterosexual, homosexual,
bisexual, other), and age (18-30). Here, they also �lled ques-
tionnaires to test individual differences (see Section 3.3.1).

In addition, the initial survey screened for medicinal
and recreational drug use, recent emotional events, and hair
length for the purposes of hormone sampling. Although
collected, due to the sensitivity of the information, all the
latter can not be made publicly available. However, it is
worth stating that these surveys and hormone baselines
were also collected for all participants during the events.

3.3 Of�ine data collection
3.3.1 Questionnaires
In order to test individual differences among participants,
the initial online registration survey included 1) the HEX-
ACO personality inventory [3], 2) the brief Self Control Scale
(SCS) [60] and 3) the revised Sociosexual Orientation Inven-
tory (SOI) [51]. 3 Only those who �lled these questionnaires
were allowed to participate in the events.

Collecting self-assessments of participants’ personality
facets allows for the comparison of various traits expected
to affect social outcomes. For example, studies have shown
a corelation between people’s attraction and personality
traits [9], [61]. Within a mating and/or interaction context,
inclusion these self-assessments could allow researchers to
see how these predict or affect behavior during the mingle,
and/or speed-dating outcomes.

The HEXACO personality inventory measures person-
ality along 6 dimensions: Honesty-humility, Emotionality,
eXtraversion, Agreeableness, Conscientiousness, and Open-
ness to experience. We chose the HEXACO rather than
the more frequently used 5 factor models such as the Big-
5 or the Five Factor Model (FFM). While the Big-5 and
HEXACO are both derived from the same lexical studies
(see [6] for review), the six-dimensional HEXACO model
has been shown to more optimally capture the data in cross-
cultural replications [5], and to outperform the FFM in both
self-ratings (i.e. when participants complete the inventories
about themselves) and in observer ratings (i.e. when partic-
ipants complete the scale about another individual [4]).

Brie�y, the HEXACO and �ve factor models are related
in a number of ways: 1) extraversion and conscientiousness
are the most similar among all the dimensions to their
�ve factor counterparts, 2) agreeableness and emotionality
in the HEXACO are rotated versions of their �ve factor
counterparts, with traits related to anger loading on HEX-
ACO Agreeableness instead of Big-5 Neuroticism, and traits
relating to sentimentality loading on HEXACO Emotionality
instead of Big-5 Agreeableness, and 3) terms such as honest,
sincere, fair etc. that load on Big-5 Agreeableness are the
separate dimension of HEXACO Honesty-Humility instead
(see [6] for review).

3. Due to privacy issues and the sensitivity of the information, only
the HEXACO inventory is publicly available. For the SOI and SCS,
please contact the authors for possible collaborations.

In addition, each scale in HEXACO can be further sep-
arated into facet-level scales (e.g. Social Self-Esteem, Social
Boldness, Sociability and Liveliness are part of the eXtraver-
sion domain). This survey consists of 100 questions 4 which
are answered on a scale from 1 (strongly disagree) to 5
(strongly agree).

The brief Self Control Scale was designed to assess
dispositional self-control and consists of 10 items such as
I am good at resisting temptation. Each of these items can be
rated in a scale of 1 (not at all like me) to 5 (very much like me).

Finally, the revised Sociosexual Orientation Inventory
assesses attitudes, behaviors, and desire for unrestricted
sexual relationships, with 9 items such as Sex without love
is ok. Sociosexuality has been characterized as an individ-
ual’s attitude, desire, and behavior regarding sexual rela-
tionships: speci�cally, unrestricted individuals have been
shown to have more short-term sexual encounters, consider
uncommitted sexual relationships positively, and engage in
more �irtatious behavior [9], [51]. Similarly to the other
surveys, this could be answered in a scale of 1 to 5.

3.3.2 Frontal photos
Before each event (or during the intermission) three frontal
photographs were taken of all participants: 1) neutral facial
expression, 2) smiling facial expression and 3) full body.
We collected also these as prior research has shown that
facial attributes, such as facial height-width ratio [63] or
closeness of a person’s face to the mean face [32] correlate
with perceived attractiveness.

3.3.3 Hormone baselines
Researchers collected a total of 3 hair samples from each
participant for the purposes of gathering hormonal base-
lines.Strands of hair on the lower back of the head (posterior
vertex) were cordoned off with a string and cut as close to
the scalp as possible. They were cut into �3mm diameter,
with 3cm lengths from the point closest to the scalp, as in
prior research [49]. Results obtained re�ected approximate
3 month averages for each of the measured hormones.
As hormone baselines have been shown to affect behavior
in various contexts, these baselines were collected to test
variance in popularity and selectivity over the course of the
speed dates. Due to privacy issues and the sensitivity of the
information, these baselines can not be made public. Please
feel free to contact the authors for possible collaborations.

3.4 Online data collection
We sensed the entire area of the event through: 1) wear-
able devices recording triaxial acceleration and proximity,
and 2) video cameras arranged in surveillance style, facing
downwards from the ceiling. All the data collected by these
sensors is synchronized to a global time. In addition, after
each speed date all participants �lled a match booklet with
their impressions.

3.4.1 Wearable devices
As they arrived at the venue, participants were given a
device that was to be hung around the neck, emulating a
badge similar to those used in conferences, and to be worn

4. http://hexaco.org/
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Fig. 2. (a) Custom-made wearable device. (b) Distribution of top view
cameras on the venue area. (c) Cameras and devices’ synchronization.

for the duration of the event. These badges (see Figure 2(a))
are custom-made wearable devices designed speci�cally
for applications on social interaction and group dynamics
analysis [25]. They record triaxial acceleration at 20Hz with
a maximum range of �2G. Also, these devices can detect
each other using wireless radio communication. Thus, each
device broadcasts its unique device identi�er (ID) every
second to all neighbor devices within a distance of about
2-3 meters. The reception of this ID by the devices nearby
is considered a binary proximity detection. This way, each
device can create and locally store a binary proximity graph
of its neighbors every second. This communication also
allows the devices to synchronize to a global time-stamp.
Refer to [25] more for technical details.

3.4.2 Video cameras
Top-view, video of the event area was captured using 9
different GoPro Hero 3+ cameras, which were con�gured
to a resolution of 1920 x 1080 (16:9), a sample rate of 30 fps
and a ultra wide �eld of view. Also, each camera recorded
audio (due to privacy issues, audio for each person using
microphones could not be used). Figure 2(b) shows the cam-
era’s distribution on the venue. The GoPro Remote Control
was use to ensure synchronize the cameras. An additional
camera recorded a screen showing the global timestamp
from the wearable devices, as seen in Figure 2(c). Thus, we
can synchronize cameras and wearable devices. The main
reason for using top views is to reduce at a maximum the
interpersonal occlusions, which is higher in side views for
this type of crowded scenes.

For the �rst portion of the event, the 9 cameras are
arranged so each of the 15 tables for the speed dates are cap-
tured by at least one of the cameras. For the second portion
of the event, the tables are set aside to create a rectangular
space for the mingle. For this area, 5 cameras recorded the
mingle with some overlap between the cameras. Figure 3(a)
shows snapshots from 4 of the cameras recording during
the speed dates. These snapshots correspond to cameras
6 to 9 on Figure 2(b). In Figure 3(b) are shown snapshots
from 5 cameras (1 to 5 from Figure 2(b)) during the mingle
session. Notice how our event has different illuminations,
shadows, occlusions, and a crowded environment (during
the mingle), making the data challenging to analyze using
methods solely-based on computer vision.

3.4.3 Speed Date Responses
During each date, participants completed a questionnaire
in the form of a booklet, designed to resemble materials
from a commercial speed-dating event. The booklet format
was used so that the participant could hold one end up-
right, preventing their interaction partner from seeing their

responses. After each date, participants indicated whether
they would like to meet their interaction partner again
(yes/no); a �match� occurred when both participants an-
swered �yes� to this question. In addition, participants
indicated how much they would like to see their interaction
partner again (low = 1, high = 7), and how they would rate
them as a short term sexual partner (low = 1, high = 7), and a
long term romantic partner (low = 1, high = 7). Participants
received an email following the event, with photos of the
faces of their matches. They then indicated which of their
matches they would like their contact details sent to.

3.5 Detailed collection procedure

As participants entered the venue, researchers checked their
registration and assigned them an anonymized participant
number. They were then provided a wearable device show-
ing their participant number (to facilitate the process of
completing the match booklet questionnaire). Women and
men were separated during the entire preparation process to
ensure that their �rst encounter occurred during the speed
dates. During the preparation process, researchers collected
photos of one group (either the men or the women), while
collecting hair samples of the other group (for hormone
baselines). During the break after the 7th speed date, the
groups were reversed so that hair samples and photos could
be taken. For example, if during registration photos were
taken of the women and hair samples were taken from
the men, during the break photos were taken of men and
hair samples were taken from women. After the speed
dates, there was a second break where any remaining hair
samples and photos were collected. Participants of opposite
sex remained separated during all breaks.

The �rst part of the event was the speed dates. Each
participant had an approximately 3-minute date with a
participant of the opposite sex, followed by approximately
1 minute to �ll their match booklet. Once completed, all
participants of the same sex were asked to move to the
next seat. For the rotation process, we alternated the sex
that was asked to move so as to prevent confusion and
regulate �rst impressions. This rotation was repeated until
this portion of the event was complete. Approximately half-
way through the speed-dating session (after the 7th date),
we introduced a pause to reduce the effect of fatigue on
participants’ impressions.

For the second part of the event the participants were
asked to mingle freely within the area limited for this pur-
pose. This area was limited to ensure high spatial density of
people during the mingle. Participants were not instructed
in any way, and could move through, leave and re-enter the
mingle area at will. During this part of the event, soft and/or
alcoholic drinks were provided (2 for free with the option of
purchasing more) in the bar or by request to one of our team
members.5 Snacks were also available for purchase.

4 THE MatchNMingle DATASET

We had a total of 92 single, heterosexual participants (46
women: 19-27 yrs., M = 21.6, SD = 1.9; 46 men: 18-30 yrs.,
M = 22.6, SD = 2.6) divided on 3 events. From these, 16

5. Bar’s staff were not members of our experiment, so a detailed num-
ber of alcoholic drinks ingested by participant could not be collected.






















