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Recommender Systems have become a crucial tool to serve personalized content and to promote online products and media, but also to recommend restaurants, events, news and dating profiles. The underlying algorithms have a significant impact on the quality of recommendations and have been the subject of many studies in the last two decades. In this thesis we focus on factorization models, a class of recommender system algorithms that learn user preferences based on a method called factorization. This method is a common approach in Collaborative Filtering (CF), the most successful and widely-used technique in recommender systems, where user preferences are learnt based on the preferences of similar users.

We study factorization models from an algorithmic perspective to be able to extend their applications to a wider range of problems and to improve their effectiveness. The majority of the techniques that are proposed in this thesis are based on state-of-the-art factorization models known as Factorization Machines (FMs).

In recommender systems, factorization is typically applied to a matrix, referred to as the user-item matrix, that reflects the interactions between users and items. Our first proposal is a set of algorithms, based on FMs, that exploits information that is present beyond the user-item matrix and that is not exploited otherwise with conventional matrix factorization. We show that such algorithms are able to improve the efficiency and the accuracy of the recommendations.

Our second proposal is to extend the applicability of FMs to ranking problems in recommender systems. FMs are originally designed to address the rating prediction problem, where the underlying model is optimized to learn from and to predict user ratings. Ranking problems, on the other hand, have a rather different view and approach to generate recommendations. They are optimized to learn a ranking for items and can be trained not only using explicit ratings but also using binary or unary user feedback, making them a favorable approach to create recommendations when explicit user feedback is not available. Our second proposal aims to combine the flexibility and expressiveness of FMs with advantages of ranking models, and to benefit from both approaches. We propose an adapted optimization technique to be able to properly exploit FMs to implement ranking. This proposal is later extended with further adaptation to be able to effectively learn from multiple types of positive feedback. We show that the underlying signal (such as click or share) through which user provides feedback, contains useful information that is not typically exploited by conventional CF models. Our proposal is able to distinguish such signals from each other to learn models that are more accurate representations of user preferences.

Our third proposal turns to the underlying training algorithm in FMs and aims to learn the importance of features with additional weight parameters. This proposal, referred to as Weighted Factorization Machines (WFM), is applied for both scenarios of rating prediction and ranking, and their applications on context-aware and cross-domain
recommendations. The ability of WFM to learn weights can avoid a time-consuming search to find optimal weights for features. WFM improves the accuracy of rankings and maintains competitive accuracy for rating prediction, compared to the state-of-the-art approaches.

The last chapter of this thesis proposes a set of ideas based on the insights that are learned in the course of our research on factorization models, and can be further investigated in future studies.
SAMENVATTING

Recommender-systemen, systemen die aanbevelingen doen, zijn een cruciaal hulpmiddel geworden voor het aanbieden van gepersonaliseerde inhoud, en voor het promoten van online producten en media, maar ook om restaurants, evenementen, nieuws en datingsprofielen aan te bevelen. De onderliggende algoritmen hebben een significante invloed op de kwaliteit van aanbevelingen en zijn het onderwerp geweest van vele studies in de afgelopen twee decennia.

In dit proefschrift richten we ons op factorisatiemodellen, een klasse van recommendersysteemalgoritmen die gebruikersvoorkeuren leren door een methode dat factorization of factorisatie wordt genoemd. Deze methode is een gebruikelijke aanpak in Collaborative Filtering (CF), de meest succesvolle en meestgebruikte techniek in recommendersystemen, waarbij gebruikersvoorkeuren worden geleerd op basis van de voorkeuren van vergelijkbare gebruikers.

We bestuderen factorisatiemodellen vanuit een algoritmisch perspectief om hun toepassing uit te breiden naar een groter aantal problemen en om hun effectiviteit te verbeteren. De meeste technieken die in dit proefschrift worden voorgesteld zijn gebaseerd op state-of-the-art factorisatiemodellen die bekend zijn als Factorization Machines (FM’s).

In recommendersystemen wordt het factorisatieproces meestal toegepast op een matrix, die de interacties tussen gebruikers en items weergeeft. Deze matrix wordt de user-item-matrix genoemd. Ons eerste voorstel is een reeks algoritmen, gebaseerd op FM’s, die informatie benut die buiten de user-item-matrix aanwezig is en die anders niet wordt benut met conventionele factorisatiemodellen. We laten zien dat dergelijke algoritmen in staat zijn om de efficiëntie en nauwkeurigheid van de aanbevelingen te verbeteren.

Ons tweede voorstel is om de toepasbaarheid van FM’s op rangordeproblemen in recommendersystemen uit te breiden. FM’s zijn oorspronkelijk ontworpen om het probleem om beoordelingen te voorspellen aan te pakken, waarbij het onderliggende model geoptimaliseerd is om beoordelingen van gebruikers te leren en te kunnen voorspellen. Rangordeproblemen hebben daarentegen een nogal andere visie en aanpak om aanbevelingen te genereren. Ze zijn geoptimaliseerd om items te rangschikken en kunnen niet alleen worden getraind met behulp van expliciete beoordelingen, maar ook met behulp van binaire of unaire gebruikersfeedback, waardoor ze een gunstige manier zijn om aanbevelingen te genereren wanneer expliciete gebruikersfeedback niet beschikbaar is. Ons tweede voorstel is erop gericht om de flexibiliteit en expressiviteit van FM’s te combineren met de voordelen van rangschikkingsmodellen en dus te profiteren van beide aanpakken. We stellen een aangepaste optimalisatietechniek voor om FM’s goed te kunnen exploiteren en hiermee te kunnen rangschikken. Dit voorstel wordt later uitgebreid met een verdere aanpassing om effectief te kunnen leren van meerdere soorten positieve feedback. We laten zien dat het onderliggende signaal (zoals muisklikken of deelacties) waarmee de gebruiker impliciet feedback geeft, nuttige informatie bevat die normaal niet door conventionele CF-modellen wordt gebruikt. Ons voorgestelde aanpak is in
staat om dergelijke signalen van elkaar te onderscheiden om modellen te leren dieaccuratere representaties zijn van gebruikersvoorkeuren.
Ons derde voorstel keert zich tot het onderliggende trainingsalgoritme in FM’s enheeft als doel om het belang van features (kenmerken) met additionele gewichtsparameters te leren. Dit voorstel, Weighted Factorization Machines (WFM) genoemd, wordttoegepast voor beide scenario’s: het voorspellen en rangschikken van beoordelingen en hun toepassingen op context-aware en cross-domain aanbevelingen. Het vermogen van WFM om gewichten te leren kan een tijdrovende zoekoperatie om optimalegewichten voor features te vinden voorkomen. WFM verbetert de nauwkeurigheid bijhet rangschikken en behoudt een concurrerende nauwkeurigheid bij het voorspellenvan beoordelingen in vergelijking met state-of-the-art oplossingen.
Het laatste hoofdstuk van dit proefschrift biedt een reeks ideeën op basis van inzichten die zijn verkregen tijdens ons onderzoek naar factoriseringsmodellen en die in toekomstige studies verder kunnen worden onderzocht.
I

Prelude
1

INTRODUCTION

Factorization models are state-of-the-art models for collaborative filtering, a class of recommender systems algorithms that generate recommendations by automatic prediction (filtering) of user’s interest based on the interests of other users. In this thesis, we focus on Factorization Machines (FMs), a general factorization framework that can mimic other factorization models by feature engineering.

In this chapter we first provide a short introduction about recommender systems and collaborative filtering. We then briefly describe factorization models and in particular Factorization Machines and further discuss over advantages and limitations of FMs. We further introduce some problems in recommender systems and explain how we address those problems with advanced factorization models, as introduced in the technical chapters of this thesis.
1. INTRODUCTION

1.1. RECOMMENDER SYSTEMS

Recommender Systems are a subclass of information retrieval systems that seek to generate recommendations that fit users’ interest. Recommender systems are essential tools in promoting products and services in a wide range of applications including online shopping, movie and music streaming services, social networks, professional networks and news services. Recommendations in YouTube account for about 60% of clicks in its home page [21]. Netflix reports [32] that 80% of its movies are discovered through recommendations. Spotify [42] and Pandora¹, two giant music streaming services, also report the critical role of recommender systems in the success of their services.

Recommender Systems algorithms are generally classified into two groups: content-based methods and Collaborative Filtering (CF). Content-based methods utilize the features of items to recommend similar items to the item that user consumed. CF approaches generally learn user’s interest by relying on the behavior of similar users. CF is generally more popular than content-based methods due to its superior performance and accuracy [22]. CF methods however, suffer from the cold-start problem, that is, when the system does not have enough information about new users and items. In such cases the content-based methods are superior [105]. In many real-world scenarios, hybrid methods, combination of content-based and collaborative filtering methods are used [2, 14].

Recommender system algorithms typically rely on predicting a utility for user-item interactions. The items with high utility with respect to a user are recommended to the user. Most of the early recommender systems are addressing the rating prediction problem, that is, they are optimized to predict the rating that a user might give to an item. In such cases user rating is considered as the utility of user-item interactions. The predicted utility is then used to rank items and the top items are recommender to the user [69]. Another class of recommender system algorithms are optimized to directly rank items based on the preferences of the users. This class of algorithms is particularly useful when explicit user ratings are not available. In such cases implicit user feedback (such as ‘click’, ‘bookmark’ or ‘add-to-basket’) are exploited in order to learn a ranked list.

1.2. COLLABORATIVE FILTERING

Collaborative Filtering (CF) is the most popular and successful method in recommender systems, which is based on the idea that users with common interests in the past are likely to have similar interests in future. Most of the successful and recent recommender systems methods are based on CF methods [114]. Collaborative Filtering is also the winner of the Netflix contest competition [10]. Recently efforts have been done to combine CF methods with deep learning [36, 123] to benefit from the advantages of the two techniques.

In CF techniques, user-item interactions are typically represented by a matrix where rows represent the users, columns represent the items and each cell contains the rating of a user to an item, if available. The objective of a rating prediction problem is to predict the ratings in the missing cells. CF methods can be classified into two categories: memory-based and model-based methods. In the following we provide a brief overview

¹http://www.theserverside.com/feature/How-Pandora-built-a-better-recommendation-engine
of both techniques.

1.2.1. Memory-based Collaborative Filtering

Memory-based algorithms, also known as neighborhood methods, directly use the stored ratings to predict the utility of user-item interactions. Memory-based methods take into account the similarities of users or items to calculate ratings. Recommendations can be generated from a user-centric point of view, where the predictions are calculated as weighted average of ratings given by similar (neighbor) users. In this case the similarities of users are considered as weight parameters. From an item-centric point of view, the similarities of all items to a target item $i$ are calculated and then regarded as weight parameters to calculate the weighted average of user’s rating for the target item. Similarities can be calculated using Pearson correlation method or by using the cosine similarity method. Users (items) are represented by feature vectors where features are items (users) and the ratings are the value of the features.

Memory-based methods are simple to implement, and the recommendations are easy to explain. However, theses methods have limited scalability on large datasets [114].

1.2.2. Model-based Collaborative Filtering

Model-based approaches take another perspective to predict user ratings. In contrast to the memory-based methods where the predictions are calculated based on the stored ratings, model-based approaches use the available ratings to learn a model to predict the utility of user-item interactions.

Among several model-based CF methods, factorization models [53] are the most popular model-based CF methods and have attracted majority of CF research due to their superior accuracy and scalability, as witnessed by the model that won the Netflix competition [8]. Other model-based methods include Maximum Entropy models [132], Latent Dirichlet Allocation [56], Singular Value Decomposition [12] and mixture models [52]. In this section we briefly review factorization models.

Factorization models learn a representation of users and items in a shared latent feature space. Predictions are calculated based on how similar the users and items are in this latent space. The features in the latent space are called factors and the process of learning those factors is referred as factorization. Since user-item interactions are typically represented as a matrix, this technique is also referred as Matrix Factorization (MF). The utility of a user-item interaction is calculated as the inner product of the two vectors. In rating prediction problems, user’s rating is considered as the utility of interactions and the model learns to predict the ratings. Figure 1.1 illustrates a user-item matrix and the two factorized matrices of $P$ and $Q$, which represent the learned factors for users and items.

Early matrix factorization techniques use Singular Value Decomposition (SVD), a popular technique to factorize a matrix to a latent semantic space [12]. The SVD technique however, cannot deal with missing values and thus the missing values are typically filled with 0, resulting to a poor performance. Moreover, the SVD technique is very prone to over-fitting and causes the model to be less general. Recent techniques learn the latent factors only from the observed rating by solving an optimization problem. For the rating prediction problem the latent factors are learned by optimizing a regularized loss
1. INTRODUCTION

Figure 1.1: Representation of a general matrix factorization model. User and items are factorized (projected) into a joint latent space. A missing rating (shaded cell in this figure) is predicted by calculating the inner product of the learned factors of the corresponding user and item. Parameter \( k \) is the dimensionality of factorization (number of factors).

function (typically squared loss) based on the training data. The optimization problem can be solved by different techniques, among which Stochastic Gradient Descent (SGD) and Alternative Least Square (ALS) are two mostly used techniques [55].

1.3. ADVANCED FACTORIZATION MODELS

Factorization models are not only limited to rating prediction problems nor to the user-item matrix. Real-world scenarios can be more complicated and capabilities of factorization models are also more than predicting users’ rating. In this section we present advanced factorization models that can address wider range of problems in recommender systems and can leverage more recent state-of-the-art techniques and learning algorithms. We first introduce Factorization Machines (FMs), an advanced factorization model that is the basis of most of the models that we proposed in this thesis and further discuss about their advantages and limitations. We then present three challenges that we covered in this thesis, review some related work and discuss how they can be addressed with advanced factorization models.

1.3.1. FACTORIZATION MACHINES

Factorization Machines [89], are general factorization models that can mimic other factorization models by feature engineering, i.e., using domain knowledge to create features. In contrast to matrix factorization models where user-item interactions are represented by a matrix, in FMs each user-item interaction is represented by a feature vector similar to supervised machine learning approaches. Such representation makes FMs a flexible model since additional information can be encoded to feature vectors as auxiliary features and the underlying model of FMs can seamlessly exploit such features and possibly learn a more accurate model. For example, if context of user-item interactions are available in a dataset, such context can be encoded as auxiliary features in FMs and a context-
1.3. **Advanced Factorization Models**

Factorization Machines user-item interactions are represented in terms of feature vectors. Each cell (rating) in the user-item matrix is represented by a single feature vector $\mathbf{x}$ and the rating is considered as the output of the model ($y$) corresponding to that feature vector.

Figure 1.2: In Factorization Machines user-item interactions are represented in terms of feature vectors. Each cell (rating) in the user-item matrix is represented by a single feature vector $\mathbf{x}$ and the rating is considered as the output of the model ($y$) corresponding to that feature vector.

An attribute-aware model can be learned. In [92], Rendle showed how several factorization models such as matrix factorization, SVD++ [53] and attribute-aware matrix factorization [26] can be modeled by factorization machines based on feature engineering. Factorization Machines have also been successfully applied in context-aware recommendation [99], Cross-Domain collaborative filtering [78] and Social Recommendations [70]. In addition to their flexible representation, FM models are accurate and scalable models. In the past few years, FMs became very popular not only in the academic world, but also as a popular solution for industries. Recently, FMs have been offered as a managed machine learning service in Amazon SageMaker. Most of the advanced factorization models that we propose in this thesis are based on FMs.

The standard FMs are designed for data with explicit feedback (such as user ratings). A user rating in FMs is represented by a sparse feature vector where each user and item corresponds to a feature (thus the number of features is the sum of cardinalities of users and items). The target (output) of the FMs model is considered to be the rating, which we want to predict. Figure 4.1 illustrates how a user-item matrix can be represented by feature vectors in FMs. The set of feature vectors with their corresponding model output (rating) is referred as FMs design matrix.

The underlying model of FMs learns to predict the user’s rating given a user-item feature vector. Similar to the case of matrix factorization, the model parameters in FMs are learned by optimizing an objective function, which is defined based on the training data. The objective function is typically a squared loss over training samples together with regularization terms to prevent over-fitting. The optimization can be done with three different methods [92]: Stochastic Gradient Descent (SGD), Alternating Least Square (ALS) and Markov Chain Monte Carlo (MCMC).

Factorization Machines have several advantages compared to other factorization models. In [72] we listed three advantages for FMs, namely, generalization, expressiveness

---

2 https://docs.aws.amazon.com/sagemaker/latest/dg/fact-machines.html
and performance. FMs are a general model since they learn from interactions between any pairs of features (not only user-item interactions). Furthermore, they can learn the model from higher-order interactions (for example user-item-context interactions). FMs are expressive due to their flexible representation model. Several factorization techniques can be represented by factorization machines by feature engineering. And finally FMs are accurate and scalable models as witnessed by several studies [13, 47, 92, 93, 99].

Despite their advantages, the standard model of FMs are only optimized for rating prediction problems and might not be necessarily an effective model if explicit feedback is not available. Furthermore, FMs offer a possibility to exploit additional information in terms of auxiliary features. However, the extent to which auxiliary features are effective is not thoroughly studied. In Section 1.3.3, we introduce some advance factorization models based on FMs that cover some of the issues we mentioned.

1.3.2. Beyond the User-Item Matrix
Factorization Machines are not the only models that can exploit information beyond the user-item matrix. In the past few years a notable body of research has been dedicated to leveraging additional information that is available beside the user-item matrix. The additional source of information can be related to users and items (e.g., user demographic, item features) or it can be pertained to the user-item interactions, typically reflecting the context of such interactions.

The side information can be used to pre- or post-filter recommendation results or can be exploited within the recommendation algorithms [84]. A comprehensive overview of the collaborative filtering methods that exploit information beyond the user-item matrix can be found in [112]. In their work, Shi et al. introduce three categories of algorithms that exploit side information beyond the user-item matrix: extensions for memory-based techniques, extensions for model-based techniques and graph-based collaborative filtering methods. In the first category, side information is used to better estimate similarities between users and items [14, 122]. The second category exploits side information in the underlying model. An example in this group is Collective Matrix Factorization (CMF) [115] where user-item matrix and side information are jointly factorized. Factorization of side information (such as movie-genre matrix) can alleviate sparsity problem and lead to more accurate latent factors. The third category leverages graph-based algorithms where typically connections between users and items are exploited to deal with the cold-start problem. An example of such approaches is TrustWalker [44], where knowledge of the trust network among users are exploited based on a random-walk algorithm to alleviate sparsity problems and to learn a more accurate model.

As mentioned earlier, Factorization Machines are also able to leverage side information beyond the user-item matrix. The advantage of FMs compared to other models is that the side information can be exploited by embedding it as additional features and in contrary to the other approaches the underlying model remains the same or can be adapted with minor changes. An example of FMs that exploits side information without adapting the underlying model is [99] where FMs have been used for context-aware recommendations.

The side information can be even beyond user, item and context features and can be derived from other domains. In Chapter 2 we propose a method based on FMs that
exploits user-item interactions in auxiliary domains (for example user feedback in an online movie store) to improve recommendations in a target domain (such as a book store). This method and similar approaches are also referred as cross-domain collaborative filtering methods. A brief survey of such approaches can be found in [63].

1.3.3. Beyond Rating Prediction
In many practical situations user feedback is not available in terms of explicit ratings and only implicit feedback from users such as click or download is collected. Implicit feedback is typically unary and positive-only. Examples of feedback in social media and online shopping that can be considered as positive feedback are ‘like’, ‘add-to-favorites’ and ‘bookmark’. Examples of implicit feedback, which are typically regarded as positive signal, are ‘click’, ‘share’ and ‘add-to-basket’. In some systems negative feedback can also be collected [46, 85]. Due to the absence of explicit ratings in such systems, algorithms that are optimized to predict ratings are not effective for generating recommendations. In such scenarios, the recommender model is trained to learn the optimal ranking for each user. Such approaches are also referred to as top-N recommendation models [24], as they recommend the top-N items in the ranked list. Learning-to-rank methods in recommender systems can be very effective also for datasets with explicit feedback [111].

For datasets with implicit feedback, collaborative filtering can also be implemented with memory-based or model-based approaches. Similar to rating prediction problems, memory-based methods [69] can generate recommendations by estimating similarities of users based on their implicit feedback. Alternatively, item similarities [68] can be estimated to recommend similar items to the items that user consumed.

Most of the model-based approaches for datasets with implicit feedback are based on factorization. Factorization-based approaches can be classified into three groups based on the underlying optimization models. The first group are point-wise methods, which learn to predict the utility of user-item interactions (i.e., predicting points) based on a loss function that is optimized for prediction. A successful example from this group is Weighted Regularized Matrix Factorization (WRMF) [39]. In this method user feedback is regarded as binary data and the user and the item factors are leaned with an optimization technique similar to the matrix factorization. The second group are pairwise methods. An outstanding example in this group is Bayesian Personalized Ranking (BPR) [97], which learns user and item factors by learning to rank pairs of items with respect to users. The third group are list-wise models, where model parameters are learned by directly optimizing a ranking metric such as Mean Reciprocal Rank (MRR) [109], Expected Reciprocal Rank (ERR) [107] or Mean Average Precision (MAP) [108].

In Chapter 3, we introduce model-based approaches for learning from implicit feedback, and in particular our proposed model, which is based on Factorization Machines. In this chapter we borrow the pair-wise optimization idea of BPR and apply it to FMs. We refer to this model as FM-Pair. We further evaluate the effectiveness of this approach on two problems of context-aware and cross-domain recommendation (for datasets with implicit feedback).

Chapter 4, which is built based on the FM-Pair model, adapts the optimization process of FM-Pair in such a way that multiple types of user feedback (such as click, or like) can be exploited simultaneously. The proposed technique in this chapter focuses on
1.1.1. Introduction

the process that samples the training data points. Among the related work in this area, Gantner et al. [29] and Rendle et al. [95] propose two approaches where the underlying algorithm of BPR is extended to sample better items from training set resulting to a faster convergence of the algorithm. A similar direction of research exploits active learning strategies to elicit “useful” user feedback to generate better recommendations. A survey of such techniques can be found in the work of Elahi et al. [25]. In Chapter 4, we exploit the type of user feedback to sample more informative training points in order to learn a more accurate representation of user preferences. We refer to this process as multi-channel sampling. The performance of the multi-channel sampling method is also evaluated in terms of item coverage and time-complexity.

1.3.4. Advanced Learning Models

The underlying learning algorithms that are used to learn a collaborative filtering model have significant impact on the quality and scalability of the models. A vast majority of research in collaborative filtering is devoted to improving the underlying algorithms of different CF models or introducing new machine learning techniques for collaborative filtering. A comparative study of several collaborative filtering algorithms can be found in [59].

In the scope of factorization, proposed techniques either introduce extensions that enables the model to exploit additional data, or improve the underlying model of learning. Bayesian Matrix Factorization [86] and TagiCofi [131] are examples of extensions to matrix factorization that are capable of exploiting additional data. An example of algorithms that try to improve the underlying factorization models is Non-negative Matrix Factorization [79], which proposes to solve the optimization in matrix factorization with a non-negativity constraint.

In the line of research on Factorization Machines, some studies propose to improve the underlying model of FMs. Gaussian Process Factorization Machines [80] is an extension of FMs where interaction between features are modeled with Gaussian kernels. Field-aware Factorization Machines [48] is another extension of FMs, where several representations of features are learned depending on the field (group) that the feature belongs to. For example, assuming that user, item and context feature each represent a group of features, two set of latent factors are learned for users where the first set is used to interact with items and the second set is used to interact with context. Attentional Factorization Machines [126], employs a neural network model where additional parameters are learned to reflect the importance of interactions between features in FMs. In Chapter 5 we introduce Weighted Factorization Machines, an extension to FMs model where weight parameters are learned for groups of features. Such weight parameters can control the contribution of different feature and prevent the model to be negatively influenced by noisy data.

1.4. Contributions of this Thesis

The purpose of this thesis is to study and extend the capabilities of factorization models to a wider range of problems in recommender systems and benefit from their advantages to address real-world recommendation scenarios. The majority of the factorization
techniques that we developed in the course of this thesis are based on FMs. In this thesis, we propose solutions, mainly based on FMs, for common scenarios in recommender systems such as cross-domain recommendation, top-N recommendation, and learning from multiple user feedback. Further details about the contribution of this thesis and the research questions that we answered are described below.

1.4.1. Outline
This thesis is divided into seven chapters. These chapters are grouped into several parts, with three core parts (Parts II, III, IV) that represent the technical contribution of this thesis. Each of these three parts consists of one, two or three chapters that study factorization model from one particular aspect. Part II proposes techniques that exploit information that is not limited to the user-item matrix. In part III, we study factorization models that are beyond the rating-prediction problem, and can be applied to ranking problems. Part IV focuses on the learning methods of FMs and proposes improved learning mechanism for rating-prediction and ranking.

Beside the technical parts, in part V we briefly introduce the implementation framework that we developed in the course of this thesis, which is used for the majority of the experiments in this dissertation. Below we outline the scope and contribution of each chapter.

Chapter 1 (this chapter) provides a general overview of recommender systems, outlines the two classes of algorithms for generating recommendations and describes in more details factorization models, a popular and successful model for collaborative filtering. In this chapter we also briefly introduce Factorization Machines and we present the necessary background to the reader so that the story of the thesis becomes clearer.

In Chapter 2, we address the problems that can be solved based on the standard model of Factorization Machines for rating prediction. We introduce three different applications of rating prediction with FMs. The first application (Chapter 2A) exploits FMs for the task of cross-domain recommendation. We propose a method to encode information from auxiliary domains as additional features in the FM model that is trained on a target domain.

The second application (Chapter 2B) exploits additional information that is inherent in the user-item matrix (but not directly exploited by conventional matrix factorization) to improve the accuracy of recommendations. We refer to this approach as ‘Free-lunch’ enhancement, since we are not using any additional data beside the user-item interactions.

The third application (Chapter 2C), which is inspired by the first application, proposes an alternative way to train a collaborative filtering model using Factorization Machines. In this approach, instead of training the model with the entire training dataset, the model is trained by directly using a slice of interest from the training data while the rest of data is exploited indirectly by auxiliary features in FMs.

All the above problems are applied for rating prediction problem as the standard model of FMs are designed for rating prediction. In this chapter we answer the following research questions:

- Can we use Factorization Machines to address the cross-domain recommendation problem? How effective can FMs be for this problem?
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- Can we use auxiliary features that are extracted from the user-item matrix in FMs and if yes how effective they are?

- Can we train a recommender model with FMs more efficiently by training on the ‘right’ slice of data?

In Chapter 3, we propose to exploit Factorization Machines for ranking problems in collaborative filtering. In this chapter we discuss limitations of the standard FMs model and propose an alternative way to train FMs model when explicit user feedback is not available. This chapter introduces FM-Pair, an extension of FMs that enables them to be used for ranking problems (top-N recommendation). We study the effectiveness of this method in two different recommendation scenarios namely, Context-Aware recommendation and Cross-Domain collaborative filtering. Chapter 3 explains the implementation details of our extended FMs model and evaluate this model on several datasets. In this chapter we answer the following research questions:

- Can we use the standard model of FMs for ranking (instead of rating prediction)? Is that an effective model?

- How can we effectively use FMs for learning-to-rank? Can we apply a pairwise optimization model for FMs and use them for datasets with implicit feedback?

- If the answer to the previous question is yes, how effective would be such method for problems such as context-aware and cross-domain collaborative filtering?

In recommender systems different types of user feedback can be collected. Chapter 4, which is build based on the previous chapter, goes beyond the conventional training algorithms and propose two methods to exploit multiple types of user feedback (example of positive feedback are ‘click’, ‘like’, ‘add-to-basket’ and so on) to improve recommendations. In this chapter, Factorization Machines have been utilized to effectively learn user preferences from multiple user feedback. We show that conventional integration of auxiliary information as features is not always the best way to exploit additional data with FMs. We then propose an adapted sampling mechanism, to sample data from the training set, in order to better learn the underlying recommender model. This chapter answers the following research questions:

- Does a recommender model that uses multiple types of feedback generally perform better that a model that does not exploit all feedback channels?

- Can we exploit types of feedback as auxiliary features in FMs and how effective such method would be?

- Can we use types of feedback to better sample training data from our dataset and if yes, is it more effective than conventional integration of information in FMs (i.e., exploiting such knowledge as auxiliary features)?

- What are the different possibilities of sampling? Which method works best on different datasets?
Chapter 5 turns to the underlying model of Factorization Machines and proposes an extension to the model where the importance of feature can be learned by the model to potentially train a more accurate recommendation model. We propose weighted Factorization Machines (WFM), where the model learns weights for groups of features and uses the learned weights to predict the utility of user-item interactions more precisely. In this chapter we propose two adaptations of FMs optimization algorithms for datasets with explicit and implicit feedback to learn the weight parameters that we introduced in the model. Chapter 5 answers the following research questions:

- Can we learn the importance of features as well as other model parameters in Factorization Machines?
- Can we train more accurate recommender models by learning weights for different groups of features? How can it be applied for datasets with implicit feedback?

In Chapter 6 we briefly present WrapRec, an evaluation framework for recommender systems, where the majority of the algorithms that we introduce in this dissertation are implemented. In this chapter we also highlight different approaches for evaluation of recommender systems using the WrapRec toolkit and describe capabilities of WrapRec for several types of experiments.

Chapter 7 summarizes this dissertation, draw some conclusions, discusses about the lessons that are learned, and suggests some future directions in this topic.

1.5. HOW TO READ THIS THESIS
The scientific contribution of this thesis is written in parts II, III and IV. Part V, briefly describes WrapRec, the framework that we developed in the course of our research. Each technical chapter of this thesis (except Chapter 3) is connected to one publication, which is referenced at the beginning of the chapter. In this book, we retain the original form of publications with minor modifications. Each chapter represents an independent work that can be read without necessarily reading previous chapters. As a consequence, there might be similar topics in the introductory and related work sections of the technical chapters and the notation and terminology might vary slightly across them.

1.6. LIST OF PUBLICATIONS
The papers that are published in the course of this thesis is listed below. For the papers that are directly connected to this dissertation, the reference to the corresponding technical chapter is added in parenthesis.

- Loni, Babak, Roberto Pagano, Martha Larson, and Alan Hanjalic. "Top-N Recommendation with Multi-Channel Positive Feedback using Factorization Machines" In ACM Transactions on Information Systems (TOIS). Accepted. 2018. (Chapter 4)


• Loni, Babak, Martha Larson, Alexandros Karatzoglou, and Alan Hanjalic. "Recommendation with the Right Slice: Speeding Up Collaborative Filtering with Factorization Machines." In RecSys Posters. 2015. (Chapter 2C)


• Loni, Babak, Yue Shi, Martha Larson, and Alan Hanjalic. "Cross-domain collaborative filtering with factorization machines." In European conference on information retrieval, pp. 656-661. Springer, Cham, 2014. (Chapter 2A)
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BEYOND THE USER-ITEM MATRIX
Factorization machines offer an advantage over other existing collaborative filtering approaches to recommendation. They make it possible to work with any auxiliary information that can be encoded as a real-valued feature vector as a supplement to the information in the user-item matrix. We build on the assumption that different patterns characterize the way that users interact with (i.e., rate or download) items of a certain type (e.g., movies or books). We view interactions with a specific type of item as constituting a particular domain and allow interaction information from an auxiliary domain to inform recommendation in a target domain. Our proposed approach is tested on a data set from Amazon and compared with a state-of-the-art approach that has been proposed for Cross-Domain Collaborative Filtering. Experimental results demonstrate that our approach, which has a lower computational complexity, is able to achieve performance improvements.

---

1This chapter is published as Loni, Babak, Yue Shi, Martha Larson, and Alan Hanjalic. "Cross-domain collaborative filtering with factorization machines." In European conference on information retrieval, pp. 656-661. Springer, Cham, 2014.
2A.1. INTRODUCTION

Cross-domain Collaborative Filtering (CDCF) methods exploit knowledge from auxiliary domains (e.g., movies) containing additional user preference data to improve recommendation on a target domain (e.g., books). While relying on a broad scope of existing data in many cases is a key to relieving the problems of sparse user-item data in the target domain, CDCF can also simultaneously benefit different data owners by improving quality of service in different domains.

In most CDCF approaches (e.g., [64], [82]) it is assumed that user behavior in all domains is the same. This assumption is not always true since each user might have different domains of interest, for example, rating items consistently more frequently or higher in one domain than in another. In a recent work, Hu et al. [38] argue that CDCF should consider the full triadic relation user-item-domain to effectively exploit user preferences on items within different domains. They represent the user-item-domain interaction with a tensor of order three and adopt a tensor factorization model to factorize users, items and domains into latent feature vectors. The rating of a user for an item in a domain is calculated by element-wise product of user, item and domain latent factors. A major problem of tensor factorization however, is that the time complexity of this approach is exponential as it is $O(k^m)$ where $k$ is the number of factors and $m$ is the number of domains.

In this chapter we exploit the insight that user preferences across domains could be deployed more effectively if they are modeled separately on separate domains, and then integrated to generate a recommendation on the target domain. We therefore address the problem with factorization machines (FM) [92], which make such modeling possible. In addition, the FMs are more flexible than the tensor representation regarding the ways of capturing the domain-specific user preferences and could lead to more reliable recommendations. Finally, FMs are polynomial in terms of $k$ and $m$, making them computationally less expensive than tensor factorization models [92].

FMs have already been applied to carry out CF in a single domain, [92, 99], but have yet to be exploited to address the CDCF problem. Here we apply FMs to cross-domain recommendation in a way that allows them to incorporate user interaction patterns that are specific to particular types of items. Note that in this chapter, we define a domain as a type of item. The set of users is not mutually exclusive between domains, but we assume that their interaction patterns differ sufficiently to make it advantageous to model domains separately. The novel contribution of our work is to propose an extension of FMs that incorporates domains in this pattern and to demonstrate its superiority to single domain approaches and to a state-of-the-art CDCF algorithm.

2A.2. RELATED WORK

Cross-Domain Collaborative Filtering: An overview of CDCF approaches is available in Li [114]. Here, we restrict our discussion of related CDCF approaches to mentioning the advantages of our approach compared to the major classes of existing algorithms. Rating pattern sharing algorithms, exemplified by [64], groups users and items into clusters and matches cluster-level rating patterns across domains. The success of the approach depends, however, on the level of sparseness of user-item information per
domain. Latent feature sharing approaches, exemplified by [82], transfer knowledge between domains via a common latent space and are difficult to apply when more than two domains are involved [38]. Domain correlation approaches, exemplified by [110], use common information (e.g., user tags) to link domains and fail when such information is lacking.

**Factorization Machines**: Factorization Machines (FM) [92] are general models that factorize user-item collaborative data into real valued feature vectors. Most factorization models such as Matrix Factorization can be modeled as a special case of FM [92]. Despite typical CF models where collaboration between users and items are represented by a rating matrix, in factorization machines the interaction between user and item is represented by a feature vector and the rating is considered as class label for this vector. More specifically let’s assume that the data of a rating prediction problem is represented by a set \( S \) of tuples \((x, y)\) where \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \) is a \( n \)-dimensional feature vector and \( y \) is its corresponding label. Factorization machines model all interactions between features using factorized interaction parameters. In this chapter we adapted a FM model with order \( d = 2 \) where only pairwise interaction between features are considered. This model can be represented as follows:

\[
\hat{y}(x) = w_0 + \sum_{j=1}^{n} w_j x_j + \sum_{j=1}^{n} \sum_{j'=j+1}^{n} w_{j,j'} x_j x_{j'} \tag{2A.1}
\]

where \( w_j \) are model parameters and \( w_{j,j'} \) are factorized interaction parameters and are defined as \( w_{j,j'} = v_j^T v_{j'} \) where \( v_j \) is \( k \)-dimensional factorized vector for feature \( j \). For a FM with \( n \) as the dimensionality of feature vectors and \( k \) as the dimensionality of factorization, the model parameters that need to be learnt are \( \Theta = \{w_0, w_1, \ldots, w_n, v_{1,1}, \ldots, v_{n,k}\} \). Three learning approaches have been proposed to learn FMs [92]: Stochastic Gradient Descent (SGD), Alternating Least-Squares (ALS) and Markov Chain Monte Carlo (MCMC) method. We exploit all 3 methods in this chapter.

### 2A.3. Cross-Domain CF with Factorization Machines

Assume we are given collaborative data of users and items in \( m \) different domains \( \{D_1, \ldots, D_m\} \). The domains are different based on the type of items that exists in them. While rating information for a user might be very sparse in one domain (e.g. Books), he might have rich collaborative data in another domain (e.g. movies). The purpose of cross-domain CF is to transfer knowledge from different auxiliary domains to a target domain to improve rating predictions in the target domain.

To understand our approach, without loss of generality lets assume \( D_1 \) is the target domain and \( \{D_2, \ldots, D_m\} \) are the auxiliary domains. Also consider \( U_j \) and \( I_j \) as the set of users and items in domain \( D_j \). The standard rating prediction problem in the target domain \( D_1 \) can be modeled by a target function \( y : U_1 \times I_1 \rightarrow \mathbb{R} \). We represent each user-item interaction \((u, i) \in U_1 \times I_1 \) with a feature vector \( x \in \mathbb{R}^{|U_1|+|I_1|} \) with binary variables indicating which user rated which item. In other words, if user \( u \) rated item \( i \) the feature vector \( x \) is represented as:

\[
x = (0, \ldots, 0, 1, 0, \ldots, 0, 0, \ldots, 0, 1, 0, \ldots, 0) \quad \tag{2A.2}
\]
where non-zero elements are corresponding to user $u$ and item $i$. The feature vector $\mathbf{x}$ can also be represented by its sparse representation $\mathbf{x}(u, i) = \{(u, 1), (i, 1)\}$.

Given the feature vector $\mathbf{x}(u, i)$ in the target domain, our cross-domain CF approach extend this vector by adding collaborative information of user $u$ from other domains. Now let's assume that $s_j(u)$ represents all items in domain $D_j$ which are rated by user $u$. For each auxiliary domain $D_j$, $j = 2, \ldots, m$, our method extend $\mathbf{x}(u, i)$ with a vector $\mathbf{z}_j(u)$ with the following sparse representation:

$$\mathbf{z}_j(u) = \{(l, \phi_j(u, l)) : l \in s_j(u)\} \quad (2A.3)$$

where $\phi_j(u, l)$ is a domain-dependent real valued function. We define $\phi_j$ based on the rating of user $u$ to item $l$ and normalize it based on total number of items which is rated by user $u$ in domain $D_j$:

$$\phi_j(u, l) = \frac{r_j(u, l)}{|s_j(u)|} \quad (2A.4)$$

where $r_j(u, l)$ specifies the rating of user $u$ to item $l$ in domain $D_j$. In the above definition $\phi_j$ is a function of $r_j(u, l)$ which reflects rating patterns of user $u$ in different domains. Furthermore, it is normalized by considering the number of items which are rated by user in an auxiliary domain. This means that if a user is a frequent rater in an auxiliary domain, the contribution of each single rated item in this domain would be less compared to a rated item in an auxiliary domain with smaller number of user ratings. The above definition of $\phi_j$ prevents the model to be overwhelmed by too much information from auxiliary domains. This is one of the main advantages of factorization machines, namely to allow control of the amount of knowledge that is transferred from auxiliary domains. Note that the function $\phi_j$ can be also defined in other forms to reflect contribution of various domains in different ways. Based on our experiments we found the above definition of $\phi_j$ simple yet effective to transfer knowledge from auxiliary domains. Given the above definitions, we can now represent the extended vector $\mathbf{x}$ with the following sparse form:

$$\mathbf{x}(u, i, s_2(u), \ldots, s_m(u)) = \{(u, 1), (i, 1), \mathbf{z}_2(u), \ldots, \mathbf{z}_m(u)\} \quad (2A.5)$$

The above feature vector serves as the input into the FM model in Equation (1), while the output variable $y$ is the rating of user $u$ to item $i$ in the target domain. Based on our proposed feature expansion method, the FM will only need to focus on the users in the target domain, resulting in an improvement in terms of computational cost.

### 2A.4. Experiments

We conducted our experiments on Amazon dataset [62] which consists of rating information of users in 4 different domains: books, music CDs, DVDs and video tapes. The dataset contains 7,593,243 ratings on the scale 1-5 provided by 1,555,170 users over 548,552 different products including 393,558 books, 103,144 music CDs, 19,828 DVDs and 26,132 video tapes.
We build the training and test set in two different ways similar to [38] to be able to compare our approach with them. In the first setup, TR_{75}, 75% of data is considered as training set and the rest as test set, and in the second setup, TR_{20}, only 20% of data is considered as training set and the rest as test set.

We implemented a recommendation framework with C#^2 on top of two open source libraries for recommender systems: MyMediaLite [30] which implements most common CF approaches including Matrix Factorization, and LibFM [92] which implements FM learning algorithms. We first compared FMs with matrix factorization method on two different single domains and then we compare the results of our proposed method with the state-of-the-art CDCF work [38] on the same dataset. We also compare our method with a blind combination of all items from all domains to show that the improvement of our results is not only due to additional training data. We used mean absolute error (MAE) and root mean square error (RMSE) as evaluation metrics in our experiments. Table 1 lists the MAE and RMSE scores on the two different setups TR_{75} and TR_{20} and based on the following approaches:

- **MF-SGD (D):** Matrix Factorization method using SGD learning algorithm on single domain D.
- **FM-X (D):** Factorization Machine method on single domain D based on learning algorithm X (SGD, ALS or MCMC).
- **FM-All-X (D):** Combining all rating data into single domain (blind combination) and testing target domain D by using FM with algorithm X. This approach simply increases the size of training data by including the rating data of all domains. In other words, the feature vector x is represented as in equation (2B.2) and all items in different domains are treated the same.
- **FM-X (DT, {DA}):** Factorization Machine method on target domain DT and auxiliary domains {DA} based on algorithm X.
- **PF2-CDCF:** The Cross-Domain CF method which is proposed by Hu et al. [38] on the same dataset.

Comparison of results on single domains in table 1 shows that by using MCMC learning method, FM method performs better than matrix factorization. Comparison of FM-MCMC and FM-All-MCMC methods reveals that simply including the rating data of auxiliary domains into target domain does not cause any improvement on rating prediction and it can also hurt the result since the additional data can be noisy for the target domain. The best results, FM-MCMC (Book, {Music, DVD, Video}) and FM-MCMC (Music, {Book, DVD, Video}), are obtained using our adopted cross-domain method with MCMC learning method and are better than PF2-CDCF on the same dataset.

**2A.5. Discussion and Future Directions**

In this chapter we adapted a model using factorization machines to exploit additional knowledge from auxiliary domains to achieve performance improvement in cross-domain
Table 2A.1: Performance comparison of different single- and cross-domain factorization models on the Amazon dataset

<table>
<thead>
<tr>
<th>Method \ Setup</th>
<th>$TR_{75}$</th>
<th>$TR_{20}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>RMSE</td>
</tr>
<tr>
<td><strong>Target: Book</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MF-SGD (Book)</td>
<td>0.62</td>
<td>0.86</td>
</tr>
<tr>
<td>FM-SGD (Book)</td>
<td>0.69</td>
<td>0.92</td>
</tr>
<tr>
<td>FM-ALS (Book)</td>
<td>0.72</td>
<td>0.99</td>
</tr>
<tr>
<td>FM-MCMC (Book)</td>
<td>0.60</td>
<td>0.79</td>
</tr>
<tr>
<td>FM-All-MCMC (Book)</td>
<td>0.60</td>
<td>0.79</td>
</tr>
<tr>
<td>FM-MCMC (Book, {Music, DVD, Video})</td>
<td><strong>0.46</strong></td>
<td><strong>0.64</strong></td>
</tr>
<tr>
<td>PF2-CDCF (Book, {Music, DVD, Video}) [38]</td>
<td>0.50</td>
<td>-</td>
</tr>
<tr>
<td><strong>Target: Music</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FM-MCMC (Music)</td>
<td>0.71</td>
<td>0.95</td>
</tr>
<tr>
<td>FM-MCMC (Music, {Book, DVD, Video})</td>
<td><strong>0.67</strong></td>
<td><strong>0.91</strong></td>
</tr>
<tr>
<td>PF2-CDCF (Music, {Book, DVD, Video}) [38]</td>
<td>0.70</td>
<td>-</td>
</tr>
</tbody>
</table>

The success of CDCF is highly dependent on effectively transferring knowledge from auxiliary domains, which can be well exploited with FMs. A key factor of success of our approach is the ability to encode domain-specific knowledge in terms of real-valued feature vector, which became possible with FMs and which enables better exploitation of the interaction patterns in auxiliary domains. The experimental results show that our adopted method can perform better than state-of-the-art CDCF methods while it benefits from low computational cost of FMs.

In the future, we want to apply our method to more complicated CDCF scenarios particularly when the source and target domains are more heterogeneous. Another extension to our approach is to also use contextual information from both target and auxiliary domains to investigate whether exploiting context can result in even better CDCF performance.
The advantage of Factorization Machines over other factorization models is their ability to easily integrate and efficiently exploit auxiliary information to improve Collaborative Filtering. Until now, this auxiliary information has been drawn from external knowledge sources beyond the user-item matrix. In this chapter, we demonstrate that Factorization Machines can exploit additional representations of information inherent in the user-item matrix to improve recommendation performance. We refer to our approach as ‘Free Lunch’ enhancement since it leverages clusters that are based on information that is present in the user-item matrix, but not otherwise directly exploited during matrix factorization. Borrowing clustering concepts from codebook sharing, our approach can also make use of ‘Free Lunch’ information inherent in a user-item matrix from an auxiliary domain that is different from the target domain of the recommender. Our approach improves performance both in the joint case, in which the auxiliary and target domains share users, and in the disjoint case, in which they do not. Although the ‘Free Lunch’ enhancement does not apply equally well to any given domain or domain combination, our overall conclusion is that Factorization Machines present an opportunity to exploit information that is ubiquitously present, but commonly under-appreciated by Collaborative Filtering algorithms.\footnote{This chapter is published as Loni, Babak, Alan Said, Martha Larson, and Alan Hanjalic. "’Free lunch’ enhancement for collaborative filtering with factorization machines." In Proceedings of the 8th ACM Conference on Recommender systems, pp. 281-284. ACM, 2014.}

\textbf{‘Free-Lunch’ Enhancement with Factorization Machines}
2B.1. INTRODUCTION

Factorization Machines (FMs) [92] are general models that factorize user-item collaborative data into real-valued feature vectors. FMs have recently attracted the attention of the recommender system community because of the ease and effectiveness with which they can integrate information from external sources, for example, context information [99]. However, until now, focus of FM approaches in the recommender system community has been on integrating new sources of information. In this chapter, we investigate the potential of FMs to help us make the most of information that we already have. Because our approach makes use of information that is already present in the user-item matrix, it has the feel of delivering ‘something for nothing.’ In this spirit, we call our approach ‘Free Lunch’ enhancement of Factorization Machines.

The specific ‘Free Lunch’ effect that we focus on in this chapter arises from known, but under-appreciated information inherent in the user-item matrix. In general, conventional Collaborative Filtering (CF) approaches, including memory-based and model-based methods, exploit similarities that are based on sets of rated items. The information in user-item matrices can, however, be repackaged to create other representations of items and users. Specifically, here, we investigate one such repackaging that views users and items in terms of their overall rating patterns. Overall rating patterns are expressed as rating histograms, which are ‘trivial’ in the sense that they require simple aggregation of information inherent in the user-item matrix. However, clustering these histograms creates user and item categories that constitute new representations of information that is not otherwise exploited by matrix factorization. In this chapter, we introduce an approach that uses Factorization Machines to integrate these category labels into a Collaborative Filtering algorithms capable of improving recommendation performance. The approach reveals its full potential when used to exploit information not only from the user-item matrix of the target domain, but also information from the user-item matrix of auxiliary domains. In this respect it constitutes a simple, yet effective, method for Cross-Domain Collaborative Filtering.

2B.2. BACKGROUND AND MOTIVATION

The ‘Free Lunch’ approach does not literally achieve something for nothing. Rather, as mentioned above, it takes advantage of an underexploited representation of users and items as rating histograms. A rating histogram encodes the normalized frequency with which a user assigns a certain rating or an item is assigned a certain rating. Upon first consideration, rating histograms appear to destroy the very connections between users and items that provide the basis for CF. Worse, they capture bias in user rating habits, e.g., the general tendency of individual users to assign very high or very low scores. It is exactly this bias that many similarity metrics seek to avoid. However, seen from a different perspective, rating habits have the ability to capture something about the ‘rating style’ of individual users or the ‘style’ of users who rate specific items. Ultimately, the success of our approach attests to the benefit of taking this perspective.

The perspective is supported by evidence from the literature that similarity of rating style is connected to similarity in taste in populations of consumers. For example, Tan and Neetessine [119] presents a study of the Netflix Prize data set that reveals patterns
such as a tendency of people who give higher ratings to watch mainstream movies. In other words, users who are similarly "generous" or "stingy" with high ratings when rating movies, may actually have a tendency to prefer the same kind of movies. The basic insight of our approach is that such relationships already exist implicitly in the user item matrix, but are not exploited by conventional matrix factorization approaches. Note that we are not making a claim that rating histograms are optimally suitable for comparing users. Our ‘Free Lunch’ enhancement still stands to benefit from a weak indicator of similarity. Our position is if we can stand to benefit from this information, we should seize the opportunity. Note that using normalized rating histograms to represent users means that it is possible to calculate a similarity between two users who have not necessarily rated the same items. In cases where recommender systems must confront extremely sparse data conditions, weak indicators of similarity could prove to be particularly useful.

Use of clustering techniques in CF stretches back into early history of recommender systems, and includes many variants. In the earliest work, clustering was used to reduce dimensionality, focusing on standard representations of users as vectors of rated items. Also, clustering has been used as a way to integrate content into CF to create hybrid recommendation algorithms. For example, in Li and Kim's approach [66], content-based information about items is used to create item clusters, which are then represented in a cluster-based matrix to which CF approaches are applied on. The clustering in our work differs from previous uses of clustering for CF in that it relies on neither standard representations, nor or additional information about items or users, but rather uses new representations of existing information in order to create clusters.

Clustering has proven particularly useful in Cross-Domain Collaborative Filtering (CDCF) algorithms, algorithms that exploit one domain to make recommendations in another. Li et al. [64] proposed a clustering approach known as codebook transfer for CDCF. Their model tries to find similar rating patterns in different domains, and then transfer cluster-level patterns to improve recommendation in a target domain. The approach requires additional factorizations on auxiliary domains which makes it computationally more complex compared to a typical matrix factorization model. Our ‘Free Lunch’ enhancement approach also uses domain transfer based on clusters. However, where Li et al. [64] use conventional representations of users and items and co-clustering, our approach represents users and items in terms of rating histograms. Our approach incurs little computational burden with clustering. Rather, in ‘Free Lunch’ Enhancement, clustering is a pre-processing step, since it is performed off-line on individual domains and is not part of building the model.

Our previous work [78], established that FMs achieve state-of-the-art performance in CDCF, and can be straightforwardly applied in the case of joint domains, i.e., cases in which the target domain and the auxiliary domain do not share the same users. That work did not use clusters, but rather exploited individual ratings. In this chapter, we take FM performance as our baseline, and investigate how it can be improved by exploiting user and item clusters. Our proposed approach also applies to disjoint domains, i.e., domains that do not share users.
2B.3. ENHANCEMENT APPROACH FOR FMs

This section provides the necessary background on FMs and explains the details of our ‘Free Lunch’ enhancement approach, that creates clusters using rating histograms for integration into FMs.

2B.3.1. FACTORIZATION MACHINES

In contrast to typical Factorization techniques in which the interaction of users and items are represented by a matrix, in Factorization Machines [92] the interaction of a user and an item (i.e., when a user rates an item) is represented by a feature vector. To understand how FMs work, let us assume that the data of a rating prediction problem is represented by a set \( S \) of tuples \((x, y)\) where \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \) is an \( n \)-dimensional feature vector representing user-item interaction and \( y \) is the rating value. Factorization machines model all interactions between features using factorized interaction parameters. The interactions can be between a pair of features, or it can even be between larger number of features. In this chapter, we adapted an FM model with order 2 where only the interactions between pairs of features are taken into account. This model can be represented as follows:

\[
\hat{y}(x) = w_0 + \sum_{j=1}^{n} w_j x_j + \sum_{j=1}^{n} \sum_{j'=j+1}^{n} w_{j,j'} x_j x_{j'}
\]  

(2B.1)

where \( w_j \) are model parameters and \( w_{j,j'} \) are factorized interaction parameters and are defined as \( w_{j,j'} = \mathbf{v}_j \mathbf{v}_{j'}^{T} \) where \( \mathbf{v}_j \) is \( k \)-dimensional factorized vector for feature \( j \). For an FM with \( n \) as the dimensionality of feature vectors and \( k \) as the dimensionality of factorization, the model parameters that need to be learnt are \( \Theta = \{w_0, w_1, \ldots, w_n, \mathbf{v}_{1,1}, \ldots, \mathbf{v}_{n,k}\} \).

The parameters of the model can be learnt by three different learning algorithms [92]: Stochastic Gradient Descent (SGD), Alternating Least-Squares (ALS) and Markov Chain Monte Carlo (MCMC) method. MCMC learning method proved fastest in our exploratory work and were adopted for our experiments.
2B.3. ENHANCEMENT APPROACH FOR FMs

2B.3.2. CLUSTER ENCODING

Factorization machines require the user-item interactions to be represented by a feature vector. This characteristic allows us to incorporate any additional knowledge in terms of real-valued features. We take this advantage of FMs into account and extend the user-item feature vectors with cluster level features which potentially can improve the rating prediction task.

In FMs, a standard rating prediction problem is represented by a target function $y: U \times I \rightarrow \mathbb{R}$. We represent each user-item interaction $(u, i) \in U \times I$ with a feature vector $x \in \mathbb{R}^{(|U|+|I|)}$ with binary variables indicating which user rated which item. In other words, if user $u$ rated item $i$ the feature vector $x$ is represented as:

$$x = (0, \ldots, 0, 1, 0, \ldots, 0)$$

where non-zero elements correspond to user $u$ and item $i$. The feature vector $x$ can also be represented by its sparse representation $x(u, i) = [(u, 1), (i, 1)]$.

Our cluster encoding algorithm extends the above feature vector by user and item clusters. Therefore, the target function would be $y: U \times I \times C_u \times C_i \rightarrow \mathbb{R}$ where $C_u$ and $C_i$ are user and item cluster spaces. User and item clusters can also be drawn from other, auxiliary domains. In other words, the clusters that users and items belong to in auxiliary domains can also be identified and added to the feature vector. More specifically, we can represent the sparse form of a cluster-enhanced feature vector as follows:

$$x(u, i) = [(u, 1), (i, 1), (c_j(u), 1), (c_j(i), 1) : j = 1 \ldots m]$$

where $c_j(u)$ and $c_j(i)$ are user and item cluster ids in domain $j$ and $m$ is the total number of domains.

Figure 2C.2 illustrates our proposed approach to building feature vectors from a user-item matrix. For each rating, a binary feature vector is created in which the corresponding user and item are indicated by 1s and the remaining features are 0s. This feature vector is then extended by additional binary features which specify the user and item cluster in different domains. The rating values are specified as the output of each vector. Using FM we try to predict the output of the test samples.

2B.3.3. CLUSTER CONSTRUCTION

Our clustering approach considers users with similar rating patterns to be similar, assigning them to the same cluster. In the context of our work, rating patterns are based on the histogram of rating values. More specifically a user $u_j$ is represented by the feature vector $u_j = (u_{j1}, \ldots, u_{jp})$ where $p$ is the upper bound of rating values in the dataset domain and $u_{jk}$ is the number of items which are rated with value $k$ by user $u_j$. Similarly, an item $i_j$ can be represented by $i_j = (i_{j1}, \ldots, i_{jp})$. Given the above representations, we calculate user and item clusters using the K-means clustering algorithm. The distance between vectors is calculated based on Euclidean distance. We choose K-means due to its simplicity and efficiency, which distinguishes it from alternative clustering algorithms [4].

For cross-domain scenarios, we create clusters of users and items in auxiliary domains, and for each user and item in the target domain the most similar clusters are
identified by measuring the distance of a user or an item to the center of clusters. The most similar clusters in the auxiliary domain are then used to extend the user-item feature vector in Equation 2B.3.

2B.4. EXPERIMENTS

In this section we explain the datasets and frameworks that we used and describe the experiments that we did with their results. We further analyze and discuss the results to find out whether the improvements obtained by our method is significant or not.

2B.4.1. DATASETS AND FRAMEWORK

We conducted our experiments on a dataset from Amazon [62] consisting of four joint domains, Movielens and Epinions datasets, each having a different set of users and items. The four domains in the Amazon dataset are books, music CDs, DVDs and video tapes. The Amazon dataset contains 7,593,243 ratings on a 1-5 scale provided by 1,555,170 users over 548,552 different products including 393,558 books, 193,144 music CDs, 103,144 music CDs, 19,828 DVDs and 26,132 VHS tapes. We use the Movielens 1 million dataset, which consists of 1,000,209 ratings on a 1-5 scale, 6,040 users and 3,883 items. The Epinions dataset contains 664,865 ratings also on a 1-5 scale, 49,289 users and 139,737 items. The data is split into a training set (75%) and a test set (25%).

We implemented our approach within our recommendation framework [77] using C#, which is built on top of two open source libraries for recommender systems: MyMediaLite [30], which implements the most common CF approaches, and LibFM [92], which implements FMs algorithms.

2B.4.2. RESULTS

We evaluated our ‘Free Lunch’ enhanced FM approach with respect to three different enhancement scenarios, and a range of different settings for the number of clusters, which were created with K-means clustering. Figures 2B.2 and 2B.3 present the performance of our approach on the Amazon Books and and the Amazon Music datasets in terms of Root Mean Square Error (RMSE). Each graph shows the performance of the dataset under our three scenarios: 1) Target domain clusters: user and item clusters from the same domain (i.e., a single target domain) are used to extend the feature vectors (i.e., Equation (3) with $j = 1$). 2) Target and joint auxiliary domain clusters: user and item clusters from a joint auxiliary domain are used (i.e., Equation (3) with $j > 1$). 3) Target and disjoint auxiliary domain clusters: user and item clusters from a disjoint auxiliary domain are used (i.e., users do not overlap). To show the effectiveness of our approach, we compare the performance of each scenario with a baseline in which no user or item clusters are used. In other words, for our baseline, the user-item interactions are simply represented by feature vectors as described in Equation (2). The results in Figure 2B.2 and 2B.3 demonstrate that our method outperforms the baseline on both datasets and in all three scenarios. The best performance is achieved on joint domains, which is not unexpected since the domains share users, and the auxiliary domain brings additional information about items rated by these users into play. What is more surprising is that clustering applied in the single domain case, or applied in the case of joint domains is
able to come very close to the performance in the joint domains. Figures 2B.2 and 2B.3 also reveal that for all three scenarios, the performance also improves as the number of clusters is increased, until it reaches a point where there is no improvement, at \( k = 10 \).

We investigate the results achieved in the joint domain scenario with a statistical analysis of the results (in terms of RMSE). This analysis reveals that the improvements obtained for the Amazon Books dataset (Figure 2B.2) when extended with clusters from Amazon Music are statistically significant \((p < 0.05)\) regardless of the number of clusters used when compared to the results from the baseline (no clusters). However, a similar analysis of the results obtained for the Amazon Music dataset enriched with clusters from Amazon Book (Figure 2B.3) does not point to significance \((p > 0.2)\). We note that the performance of the joint and disjoint scenarios on each dataset track the performance of the single domain scenario. This fact suggests that a strongly performing target domain is critical for the approach to benefit from joint domains. Strong performance of the target domain could be related to size, here, 400 thousand books vs. 100 thousand music CDs.

Next we turn to investigate the ‘target domain cluster’ scenario involving a single domain in more detail. Table 2B.1, summarizes the results from the Amazon Books and Amazon Music data set, and also reports further results calculated on the Movielens and Epinions datasets (both RMSE and MAE evaluation metrics). The performance on the different data sets is reported for \( k = 10 \) clusters, the best condition determined in the previous experiment, and compared with the no-clustering baseline. These results confirm that the performance improvement delivered by ‘Free Lunch’ enhancement is not limited to Amazon data sets, but is achieved on other data sets as well. The relative improvement on the Amazon Book dataset (12% in terms of RMSE) is the largest. The relative greater improvement on the Amazon data set may be attributable to the fact that it is sparser than the Movielens or Epinions sets.

As the results in Table 2B.1 show, the best improvement is achieved on the Amazon Book dataset (12% in terms of RMSE), while there are less dramatic improvements
Figure 2B.3: Performance of our proposed method on Amazon Music dataset based on different number of clusters and different enhancement scenarios. The baseline (no clusters) is represented by the straight line.

on the Movielens and Epinions datasets. This can be due to the fact these datasets are denser compared to the Amazon dataset, implying that the underlying similarities between users and items are already well captured, and clustering information is of less importance. ‘Free Lunch’ enhancement can apparently contribute more to the rating prediction task in cases where datasets are sparse, meaning that additional representations of the information in the user-item matrix have more to contribute.

Table 2B.1: Comparison of our cluster-enhanced approach with the no-cluster baseline

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No clusters</th>
<th>10 clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE  MAE</td>
<td>RMSE  MAE</td>
</tr>
<tr>
<td>Amazon Books</td>
<td>0.933 0.841</td>
<td>0.825 0.778</td>
</tr>
<tr>
<td>Amazon Music</td>
<td>0.984 0.861</td>
<td>0.945 0.832</td>
</tr>
<tr>
<td>Movielens</td>
<td>0.936 0.862</td>
<td>0.890 0.838</td>
</tr>
<tr>
<td>Epinions</td>
<td>1.082 0.920</td>
<td>1.024 0.891</td>
</tr>
</tbody>
</table>

2B.5. Conclusion and Outlook

We have presented a ‘Free Lunch’ enhancement approach that makes use of the ability of Factorization Machines to easily and effectively integrate additional information. Our approach demonstrates that it is not necessary to turn to outside resources to find additional information useful for improving Factorization Machines, but instead we can make better use of information already at hand. The larger message is that FM approaches that do not first attempt to maximize the benefit they can derive from information at hand, i.e., ‘Free Lunch’, are missing opportunities.

In this work, we have focused on clusters formed using rating histograms. We show that this information can be used to improve rating prediction in cases where only a single, target domain is available, or in cases where an auxiliary domain (joint or dis-
joint with the target domain) is also available. Our future work will also investigate other possible types of 'Free Lunch' information. The list of sources that we are interested in ranges from popularity information to random assignment of users to user-groups. Further, we will work to make more detailed understanding of what makes a domain particularly a suitable target domain for 'Free Lunch' enhancement, and how to best identify useful auxiliary domains.
In this chapter we propose an alternative way to efficiently exploit rating data for collaborative filtering with Factorization Machines. Our approach partitions user-item matrix into ‘slices’ which are mutually exclusive with respect to items. Thanks to advantage of Factorization Machines where user-item interactions can be represented with feature vectors, our approach make use of this advantage and extend user-item feature vectors with complementary information which can improve recommendations. Our ‘Slice and Train’ method consists of two steps: in the first step the slices are created by leveraging existing item categories or by clustering. In the second step the training is done by only using the ratings from the slice of interest (target slice) while the rating from other slices are exploited indirectly as complementary features. We demonstrate, using experiments on two benchmark datasets, that same performance as using the complete dataset can be achieved while the time complexity of training can be reduced significantly.\(^1\)

\(^1\)This chapter is an extension of Loni, Babak, Martha Larson, Alexandros Karatzoglou, and Alan Hanjalic. "Recommendation with the Right Slice: Speeding Up Collaborative Filtering with Factorization Machines." In RecSys Posters. 2015.
2C.1. INTRODUCTION

In this chapter, we investigate the idea that the ‘right’ data, rather than all data, should be exploited to build an efficient recommender system. We introduce an approach called ‘Slice and Train’ that trains a model on the right slice of a dataset (a ‘sensible’ subset containing the current items that need to be recommended) and exploits the information in the rest of the dataset indirectly. This approach is particularly interesting in scenarios in which recommendations are needed only for a particular subset of the overall item set. An example is an e-commerce website that does not generate recommendations for out-of-season or discontinued products. The obvious advantage of this approach is that models are trained on a much smaller dataset (only the data in the slice), leading to shorter training times. The magnitude of this reduction is illustrated in Fig. 3.7, which depicts training times on the two datasets that are used in the experimental investigation in this chapter, and shows that training time on the average slice, is much less than on the whole dataset. The ‘Slice and Train’ approach also has, however, a less expected advantage, namely, that it offers highly competitive performance with conventional approaches using the whole dataset, and in some cases even improves the performance. This advantage means that it is advantageous to apply ‘Slice and Train’ even in cases in which predictions are needed for all items in the dataset, by training a series of separate models, one for each slice.

Our approach consists of two steps: first the data is partitioned into a set of slices containing mutually exclusive items. The slices can be formed by grouping items based on their properties (eg. the category of item), availability (eg. whether or not an item is available or it is a historical/discontinued item), or by more advanced slicing methods such as clustering. In the second step the model is trained using the samples in the slice of interest, i.e., target slice, while other slices are indirectly being exploited as auxiliary slices. To efficiently exploit information from auxiliary slices our approach trains the recommender model using Factorization Machines [92]. Factorization Machines (FMs) generate recommendations by working with vector representations of user-item data. A benefit of these representations is that they can easily be extended with additional features. Such extensions are usually used to leverage additional information [99], or addition domains [78], to improve collaborative filtering.

This chapter makes two contributions: first, it introduces the ‘Slice and Train’ method that offers computational speed up, while at the same time maintaining or improving prediction performance, and, second, it demonstrates the robustness of the improvement by experiments with multiple learning methods, and by comparing the indirect exploitation of information from other slices, with a conventional source of additional information used in Factorization Machines, namely item context (i.e., properties).

2C.2. RELATED WORK

Partitioning data and training different subsets has been studied before, but from other perspectives [1, 23, 43]. These approaches are mainly based on fusion and in this way are different from our approach. The ‘Right Slice’ approach bears a superficial resemblance to fusion or ensemble methods, such as the work of Decoste [23], however, although we train multiple models on subsets of the user-item matrix, the prediction is made with the
‘Right Slice’ model only, and the information in the other slices is exploited indirectly. In contrast, in the fusion methods the prediction is mainly done by aggregating the judgment from all the slices. One advantage of our method compared to ensemble methods is that in the cases that we are interested on recommendations on a particular subset of data we do not need to train all slices and we can benefit from lower training complexity. Other studies have been done to increase scalability of recommendation by clustering data [18, 67], but these have not proposed any means of exploiting the information from other clusters to maintain or improve performance.

Another body of work related to this chapter are the studies that use FMs for recommendation. Several research efforts have been carried out that use FMs to efficiently embed additional information for collaborative filtering. Rendle et al. [99] exploited FMs for context-aware recommendation. Other recent studies with FM have been done for Cross-Domain collaborative filtering [78] and exploiting social network information for recommendation [129]. The approach proposed in this chapter is different from other previous work on FMs in the way that the auxiliary features are created and transferred.

2C.3. THE SLICE AND TRAIN METHOD

To convey an understanding of our method, we first introduce the general framework of Factorization Machines, and we then explain our extension to FMs to implement the slice and train method that is used by the ‘Right Slice’ approach.

FMs are general predictors, working with real-valued feature vectors, that are optimized for sparse data [92]. In FMs, a typical rating prediction problem can be represented by a set of feature vectors with their corresponding labels. The user-item interactions are represented by feature vectors and the ratings are considered as the output. More specifically let us assume that the data of a rating prediction problem is represented by a set $D$ of pairs $(\mathbf{x}, y)$ where $\mathbf{x} = (x_1, \ldots, x_n) \in \mathbb{R}^n$ is a $n$-dimensional feature vector and $y$ is its corresponding output. The vector $\mathbf{x} \in \mathbb{R}^{|U|+|I|}$ is defined as a binary vector that indicates which user rated which item, and the user rating is considered to
be the corresponding output \( y \). In other words, if user \( u \) rated item \( i \) the feature vector \( \mathbf{x} \) can be represented by its sparse representation as \( \mathbf{x}(u, i) = \{(u, 1), (i, 1)\} \), where non-zero elements correspond to user \( u \) and item \( i \).

Representing user-item interaction, with feature vectors makes it possible to engineer features or expand them with additional features to train better models. In this work, we exploit this advantage of FMs to enhance the user-item feature vectors with additional features that are translated from auxiliary slices.

Figure 2C.2-a and 2C.2-b show our proposed ‘Slice and Train’ method. The left part of the Figure illustrates the slicing step where dataset is divided into a set of slices based on properties of item or based on clustering. In the second step as illustrated in Figure 2C.2-b, the feature vectors are built for training the model. Each row represents one feature vector \( \mathbf{x}(u, i) \) with its corresponding output \( \mathbf{y} \) (i.e., rating). The feature vectors consist of two parts. The first part consists of binary values that indicate which user rated which item in the target slice. The second part consists of real-valued features which are calculated based on the rating information of other auxiliary slices. We compare our method with a context-aware method [99], illustrated in Figure 2C.2-c, in which item properties are used to extend the feature vectors.

The auxiliary features are build based on connecting the users in different slices. Basically for each binary user-item interaction in the target slice, our approach looks for the ratings that are provided from same user in auxiliary slices and then it normalizes the ratings and add them to the feature vectors. To understand how the auxiliary features are built, assume that the dataset is divided into \( m \) slices \( \{S_1, ..., S_m\} \). Let us also assume that the items that are rated by user \( u \) in slice \( S_j \) is represented by \( s_j(u) \). By extending the feature vector \( \mathbf{x}(u, i) \) with auxiliary features, we can represent it with the following sparse representation:

\[
\mathbf{x}(u, i) = \{(u, 1), (i, 1), z_2(u), ..., z_m(u)\}
\]

(2C.1)

where \( z_j(u) \) is sparse representation of auxiliary features from slice \( j \) and is defined as:

\[
z_j(u) = \{(l, \phi_j(u, l)) : l \in s_j(u)\}
\]

(2C.2)
where \( \phi_j(u, l) \) is a normalization function that defines the value of the auxiliary features. Trivial choices for \( \phi_j \) are to just consider it as an indicator of feature (with binary value of 1) or consider the rating as its value. However, we introduce a more advance normalization function which features better performance in our exploratory experiments. We define \( \phi_j \) based on the ratings that user \( u \) gave to items in slice \( j \) and normalize it based on the average value of user ratings as follows:

\[
\phi_j(u, l) = \frac{r_j(u, l) - \bar{r}(u)}{r_{\text{max}} - r_{\text{min}}} + 1
\]

(2C.3)

where \( r_j(u, l) \) indicates the rating of user \( u \) to item \( l \) in slice \( j \), \( \bar{r}(u) \) indicates the average value of user ratings, and \( r_{\text{max}} \) and \( r_{\text{min}} \) indicate the maximum and minimum possible values for rating items.

For context-aware training with FM [99], as illustrated in Figure 2C.2-c the feature vectors \( x(u, i) \) can be extended with features corresponding to context or attributes of users and items. In this work we used same context features that we use for creating slices. The slices are created based on the genre or category of items. Therefore the additional features can be binary features indicating the genre or category of items and can be represented as \( x(u, i, c(i)) = \{(u, 1), (i, 1), z_c(i)\} \) where \( z_c(i) \) is sparse representation of context features and similarly as Eq. (2) can be defined as \( z_c(i) = \{(l, 1) : l \in s_c(i)\} \) where \( s_c(i) \) are feature ids of the category or genres of items. Note that the context-aware training method uses the complete dataset to train the model whereas the ‘Slice and Train’ method only uses the samples in auxiliary slices and the information of other slices are exploited as additional features. In other word the size of training samples (number of rows in design matrix) for the sliced training is equal to the number of samples in the target slice while for the context-aware training the number of training samples is equal to the total number of samples in the dataset. As the complexity of training in FMs depends on the size of train samples, the sliced training can benefit from a reduced time complexity compared to context-aware training. In the next section we will show that the sliced training can gain competitive performance compared to context-aware training while the time complexity of training and recommendations is significantly lower.

2C.4. Dataset and Experiments

In this chapter, we tested our method on two benchmark datasets of MovieLens 1M movie ratings dataset\(^2\) and Amazon reviews dataset\(^3\) [62]. Table 5.1 lists the statistics of the two datasets that we used in this chapter. The Amazon dataset contains product ratings in four different groups of items namely books, music CDs, DVDs and Video tapes. We use these four groups as natural slices that exists in this dataset. For the MovieLens dataset we build slices based on the genre of movies. As movies in this dataset can have multiple genres, we create slices by clustering movies using their genres. To perform the clustering each movie is represented by a binary feature vector indicating the genres of the movie. The movie vectors are the clustered using a k-means clustering algorithm. Various number of clusters (i.e., slices) can be made for this dataset. Via exploratory experiments we found that two or three slices perform well. Table 5.1 lists the statistics

\(^2\)http://grouplens.org/datasets/movielens/
\(^3\)https://snap.stanford.edu/data/amazon-meta.html/
Table 2C.1: The statistics of the datasets used for the ‘slice and train’ method

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. Users</th>
<th>No. Items</th>
<th>No. Ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens</td>
<td>3,706</td>
<td>6,000</td>
<td>1,000,029</td>
</tr>
<tr>
<td>Amazon (total)</td>
<td>15,994</td>
<td>84,508</td>
<td>269,947</td>
</tr>
<tr>
<td>– Books</td>
<td>15,994</td>
<td>40,884</td>
<td>90,563</td>
</tr>
<tr>
<td>– Music CDs</td>
<td>15,994</td>
<td>23,798</td>
<td>62,373</td>
</tr>
<tr>
<td>– Video tapes</td>
<td>15,994</td>
<td>9,995</td>
<td>57,590</td>
</tr>
<tr>
<td>– DVDs</td>
<td>15,994</td>
<td>9,831</td>
<td>59,421</td>
</tr>
</tbody>
</table>

of the two datasets that we used in this chapter. Note that to be able to test our auxiliary feature enhancement mechanism we choose a subset of Amazon dataset where user population is the same in all four groups, i.e., each user has at least one rating in each group (slice).

In order to test our approach, the data in target slices are divided into 75% training and 25% test data. For every experiment 10% of training data is only used as validation set to tune the hyper-parameters of learning methods.

Factorization Machines can be trained using three different learning methods [92]: Stochastic Gradient Decent (SGD), Alternating Least Square (ALS) and Markov Chain Monte Carlo (MCMC). Each of these three learning method has its own advantage and disadvantages. The SGD and ALS methods are highly dependent to the initialization of hyper-parameters such as learning rate, regularization values and initialization of factorized interactions whereas the MCMC method has an advantage that the regularization values are learned automatically during training. This makes MCMC a favorable choice since with this method there is no need to search for optimal hyper-parameters anymore. On the other hand, MCMC in practice is slower than the other two learning method, although Rendle [92] claims the same order of computational complexity for MCMC as the other two learning methods. To ensure that our proposed sliced training is insensitive to the learning method we tested our approach using all the three methods. As mentioned earlier, ALS and MCMC require searching for optimal hyper-parameters which is a time-consuming pre-processing step. We used a greedy method to search each parameter by fixing all other parameters. Note that these parameters are dependent on dataset and the experimental setups. The sub-optimal hyper-parameters that we found for the three learning methods are listed in Table 2C.2.

The experiments are implemented in the WrapRec open source toolkit[77] and the source code is available online. The underlying optimization algorithms are implemented in LibFM [92]. Furthermore, we compare the performance of FM with Matrix Factorization (MF) to ensure our FM-based solution is competitive with other state-of-the-art factorization methods. We used an SGD-based implementation of MF in My-

---

4 Regularization paramters are bias term regularization, 1-way interactions regularization and 2-way interaction regularization.

5 This is the standard deviation of the normal distribution that is used to generate the initial values for the factorized parameters.

6 http://babakx.github.io/WrapRec/
Table 2C.2: The hyper-parameters and design choices of the three FM learning methods

<table>
<thead>
<tr>
<th>Parameter \ Dataset</th>
<th>MovieLens</th>
<th>Amazon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num. Factors (all methods)</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Num. Iterations (all methods)</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>SGD - Learning rate</td>
<td>0.005</td>
<td>0.002</td>
</tr>
<tr>
<td>SGD - Regular.(^4) (bias,1-way,2-way)</td>
<td>0,0,0</td>
<td>0.1,0.1,0.1</td>
</tr>
<tr>
<td>SGD - Stdev.(^5)</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>ALS - Regular. (bias,1-way,2-way)</td>
<td>1,1,1</td>
<td>0.1,0.1,0.5</td>
</tr>
<tr>
<td>ALS - Stdev.</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>MCMC - Stdev.</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

MediaLite\(^7\) toolkit. We also further optimize the training time by using an optimization technique namely block structure extensions [94] which save memory and computation effort by finding similar patterns in feature vectors.

Table 2C.3 lists the performance of our sliced training method compared with context-aware and other methods. The experiments are evaluated using Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE) evaluation metrics. The six different setups that are compared are the followings:

- **FM-ALL**: FM applied on the complete dataset. In this setup no auxiliary features are used.
- **FM-ALL-CTX**: Context-aware FM applied on the complete dataset. Context for Amazon dataset is the category of item and for MovieLens is the genres of items.
- **FM-SL**: FM applied on independent slices. No context or auxiliary features are used for this setup. The reported metrics are average results over all slices.
- **FM-SL-AUX**: FM applied to the independent slices with feature vectors that are extended by auxiliary features derived form auxiliary slices.
- **FM-SL-CTX**: FM applied on independent slices while context features from items in the same slice is being used. In this method no auxiliary information is used.

The first two lines of Table 3 report results when all the data is used. The improvement of performance between FM-ALL and FM-ALL-CTX confirms that FMs are able to exploit additional context information related to items. The effectiveness of FM as our model is also confirmed when we compare FM-ALL baseline with Matrix Factorization (MF). The same setup trained with MF results to RMSEs of 1.2927 and 0.8939 for Amazon and MovieLens datasets which are slightly worse than the FM-ALL results.

Comparing the remaining lines yields four interesting insights. First, the difference between FM-ALL and FM-SLICE is actually quite small. Recall that FM-SLICE trains a FM on only one slice of the data, and discards the rest. It is a surprising result that discarding such a large portion of the data (up to 50% depending on the slice, cf. Table 5.1) does not result in a larger performance deterioration.

\(^7\)http://www.mymedialite.net
Table 2C.3: The performance of the proposed 'Slice and Train' method compared to other experimental setups in terms of RMSE and MAE.

<table>
<thead>
<tr>
<th>Eval. Metric</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
<td>ALS</td>
<td>MCMC</td>
</tr>
<tr>
<td>Setup \ Learning</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FM-ALL</td>
<td>1.0490</td>
<td>1.1610</td>
</tr>
<tr>
<td>FM-ALL-CTX.</td>
<td>1.0349</td>
<td>1.0755</td>
</tr>
<tr>
<td>FM-SLICE</td>
<td>1.0659</td>
<td>1.2330</td>
</tr>
<tr>
<td>FM-SLICE-AUX</td>
<td>1.1011</td>
<td>1.0539</td>
</tr>
<tr>
<td>FM-SLICE-CTX</td>
<td>1.0932</td>
<td>1.1240</td>
</tr>
</tbody>
</table>

Second, performance generally improves when moving from FM-SLICE to FM-SLICE-AUX. In other words, using data from the target slice, and adding auxiliary features that are derived from the other slices, performs comparably with the case that the whole dataset is used (FM-ALL). This result is highly desirable, given the computational speed up associated with training a FM model only on one slice of the dataset (cf. Fig. 1) since in such case the number of training points (i.e. number of rows in the FMs design matrix) are significantly smaller.

Third, the performance of FM-SLICE-AUX actually improves in many cases over the performance gained using the whole dataset (i.e., FM-ALL). This result reveals the ability of the ‘Right Slice’ approach to yield benefit both in terms of speed-up and prediction. We note that this effect is highly consistent across datasets and metrics with MCMC. This consistency suggests the robustness of the effect. We highlight MCMC because the regularization values are optimized during training. In contrast, SGD and ALS do not represent fully optimized settings because their parameters were optimized on FM-ALL and used for the rest of the conditions.

Fourth, we note that FM-SLICE-CTX, the condition that trains on only one slice of the data, and adds context information from that slice, performs quite well. It is unable to achieve the performance of FM-ALL-CTX, but actually does approach the performance of FM-ALL. This comparison is interesting since it demonstrates that in cases in which only one slice of the dataset is available, it is still possible to approach the performance of using all the data, if context information on items is added. Overall, however, the ‘Right Slice’ method FM-SLICE-AUX is a better choice than FM-ALL-CTX.
In this chapter, we have presented an alternative method, referred to as the ‘Slice and Train’ method, to exploit additional information contained in the training data for collaborative filtering based on Factorization Machines. Using two benchmark datasets, we show that the ‘Slice and Train’ method can maintain similar performance as using the complete dataset while speeding up the training time.
III

BEYOND RATING PREDICTION
Factorization Machines (FMs) are generic factorization models for Collaborative Filtering (CF) that offer several advantages compared to the conventional CF models. They are expressive and general models that can mimic several CF problems, their accuracy is state-of-the-art, and their linear complexity makes them fast and scalable. Factorization Machines however, are optimized for datasets with explicit feedback (such as ratings) and they are not very effective for datasets with implicit feedback. Although FMs can also be used for datasets with implicit feedback by a trivial mapping of implicit feedback to explicit values, but we will empirically show that such trivial mapping is not optimized for ranking. In this work, we propose FM-Pair, an adaptation of Factorization Machines with a pairwise loss function, making them effective for datasets with implicit feedback. The optimization model in FM-Pair is based on the BPR (Bayesian Personalized Ranking) criterion, which is a well-established pairwise optimization model. FM-Pair retains the advantages of FMs on generality, expressiveness and performance and yet it can be used for datasets with implicit feedback. We also propose how to apply FM-Pair effectively on two collaborative filtering problems, namely, context-aware recommendation and cross-domain collaborative filtering. By performing experiments on different datasets with explicit or implicit feedback we empirically show that in most of the tested datasets, FM-Pair beats state-of-the-art learning-to-rank methods such as BPR-MF (BPR with Matrix Factorization model). We also show that FM-Pair is significantly more effective for ranking, compared to the standard FMs model. Moreover, we show that FM-Pair can utilize context or cross-domain information effectively as the accuracy of recommendations would always improve with the right auxiliary features. Finally, we show that FM-Pair has a linear time complexity and scales linearly by exploiting additional features.
3.1. INTRODUCTION

The role of Recommender Systems (RS) as a tool to provide personalized content for users is becoming more and more important. Among different techniques that have been introduced for recommender systems in the past two decades, Collaborative Filtering (CF) has become the most successful and widely-used technique. Early CF techniques were mainly based on neighborhood approaches [100] while recently model-based techniques such as Matrix Factorization (MF) [104] attracted more attention due to their superior performance and scalability [55]. Matrix factorization techniques generally learn a low-dimensional representation of users and items by mapping them into a joint latent space consisting of latent factors. Recommendations are then generated based on the similarity of user and item factors.

Factorization Machines (FMs) [88] are general factorization models that not only learn user and item latent factors, but also the relation between users and items with any auxiliary features. This is done by also factorizing auxiliary features to the same joint latent space. In contrast to the conventional factorization techniques where the training data is represented by a matrix, the input data for FMs are feature vectors just similar to the input data for the other supervised learning methods such as Support Vector Machines or regression models. This creates a great flexibility for FMs by allowing them to incorporate any additional information in terms of auxiliary features. Thanks to the flexibility of FMs on representing the data, FMs can mimic other factorization models by feature engineering without the need to change the underlying model. In [92] Rendle shows how several factorization model such as Matrix Factorization [55], Attribute-Aware models [27] and SVD++ [54] can be mimic by FMs. Factorization Machines have been successfully applied in different collaborative filtering problems including context-aware recommendation [99], cross-domain collaborative filtering [78] and social recommendation [130]. Factorization Machines have linear time complexity and thus are scalable for large datasets. They have been shown [99] to be significantly faster than tensor factorization [50], a popular context-aware CF method. Moreover, an effective parallel optimization method for FMs has been developed [47], reporting significant speed-up in training time compared to the standard training models.

Despite the great advantages of Factorization Machines, the FMs model is not optimized for data with implicit user feedback. All the aforementioned studies have been developed for datasets with explicit feedback. Implicit user feedback (such as clicks) are typically unary or positive-only feedback, and thus there are no explicit real-valued scores for user-item interactions. A trivial approach to train FMs with such datasets, is to map positive feedback to a real-value number such as +1. Negative examples can be sampled from unobserved interactions and can be assigned a real-valued label of 0 or -1. The model can then be trained just like the standard FMs model. However, such mapping methods are associated with two problems: firstly, the sampled interactions with negative labels might not be a real negative feedback as the user might not have the chance to observe the item [97]. Secondly, due to the point-wise optimization techniques in FMs, the model learns to correctly predict +1s and -1s, which is not necessarily the optimal model for ranking. We experimentally show that such trivial mapping is not

---

1We use the term “auxiliary” for any additional information that is available next to the user-item matrix. Auxiliary features can be user and item attributes, context, content, information from other domains and so on.
an accurate model for learning from implicit feedback.

The existing work on FMs with implicit feedback is limited and the scope of existing experimental studies is narrow. In a recent work, Guo et al. [34] introduce PRFM (Pairwise Ranking Factorization Machines), where they adapt a pairwise optimization technique to learn from implicit feedback. This work however, has not fully exploited one of the main advantages of FMs, namely the ability to encode additional information as auxiliary features. In PRFM, contextual information has been exploited to adapt the sampling stage of the learning method and thus the model needs to be re-adapted for different types of auxiliary information. Furthermore, PRFM was only tested on one explicit dataset. In [34], explicit feedback was mapped to unary positive-only feedback, and thus it is not clear how PRFM performs on datasets with inherent implicit feedback.

In another work, Nguyen et al. [80] introduced Gaussian Process Factorization Machines (GPFM), a non-linear adaptation of Factorization Machines. In GPFM, interactions between users, items and context are captured with non-linear Gaussian kernels. They also introduced a pairwise optimization model for GPFM for datasets with implicit feedback and used it for context-aware recommendations. However, GPFM is not linearly scalable as the underlying optimization method relies on calculating the inverse of Gaussian kernels, which is a computationally-intensive task. Furthermore, the GPFM model is dependent on the choice of kernel, thus making it more complex compared to the standard FMs model. Nevertheless, we empirically compare the performance of GPFM with our method based on the training time and recommendations accuracy, in Section 5.5.

In this work we consolidate previous work on FMs and introduce a generic Factorization Machines framework for datasets with implicit feedback. Similar to [34], we adapt a pairwise optimization method based on BPR (Bayesian Personalized Ranking) criterion [97]. BPR is a state-of-the-art learning-to-rank method for collaborative filtering that learns to correctly rank pairs of items with respect to a user. BPR has been successfully applied for datasets with implicit feedback and it has been shown [97] to be more effective than other learning-to-rank methods such as Weighted Regularized Matrix Factorization (WRMF) [40]. Unlike [34], our proposed training model does not depend on the sampling method. We adapt the optimization model of BPR based on the existing auxiliary information that are represented as additional features. We refer to our implementation as FM-Pair since we are using a pair-wise optimization method for FMs. FM-Pair is a linear model that can exploit additional information as auxiliary features just like the standard FMs, without requiring any adaptation to the underlying model. We further propose two applications of FM-Pair on context-aware and cross-domain collaborative filtering problems. We test FM-Pair on four implicit and explicit datasets with different tasks. We find that by using the right data, FM-Pair outperforms state-of-the-art methods for learning from implicit feedback data. We also show that FM-Pair is significantly more effective than the trivial implicit-to-explicit mapping method. Furthermore, we empirically demonstrate the effectiveness of FM-Pair on exploiting auxiliary features (i.e., context or cross-domain information). We also empirically show that FM-Pair scales linearly by increasing dimensionality of factorization or number of auxiliary features.

FM-Pair is publicly available as a part of WrapRec\(^2\), an open-source evaluation frame-
work for recommender systems and can be used simply on different datasets.

The contributions of this chapter can be summarized as follows:

• An extension to Factorization Machines is introduced that allows the use of FMs for datasets with implicit feedback. Inspired by BPR [97], FM-Pair is implemented with a pairwise loss function without requiring explicit feedback for user-item interactions.

• We propose to apply FM-Pair to exploit context and provide context-aware recommendations for datasets with implicit feedback. Similarly, we propose a method to apply FM-Pair for the task of cross-domain collaborative filtering.

• We release the implementation of FM-Pair as a part of WrapRec, an evaluation framework for recommender systems. The usage of WrapRec framework is briefly described in this chapter. More details about WrapRec can be found in Chapter 6.

In the remainder of this chapter we first provide a brief introduction to FMs and discuss some background and related work. In Section 3.3, we introduce FM-Pair and its pairwise optimization method in detail. In Section 3.4, we propose two applications of FM-Pair for context-aware and cross-domain collaborative filtering. In Section 3.5 we describe the datasets, our evaluation method and the experiments that we performed in this chapter and further elaborate on the results of those experiments. We conclude this chapter by summarizing the contributions and discussing about possible extensions in Section 3.6.

3.2. BACKGROUND AND RELATED WORK

In this section we briefly introduce the model of Factorization Machines for explicit feedback datasets and explain how the input data is represented in FMs. We also review the related work on Factorization Machines in more details.

Factorization Machines represent each user-item interaction by a real-valued feature vector $x$ with a corresponding output value of $y$. Typically the feature vectors are binary vectors with two non-zero features corresponding to user and item. In case of explicit user feedback, the output value $y$ would be the actual rating given by the user. Figure 3.1 illustrates how the user-item rating matrix can be modeled by the feature vectors $x$ and output values $y$. Each rating in the user-item matrix is represented by a feature vector. The feature vectors indicate which user rated which item and if auxiliary information (such as context) is available for the user-item interactions, it is represented by real-valued auxiliary features.

More specifically, let us assume that the input data is represented by a set $S$ of tuples $(x, y)$ where $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$ is a $n$-dimensional feature vector and $y$ is its corresponding output value. Factorization Machines learn a model based on the interaction between features. The FM model with the order of 2, where the interactions up to order of 2 (i.e., pairs) are considered, is represented as follows:

$$f(x) = w_0 + \sum_{j=1}^{n} w_j x_j + \sum_{j=1}^{n} \sum_{j'=j+1}^{n} w_{j,j'} x_j x_{j'}$$

(3.1)
where $w_j$ are first order interaction parameters and $w_{j,j'}$ are second order factorized interaction parameters and are defined as $w_{j,j'} = \langle v_j, v_{j'} \rangle$ where $v_j = (v_{j,1}, \ldots, v_{j,k})$ is $k$-dimensional factorized vector for feature $j$. In fact, FMs factorize any feature that is represented in a feature vector $x$ and consider the terms $x_j x_{j}'$ as weight parameters for the pairwise interactions between the factorized parameters. As you might notice, the FM model is similar to a polynomial regression model. However, FMs differ from a standard polynomial regression model by the fact that the parameters $w_{j,j'}$ are not independent parameters as they are inner product of two factorized vectors. This makes the total number of parameters much lower (compared to the regression model) and makes FMs favorable for problems with sparse and high dimensional data such as collaborative filtering. For a FM with $n$ as the dimensionality of feature vectors and $k$ as the dimensionality of factorization, the model parameters that need to be learned are $\Theta = \{w_0, w_1, \ldots, w_n, v_{1,1}, \ldots, v_{n,k}\}$.

Rendle [92] proposes three learning methods to learn the parameters of FMs: Stochastic Gradient Descent (SGD), Alternating Least-Squares (ALS) and Markov Chain Monte Carlo (MCMC) method. In principal all the three methods find the optimal parameters by optimizing the same objective function but they use different techniques to solve the optimization problem. The objective function is defined by summing up the losses of individual samples in the training set. A regularization term is also added to the objective function to prevent over-fitting. The objective function $L$ with square loss over training set $S$ is defined as:

$$L(\Theta, S) = \sum_{(x,y) \in S} (f(x|\Theta) - y)^2 + \sum_{\theta \in \Theta} \lambda_{\theta} \theta^2$$  \hspace{1cm} (3.2)$$

where $\theta \in \Theta$ are model parameters and $\lambda_{\theta}$ is regularization value for parameter $\theta$. The optimal parameters $\Theta_{OPT}$ are found by minimizing the objective function, i.e., $\Theta_{OPT} = \text{argmin}_{\Theta} L(\Theta, S)$. Rendle [92] showed that all three learning methods has the same time complexity. The advantage of MCMC over the other two optimization techniques is that it is insensitive to hyper-parameters (such as regularization values) which can avoid time-consuming search for hyper-parameters. On the other the advantages of the SGD technique are its simplicity and lower storage complexity. Details about the optimization
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techniques can be found in [92].

Factorization Machines have several advantages compared to other factorization methods:

- **Generalization**: Factorization Machines are general factorization models. Despite other factorization models (such as matrix factorization) where specific entities (e.g. user, item) are factorized, in FMs any dimension that can be represented in terms of a feature can be factorized to a low-dimensional latent space. In matrix factorization, predictions are generated by taking into account the interaction between user and item, but in FMs the predictions are generated by taking into account the pairwise interaction between any pair of features (including user and item). FMs can even take into account higher order interactions between features.

- **Expressiveness**: The fact that the input data in FMs are represented by feature vectors, not only makes FMs easy to use but also makes it possible to mimic several collaborative filtering methods such as Tensor Factorization [50] by feature engineering. This obviates the need to introduce a new prediction and inference methods for such cases. Other example of CF methods that can be represented by FMs are SVD++ [54], Attribute-Aware matrix factorization [27] and Joint Matrix Factorization [114].

- **Performance and Scalability**: The complexity of prediction and inference in FMs are linear in terms of number of latent factors and the number of non-zero features [92] and thus FMs can be scaled for large datasets. Furthermore, a parallel implementation of FMs with shared-memory architecture has been proposed [47] that can achieve noticeable training speed-up on large datasets.

### 3.3. Learning from Implicit Feedback

In this section we introduce FM-Pair, an adaptation of Factorization Machines with a pairwise optimization methods. Previous studies [80, 97, 113] have reported better performance for pairwise learning-to-rank methods compared to point-wise methods for datasets with implicit feedback. While FM-Pair benefits from the effectiveness of pairwise learning-to-rank, it can also leverage the arbitrary auxiliary features that might be available in the input data.

The optimization technique in FM-Pair is inspired by the BPR [97] optimization criterion. The BPR method comes with an assumption that all observed positive feedback is preferred over the missing preferences. The training data in BPR consist of a user and a pair of items where the first item, referred as the **positive item**, is chosen from the user positive feedback and the second item, referred as the **negative item**, is sampled from the unobserved interactions. More specifically, the training data in BPR would be a set of tuples \( S_P = \{(u, i, j)|i \in I_u^+ \land j \in I \setminus I_u^+\} \) where \( I_u^+ \) is set of all positive feedback from user \( u \), \( i \) is an item with positive feedback from \( u \) and \( j \) is a missing item for that user which is sampled uniformly from the unobserved items. The BPR optimization technique learns to correctly rank the items in any given pair of items, with respect to a given user.

In FM-Pair arbitrary information can be represented by auxiliary features and thus the pairwise learning method should be able to exploit those features. Let us assume
that $z(u, i)$ are the auxiliary features associated with user $u$ and item $i$. Then the tuple $(u, i, j) \in S_F$ indicates user $u$ prefers item $i$ over item $j$ under the observed auxiliary features $z(u, i)$. Auxiliary features can be user features, item features, context or additional information about user-item interaction. FM-Pair finds the optimal parameters $\Theta$ by maximizing the following likelihood function:

$$\prod_{(u,i,j) \in S_F} p(i > u, j | \Theta)$$

(3.3)

where $i > u, j$ indicates item $i$ is preferred over $j$ by user $u$ under auxiliary features $z = z(u, i)$. Similar to the BPR model, the probability $p(i > u, j | \Theta)$ is defined by mapping a utility function $g_z(u, i, j)$ to a value between 0 and 1. This can be done by the sigmoid function $\sigma(x) = \frac{1}{1+e^{-x}}$. Therefore:

$$p(i > u, j | \Theta) = \sigma(g_z(u, i, j | \Theta))$$

(3.4)

The utility function $g$ captures the interaction between user $u$, item $i$ and item $j$ with presence of auxiliary features $z(u, i)$. Similar to BPR, the utility function $g$ is defined by calculating the difference between the utility of individual interactions. FM-Pair calculates the utility of individual interactions by taking into account the auxiliary features $z(u, i)$. We define the utility function $g$ as:

$$g_z(u, i, j | \Theta) = f_z(u, i | \Theta) - f_z(u, j | \Theta)$$

(3.5)

The utility of individual interactions $f_z(u, i | \Theta)$ can be calculated using equation (4.3). In this case the input feature vector $x$ is a sparse vector in which features corresponding to user $u$, item $i$ and $z(u, i)$ are non-zero. Thus the vector $x$ can be represented with the following sparse form:

$$x(u, i, z) = x_{u, i, z} = \{(u, x_u), (i, x_i), (z, x_z) | z \in z\}$$

(3.6)

where $x_z$ is the value of feature $z$ and can be a real value number. The parameters $x_u$ and $x_i$ are considered to be 1 to indicate the corresponding user and item of a feedback (see Figure 3.1 for clarity). By replacing $x_{u, i, z}$ in equation (4.3), and expanding $w_{j, f}$, the individual utility function $f_z(u, i | \Theta)$ can be written as:

$$f_z(u, i | \Theta) = f(x_{u, i, z} | \Theta) = w_0 + w_u + w_i + \sum_{z \in z} w_z x_z + \sum_{f=1}^{k} v_{u, f} v_{i, f} + \sum_{f=1}^{k} x_z v_{u, f} v_{z, f} + \sum_{f=1}^{k} x_z v_{i, f} v_{z, f}$$

(3.7)

By replacing (4.9) in (3.5), the pairwise utility function $g$ can be written as:

$$g_z(u, i, j | \Theta) = w_i - w_j + \sum_{f=1}^{k} v_{u, f} (v_{i, f} - v_{j, f}) + \sum_{f=1}^{k} x_z v_{z, f} (v_{i, f} - v_{j, f})$$

(3.8)
Now we define the FM-Pair objective function by taking the logarithm of the likelihood function in equation (3.3) and adding regularization terms:

\[ L(\Theta, S_P) = \sum_{(u, i, j) \in S_P} \ln \sigma(g_z(u, i, j|\Theta)) - \sum_{\theta \in \Theta} \lambda \theta^2 \] (3.9)

Since the FM-Pair objective function is based on likelihood, the optimal parameters are found by maximizing this function, i.e., \( \Theta_{OPT} = \arg\max_\Theta L(\Theta, S_P) \).

To find the optimal parameters, optimization is done with Stochastic Gradient Descent (SGD) technique. First the parameters are initialized and then they are updated by iterating over the tuples \((u, i, j) \in S_P\) using the following update rule:

\[ \theta \leftarrow \theta - \eta \frac{\partial L(\Theta, S_P)}{\partial \theta} \] (3.10)

where \( \eta \) is the learning rate. By replacing (3.9) in (3.10), the update rule would be:

\[ \theta \leftarrow \theta + \eta \left( \frac{e^{g_z}}{1 + e^{g_z}} \frac{\partial g_z}{\partial \theta} + \lambda \theta \right) \] (3.11)

Based on equation (4.11), the gradients of \( g_z \) with respect to \( \theta \) is defined as:

\[
\frac{\partial g_z}{\partial \theta} = \begin{cases} 
1 & \text{if } \theta = w_i \\
-1 & \text{if } \theta = w_j \\
v_{i,f} - v_{j,f} & \text{if } \theta = v_{u,f} \\
v_{u,f} + \sum_{z \in z} z_{z,f} v_{z,f} & \text{if } \theta = v_{i,f} \\
v_{u,f} - \sum_{z \in z} z_{z,f} v_{z,f} & \text{if } \theta = v_{j,f} \\
x_{z}(v_{i,f} - v_{j,f}) & \text{if } \theta = v_{z,f} \\
0 & \text{otherwise}
\end{cases}
\] (3.12)

The parameters \( w_i \) are typically initialized by 0 and the factorization parameters \( v_{*,f} \) should be initialized by a zero-mean normal distribution with standard deviation \( \sigma_0 \) for a better performance. The parameter \( \sigma_0 \) is one of the hyper-parameters of SGD that typically is tuned by cross-validation or by using a validation set.

The SGD algorithm typically iterates over the entire training data and updates the parameters according to the update rule. [97] suggests to draw the positive feedback from the input data by bootstrapping with replacement to prevent consecutive updates on a same user or item for faster convergence. FM-Pair first draws a positive feedback \((u, i, z_{u,i})\) from the input dataset \( D \) and then samples a negative item \( j \) from \( I \setminus I^+ \) uniformly. In the next step, the utility function \( g \) is calculated and then the parameters are updated according to the update rule (3.11). Figure 2 summarizes the FM-Pair learning algorithm.

### 3.3.1. Computational Complexity

FM-Pair have a linear learning and prediction time complexity. The main effort in the FM-Pair SGD algorithm is to calculate \( g_z(u, i, j) \) (line 6 in Figure 2). According to (4.11), this can be done in \( \Theta(k + |z|k) \). Sampling positive pairs \((u, i)\) and negative items \( j \) (lines...
Algorithm 1: Learning FM-Pair with Stochastic Gradient Descent.

**Input:** Training Data $D$  
**Output:** Model parameters $\Theta$

1. Initialize $\Theta$
2. do
   3. Sample $(u, i)$ from $D$ and create $x_{u,i,z}$
   4. Sample $j$ from $I \setminus I_u$ create $x_{u,j,z}$
   5. Let $g_z(u, i, j)(\Theta) = f(x_{u,i,z}|\Theta) - f(x_{u,j,z}|\Theta)$
   6. Update $\Theta$ according update rule (3.11)
3. while convergence
4. return $\Theta$

4 and 5 in Figure 2) can be done efficiently [95] in $O(1)$. Updating the parameters are done according to (3.11) and (3.12). For each point $(u, i, j, z)$ in the training data only the parameters corresponding to that point is updated since the gradient of the other parameters are 0. Thus the complexity of updating the parameters for each training point (line 7 in Figure 2) is $O(|z|k)$ according to (3.12). Putting it all together, the complexity of one iteration in FM-Pair SGD algorithm is $O(k(|z| + 1))$ and the complexity of a full iteration on the entire training data $D$ is $O(k(|z| + 1)|D|)$. Therefore, the computational complexity of FM-Pair is linear in terms of number of latent factors $k$ and number of auxiliary features $z$. In the experiments section we empirically demonstrate the training time of FM-Pair based on $k$ and $z$.

3.3.2. ANALOGY BETWEEN FM-PAIR AND BPR-MF

FM-Pair can mimic other factorization methods with feature engineering, similar to the standard Factforization Machines. A specific model that can be represented with FM-Pair is BPR-MF (BPR with Matrix Factorization utility) [97]. The matrix factorization model calculates the utility of a user-item interaction as the inner product of the user and item factors, that is, $f_{MF}(u, i) = \sum_{f=1}^{k} v_{u,f} v_{i,f}$. By considering $f_{MF}$ as the utility function of matrix factorization model, the utility of triples $(u, i, j)$ in BPR-MF is defined as:

$$g_{MF}^{MF}(u, i, j) = \sum_{f=1}^{k} v_{u,f} (v_{i,f} - v_{j,f})$$

(3.13)

By comparing the above equation with (4.11), one can notice that $g_{MF}^{MF}$ is a special case of $g_z(u, i, j)$ where $z = \emptyset$ (i.e., no auxiliary features) and the parameters $w_i$ and $w_j$ are 0. In fact when there are no auxiliary features, FM-Pair, compared to BPR-MF, learns two additional parameters $w_i$ and $w_j$ that can be regarded as global item biases for positive and negative items.

3.4. IMPROVED RECOMMENDATIONS WITH AUXILIARY DATA

A great advantage of Factorization Machines as mentioned earlier, is that they are capable of exploiting arbitrary information as auxiliary features to improve recommen-
In this section, we propose to apply FM-Pair for the context-aware and cross-domain collaborative filtering for datasets with implicit feedback.

### 3.4.1. CONTEXT-AWARE RECOMMENDATION WITH FM-PAIR

Context is a dynamic set of parameters describing the state of the user at the moment of experience. Some studies also consider user and item attributes as a type of context [3]. Context-aware recommendation relies on this additional information to better learn from the interactions between users and items. In FM-Pair, context can be considered as one type of auxiliary features for user-item interactions. We represent the context of a user feedback with the following sparse representation:

\[ \mathbf{z}(u, i) = \{(z, x_z) | x_z \neq 0\} \]

(3.14)

where \( z \) is a context and \( x_z \) is its corresponding value. For example, if available context of an interaction \((u, i)\) are user mood (e.g., “happy”) and movie genre (e.g., “action”), then we can represent the context of interaction with \( \mathbf{z}(u, i) = \{(\text{happy}, 1), (\text{action}, 1)\} \). By expanding the feature vector \( \mathbf{x} \) with context features, the feature vector \( \mathbf{x} \) would have the following sparse form:

\[ \mathbf{x}(u, i, z) = \mathbf{x}_{u, i, z} = \{(u, x_u), (i, x_i)\} \cup \mathbf{z}(u, i) \]

(3.15)

and the following expanded form:

\[ \mathbf{x}_{u, i, z} = (0, \ldots, 0, x_u, 0, \ldots, 0, x_i, 0, \ldots, 0, x_{z_1}, \ldots, x_{z_m}) \]

(3.16)

where \( Z \) is the set of contextual feature and \( m = |Z| \). The parameters \( x_u, x_i \) and \( x_z \) are the actual values of features, which be seen as weight parameters specifying the strength of features. The parameters \( x_u \) and \( x_i \) are typically considered to be 1 to just indicate the presence of features. The parameters \( x_z \) can be assigned with any real-values to control the weight of contextual features. For the categorical context such as user mood typically binary values are used similar to \( x_u \) and \( x_i \). However, the binary values can also be replaced with real values. If the features are continuous by their nature (e.g. user age, time of the day and number of clicks), a real value can be considered as the value of the feature. According to [99] it is often desirable that the value of auxiliary features sum up to 1. Continuous features can also be mapped to categorical features by forming several bins. With our preliminary experiments we found that mapping continuous context to categorical features results to better accuracy. In Section 5.5, we describe our feature mapping on the two datasets with contextual features.

### 3.4.2. CROSS-DOMAIN RECOMMENDATIONS

Cross-Domain Collaborative Filtering (CDCF) methods exploit additional information from source\(^3\) domains to improve recommendations in a target domain. The main idea of CDCF is that a user’s taste in one domain (e.g., movie) can be exploited to better learn

\(^3\)The source domains are also referred as “auxiliary” domains. In this chapter we used the term “source” to avoid confusion with auxiliary features.
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user’s taste on another domain (e.g., music). Different methods for the problem of CDCF have been proposed. A great overview of the existing solutions can be found in [15]. Among different techniques that have been developed for cross-domain CF, in an earlier study [78] we proposed a method for the problem of CDCF with Factorization Machines for the rating prediction problem. In this section, we propose a similar technique that has been adapted for FM-Pair and thus can be applied for datasets with implicit feedback.

Thanks to the flexibility of Factorization Machines in exploiting additional features, the information from source domains can be translated to auxiliary features to expand the feature vectors in the target domain. The expanded feature vectors can be then used as the input data for FM-Pair to train a model. With the same assumption as the case of context-aware recommendation, the extra features can enrich the feature vectors to better learn the user preferences. We refer to our proposed cross-domain CF method with FM-Pair as FM-Pair-CD. The advantage of FM-Pair-CD is that it does not require any adaptation to the underlying FM-Pair model and thus the model can be used out-of-the-box. FM-Pair-CD proposes a simple and yet effective way to exploit features from source domains in order to improve the performance of recommendations in the target domain. Here the domain refers to the type of item that user interacted with. For example, if user provides a feedback for a movie, the domain is “movies”.

To understand how FM-Pair-CD represents the auxiliary features, suppose \( p \) is the number of source domains and \( I_j(u) \) is the set of items in domain \( j \) that user \( u \) interacted with. FM-Pair-CD proposes to use one auxiliary feature for every item that user interacted with in the source domains. Therefore, the feature vectors \( x \) in the target domain can be represented with the following sparse form consisting of both target and source domain features:

\[
\mathbf{x}(u,i) = \{ (u,1), (i,1) \}_{\text{target domain features}}, \bigcup_{j=1}^{p} \{ (z, x_z(u,j)) | z \in I_j(u) \}_{\text{source domains’ features}}
\]

(3.17)

where \( x_z(u,j) \) is the value of feature \( z \), i.e., the weight that should be considered for the interaction of user \( u \) with item \( z \) in the source domain \( j \). We propose the following two approaches to define the feature values \( x_z(u,j) \):

- Binary indicator: In this case similar to the representation of user and item, the presence of a source domain feature is specified by indicator value of 1. We denote \( x_z^B(u,j) \) as binary representation of features. In other words, in this case, with binary values we indicate which items have been rated by the user in the source domains.

- Normalized by count: In this case the values of source domain features are normalized by the number of feedback that user provided in the source domain. The normalized value \( x_z^C(u,j) \) is defined by:

\[
x_z^C(u,j) = \frac{1}{|I_j(u)|}
\]

(3.18)

The auxiliary features in the FM-Pair-CD method, are in fact the items in source domains with feedback from the user. The normalization of auxiliary features ensures that
the target features are not dominated by auxiliary features. Figure 3.2 illustrates how FM-Pair-CD represents feature vectors for input data. In this example the target domain is the “movie” domain and source domain is the “music” domain. The music items that same user has interacted with are considered as auxiliary features for the interactions in the target domain. As you might notice from Figure 3.2, the total number of auxiliary features is the number of items in source domains. We found that using only a fraction of user feedback from source domains results in almost same improvement compared to the case that all user feedback from source domains are used. Such feature selection makes the size of feature vectors smaller and thus the training and prediction become faster. The selected features can be based on most popular items, highly rated items, or just randomly chosen items. In fact, by applying this feature selection method, the auxiliary features in (5.22) can be represented as:

$$\bigcup_{j=1}^{p} \{(z, x_z(u, j))|z \in I_j(u) \land z \in I^S(u)\}$$  \hspace{1cm} (3.19)

where $I^S(u)$ are the selected features. Since finding the most informative items from source domains is not the focus of this work, we just consider $I^S(u)$ to be random items from source domains.

3.5. DATASETS, EXPERIMENTS AND EVALUATION
In this section we first introduce the datasets that we used in this chapter, we then describe our evaluation method, and then we explain our experiments.

3.5.1. DATASETS
We used the following four datasets in this chapter, ranging from the popular MovieLens dataset to a recent industry dataset of XING. These datasets are chosen so that we can test different scenarios with auxiliary features and to cover both implicit and explicit feedback scenarios.
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Table 3.1: Statistics of the dataset used in this chapter.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Users</th>
<th>#Items</th>
<th>#Feedback</th>
<th>Sparsity(%)</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens 100K</td>
<td>943</td>
<td>1,682</td>
<td>100K</td>
<td>93.74</td>
<td>1-5</td>
</tr>
<tr>
<td>Amazon</td>
<td>15,994</td>
<td>84,508</td>
<td>270K</td>
<td>99.98</td>
<td>1-5</td>
</tr>
<tr>
<td>Frappe</td>
<td>957</td>
<td>4,082</td>
<td>96K</td>
<td>97.54</td>
<td>Implicit</td>
</tr>
<tr>
<td>XING</td>
<td>9,751</td>
<td>9,821</td>
<td>223K</td>
<td>99.76</td>
<td>Implicit</td>
</tr>
</tbody>
</table>

- **MovieLens 100K**: The MovieLens 100K dataset[^4] is a popular benchmark dataset for recommender systems with explicit feedback consisting of 100K user rating on the scale of 1 to 5. This dataset also contains several user and item attributes that can be used as auxiliary features in FM-Pair.

- **Amazon**: The Amazon dataset [^62] consists of user ratings on the products on the Amazon website. The ratings are on the same scale as the MovieLens dataset. The products belong to four different domains: Books, Music CDs, Video tapes and DVDs. This dataset has been used for some previous work on cross-domain CF [^38, ^78].

- **Frappe**: Frappe is a context-aware mobile app discovery tool. It logs number of time users run an application on their mobile phone. It also logs several contexts such as time, date, location and weather. The Frappe dataset [^7] consists of 100K implicit positive feedback. An observation is considered as a positive feedback if user runs an application at least one time. We used this dataset because of the presence of several contextual features. This dataset has also been used in one of the related work [^80].

- **XING**: XING[^5] is a professional social network and a job discovery platform. This dataset is a subset of the Recsys 2016 challenge[^6] and consists implicit user feedback on job postings. Users can either click on a job posting, bookmark it or apply for it. We consider any user action on a job positing as a positive feedback. Since the original dataset was extremely sparse, we densified the dataset by considering users and items with at least 20 interactions.

Table 5.1 list the statistics of the three datasets that we used in this chapter.

### 3.5.2. Experiments Setup and Evaluation

All experiments in this chapter are done with four-fold cross-validation to make sure the hyper-parameters are not tuned for one particular test set. FM-Pair is implemented as a part of the WrapRec[^77] open source project. WrapRec can be used as a command line tool in different platforms. The source code and documentation can be found in [http://wraprec.crowdrec.eu/](http://wraprec.crowdrec.eu/).

EVALUATION METHOD
The performance of our experiments are evaluated with two ranking metrics namely Recall and NDCG (Normalized Discounted Cumulative Gain). To calculate these metrics on datasets with positive-only feedback, typically for each user in the test set a rank list is created. The metrics are then calculated based on the presence of test feedback on top of the list. However, when auxiliary features such as context are available for the feedback, this strategy is not suitable as it is not clear based on which context the scores (i.e., the utility of a user-item interaction) should be generated. To make an unbiased estimation of performance when auxiliary features are available, we applied the approach known as One-plus-random [9, 19] where the following procedure is applied: For every user-item interaction in the test set (which is a positive feedback with possible auxiliary features), 1000 random items which are not observed with that user are scored based on the same user and auxiliary features. Then a ranked list including the target item is created. The position of the target item in the ranked list is used to calculate the metrics. If the targeted test point appears in the top N positions of the list, then it would be considered as a hit. In case of a hit, the recall of a single test point would be 1 and otherwise it would be 0. The overall metric is calculated by averaging on all points. That is:

\[ \text{Recall@N} = \frac{1}{|T|} \sum_{i=1}^{[T]} I(r_i \leq N) \]  

where \( r_i \) is the rank of the \( i \)th test sample in the generated list, \( I \) is the indicator function and \( |T| \) is the size of test set. The above metric can be interpreted as the hit rate of the test samples where a hit is defined as presence of the relevant test point in the top N positions of the ranked list.

Based on the one-plus-random evaluation method, we also adopted the MRR metric as follows:

\[ \text{MRR@N} = \frac{1}{|T|} \sum_{i=1}^{[T]} \frac{1}{r_i} I(r_i \leq N) \]  

We use the MRR metric since it also takes into account the position of the relevant item in the list. Note that these metrics are not absolute metrics [9] and their value does not reflect the real performance of the system. However, they are reliable metric to compare the performance of different experiments.

3.5.3. COMPARISON OF FM-PAIR WITH OTHER METHODS
The proposed FM-Pair algorithm is compared with several methods on the four datasets. In this experiment no auxiliary or context features are used, and the methods are compared only based on the positive feedback in the user-item matrix. The following setups have been tested in this experiment:

- **Most-Popular**: This is a baseline method where the most popular items are recommended to the users.
- **FM-Map**: In this setup the training is done similar to the FMs for rating prediction. For the positive feedback in the training set the output value of +1 is considered. Same number of unobserved interactions are sampled uniformly and they
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are considered as negative feedback with output value of -1. The positive and sampled negative feedback is used to train the FMs model. To resemble the experiment for datasets with explicit feedback, the ratings higher than user’s average were mapped to +1 and negative feedback were sampled in the same way as the implicit feedback datasets.

- **BPR-MF**: This method is an implementation of BPR method with Matrix Factorization as the utility function [97]. With this method there is no possibility to incorporate auxiliary information.

- **FM-Pair**: This is the proposed method in this chapter. The FM-Pair algorithm is listed in Figure 2. For the two datasets of MovieLens and Amazon with explicit feedback, the ratings above user’s average rating is considered as positive feedback.

**Hyper-parameters and Experimental Reproducibility**

The three datasets of MovieLens, Amazon and Frappe are publicly available. For the experiments in this section, the number of factors (parameter $k$) is set to 10 and the number of iterations of the SDG algorithm on the training data is set to 300. The standard deviation of the the normal distribution for initialization (parameter $\sigma_0$) is set to 0.1. The learning rate of the SGD algorithm (parameter $\lambda$) varies per dataset. The following learning rates are used for each dataset: XING: 0.075, Frappe and MovieLens: 0.005, Amazon: 0.001. The two hyper-parameters of $\sigma_0$ and $\lambda$ are found with a grid search with our four-fold cross-validation experiments. That is, the hyper-parameters that result to the best performance on the average of all folds are chosen, thus they are not optimized for one particular test set.

**Description of the Results**

Table 3.2 lists the performance of the above five methods on the four datasets based on Recall@10 metric\(^7\). As it can be seen from the table, in three out of the four datasets, the FM-Pair is performing better than the other baselines. In the XING dataset, BPR-FM is slightly performing better than FM-Pair. It is worth mentioning that when there are no auxiliary features (such as this experiment) the underlying model of FM-Pair is very similar to BPR-MF (see Section 3.3.2). This can explain the close performance of the two methods. Nevertheless, the additional parameters of FM-Pair contribute to some accuracy gain in three out of the four datasets. Another observation that you can see in this table, is that the FM-Map method is not really effective for ranking compared to the two pairwise methods in our experiments. This can be explained by the fact that the standard FMs optimization method is a pointwise method that in principle learns to correctly predict the mapped scores and it is not optimized for ranking. Note that we also tried to map the sampled unobserved feedback to other values than -1, but in practice the result were very similar. For the two datasets of Amazon and MovieLens with explicit feedback, we did an additional experiment where the model is trained with the standard FM with original ratings. The ranked lists are then generated based on the

\(^7\)Other ranking metrics such as MRR and NDCG are also calculated, but due to the high correlation between the values, we only report Recall@10 for this experiment.
Table 3.2: Comparison of different learning-to-rank methods on the four dataset based on Recall@10. The numbers in parentheses are standard deviations of the results in the four folds.

<table>
<thead>
<tr>
<th>Method / Dataset</th>
<th>XING</th>
<th>Frappe</th>
<th>Amazon</th>
<th>MovieLens</th>
</tr>
</thead>
<tbody>
<tr>
<td>Most-Popular</td>
<td>0.0306</td>
<td>0.1643</td>
<td>0.0222</td>
<td>0.1180</td>
</tr>
<tr>
<td>FM-Map</td>
<td>0.0287</td>
<td>0.1230</td>
<td>0.0348</td>
<td>0.0728</td>
</tr>
<tr>
<td>BPR-MF</td>
<td>0.2925</td>
<td>0.1428</td>
<td>0.0962</td>
<td>0.2278</td>
</tr>
<tr>
<td>FM-Pair (this chapter)</td>
<td>0.2920</td>
<td>0.1816</td>
<td>0.0972</td>
<td>0.2357</td>
</tr>
</tbody>
</table>

predicted ratings. For this experiment we achieved a Recall of 0 for Amazon and 0.001 for the MovieLens dataset. This shows that even for datasets with explicit feedback, ranking based on predicting ratings is not really effective. Previous studies [6, 19] also showed the ineffectiveness of pointwise methods for ranking.

**Comparison with GPFM**

In addition to the methods listed in Table 3.2, we also compare the performance of FM-Pair with the pairwise method of GPFM [80] since it is very close to our work as it also adapted a pairwise optimization technique for FMs. We tested the GPFM method on Frappe and MovieLens datasets. For the Frappe dataset we achieved a Recall@10 of 0.1615 and for the MovieLens a Recall@10 of 0.1562 was achieved, both less than the performance of FM-Pair (See Table 3.2). However, the remarkable advantage of FM-Pair compared to GPFM is that the computational complexity of FM-Pair is significantly lower than GPFM. Figure 3.3 compares the epoch time (the time of a full iteration on dataset) of the three methods of BPR-MF, GPFM and FM-Pair on two datasets of Frappe and MovieLens. The numbers are represented in the log scale due to the significant difference between the epoch time of GPFM with the other two methods. The epoch time of FM-Pair is slightly higher than the epoch time of BPR-MF due to the presence of two additional parameters (see Section 3.3.2). The GPFM method on the other hand, is significantly slower that the other two methods due to the fact that GPFM need to calculate the inverse of the covariance matrix of the preference kernels [80]. This introduces a significant computational complexity in the training of GPFM.

Due to the high space complexity of GPFM, running the experiment on the larger datasets of XING and Amazon was not even possible on our testing machine\(^8\). Since the complexity of GPFM is significantly higher than the other methods, we did not further investigate on testing GPFM on our larger datasets.

We used the Matlab implementation\(^9\) of GPFM that was released with that work to train the model but the evaluation was done in the same way as other methods, as described in Section 3.5.2, to have a fair comparison between the methods. The kernel of the Gaussian process is chosen to be the RBF kernel, the recommended kernel of the model.

---

\(^8\)The experiments are run on a machine with 8 GB of memory and an Intel i5 processor with 4 CPU cores.

\(^9\)http://trungngv.github.io/gpfm/
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3.5.4. FM-Pair with Auxiliary Data

In the second set of our experiments, we test the performance of FM-Pair with auxiliary information. We use FM-Pair for the two scenarios that we described in Section 3.4: context-aware recommendation and cross-domain collaborative filtering.

**FM-Pair with Context**

Among the four datasets that we use in this chapter the two datasets of Frappe and MovieLens have several context and attributes. The final context and attributes that are used in the experiments are found with a naive greedy method, where the top performing features are combined. For the Frappe dataset the following contexts are used: daytime (with seven possibilities of sunrise, morning, noon, afternoon, sunset, evening, night), weekday (day of the week), isweekend (with two values of workday or weekend) and homework (with three values of unknown, home, work). For the MovieLens dataset, we used the genre of movies as auxiliary features in FM-Pair. Each movie in this dataset has one or more genres from the 17 genres that exists in this dataset.

Table 3.3 compares the performance of FM-Pair with context or attributes as auxiliary features (FM-Pair-Context), with the original FM-Pair without any auxiliary features. We reported Recall@10 and MRR@10 for the two setups in this experiment. The results show that the FM-Pair can clearly exploit context or auxiliary attributes if they are present in a dataset.

**Cross-Domain Recommendation with FM-Pair**

To test the performance of FM-Pair for cross-domain collaborative filtering, we use the dataset of Amazon where the items come from four different domains. We use the two domain of books and music as target domains and use other domains as source domains. The experiments are done with four-fold cross-validation and on each fold only the interactions from the target domain are evaluated. The source domains are used to generate auxiliary features, as described in Section 3.4.2. Figure 3.4 illustrates our four-fold cross-validation splitting method on the Amazon dataset with one target domain.
Table 3.3: Performance of FM-Pair with context compared to the standard FM-Pair without auxiliary features.

<table>
<thead>
<tr>
<th>Method / dataset</th>
<th>Recall@10 Frappe</th>
<th>Recall@10 MovieLens</th>
<th>MRR@10 Frappe</th>
<th>MRR@10 MovieLens</th>
</tr>
</thead>
<tbody>
<tr>
<td>FM-Pair</td>
<td>0.1816</td>
<td>0.2357</td>
<td>0.0745</td>
<td>0.1027</td>
</tr>
<tr>
<td>FM-Pair-Context</td>
<td><strong>0.2064</strong></td>
<td><strong>0.2601</strong></td>
<td><strong>0.0890</strong></td>
<td><strong>0.1191</strong></td>
</tr>
</tbody>
</table>

and three source domains. The design choices and hyper-parameters of the experiment are the same as the ones described in Section 3.5.3 except that for the books domain, the learning rate of the SGD algorithm is set to 0.001 due to its faster convergence.

The following three setups are used to demonstrate the performance of the FM-Pair method for cross-domain recommendations. In all setups, the evaluation is done for the target domain.

- **FM-Pair**: In this setup FM-Pair is only applied on the target domain and source domains are not exploited.

- **FM-Pair-All**: In this setup the source domains are used as additional training samples. Thus, no auxiliary features are generated.

- **FM-Pair-CD**: In this setup source domains are exploited to generate auxiliary features for the training feature vectors in the target domain. In fact, the number of training samples in this setup is the same as the first setup but the feature vectors are expanded with auxiliary features. The value of auxiliary features are defined based on equation (3.18) and for each user we take at most five feedback from each source domain to avoid large feature vectors.

Table 3.4 lists the performance of the above three setups on the Amazon dataset where domains of books and music are used as target domains. First, as you can see in this table, the FM-Pair-CD outperform the other two methods on the accuracy of recommendations. The second interesting observation is that when recommendations are generated for a target domain, using only interactions from that particular domain (setup FM-Pair) is better than using the entire dataset for training (setup FM-Pair-All). Similar effect has been shown in a previous study as well [73]: using a sensible subset of data can perform better than using the entire dataset. In fact, exploiting the source domains by means of auxiliary features in FM-Pair has a better effect than blindly combining all samples from all domains in one big dataset.

![Figure 3.4: Illustration of the cross-validation splitting method for the cross-domain recommendation experiment with FM-Pair on the Amazon dataset.](image-url)
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Table 3.4: Performance of cross-domain recommendation with the FM-Pair-CD method compared to the single-domain training scenarios.

<table>
<thead>
<tr>
<th>Method / Target Domain</th>
<th>Recall@10</th>
<th>MRR@10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Books</td>
<td>Music</td>
</tr>
<tr>
<td>FM-Pair (Target-only)</td>
<td>0.1058</td>
<td>0.0966</td>
</tr>
<tr>
<td>FM-Pair-All</td>
<td>0.0831</td>
<td>0.0855</td>
</tr>
<tr>
<td>FM-Pair-CD</td>
<td><strong>0.1238</strong></td>
<td><strong>0.1060</strong></td>
</tr>
</tbody>
</table>

3.5.5. Convergence and Complexity of FM-Pair

In this section we further analyze the convergence and complexity of FM-Pair by monitoring the performance of FM-Pair with different number of iterations (of the training algorithm) and different dimensions of factorization. Figure 3.5 compares the performance of FM-Pair, FM-Pair-Context and BPR-MF on different number of epochs on the two datasets of Frappe and MovieLens. In Figure 3.6, we illustrate the performance of cross-domain recommendations with FM-Pair-CD compared to the two setups of FM-Pair and FM-Pair-All on different number of epochs. The models are evaluated on every 10 epochs with Recall@10.

As you can see in Figure 3.5, on the Frappe and MovieLens dataset all models converge rather fast due to the density of datasets. However, an interesting observation on the Frappe dataset is that FM-Pair and FM-Pair-Context already achieve a high recall after the first few epochs whereas the BPR-MF algorithm converge later and yet cannot achieve FM-Pair’s performance even with higher number of epochs. A closer examination of Section 3.3.2 and Table 3.2 can explain this result. The high recall of the popularity algorithm on the Frappe dataset exhibits a high tendency on popular items in this dataset. On the other hand, the presence of bias parameters $w_i$ and $w_j$ in the FM-Pair model can learn such biases, that turns to be very effective on training the model in popularity-skewed datasets such as Frappe. The effectiveness of such bias parameters on CF models have also been shown in previous studies (e.g. [55]).

On the two datasets of Amazon, as you can see in Figure 3.6, the FM-Pair-All converge faster, most likely due to the larger number of training samples, but fails to reach the performance of FM-Pair and FM-Pair-CD. The FM-Pair-CD performs better that the other two methods even with smaller number of epochs and thus it is an effective model to leverage cross-domain auxiliary feature.

In Section 3.3.1 we showed that the complexity of FM-Pair is linear in dimensionality of factorization (parameter $k$) and the number of auxiliary features ($|z|$). Experimental results also confirms the linearity of FM-Pair. Figure 3.7 illustrates the influence of the two parameters $k$ (left chart) and $|z|$ (right chart) on the epoch time of different datasets (the effect of parameter $|z|$ is only illustrated on the Frappe datasets since this is the only dataset with multiple context features). The reported epoch time is the average epoch time on four-fold cross-validation experiments and the bars indicate the standard deviation of the four folds. As you can see in the two charts for both parameters the epoch time grows linearly (with small errors) and thus the linearity of FM-Pair can be confirmed.
Figure 3.5: Empirical comparison of the convergence of FM-Pair (with or without context) with BPR-MF on the two datasets with auxiliary features.

Figure 3.6: Empirical comparison of the convergence of cross-domain CF with FM-Pair compared to the single-domain models on two domains of the Amazon dataset.

3.5.6. USING WRAPREC

The implementation of this chapter is published in the WrapRec toolkit. WrapRec is an open source evaluation framework for recommender systems that can wrap algorithms from different frameworks and evaluate them under same setup. WrapRec is written in C# and can be used in multiple platforms. WrapRec can be used as a command-line tool. To use WrapRec all setting need to be defined in one configuration file. The configuration file specifies the model and its parameters, how the dataset should be read and split, and how the evaluation should be done. The command-line tool can be downloaded from the WrapRec website\(^{10}\) and can be simply used as:

- (Windows): `WrapRec.exe [path-to-config-file]`
- (Linux and Mac): `mono WrapRec.exe [path-to-config-file]`

Details about the format of the configuration file and usage of WrapRec can be found in the WrapRec website. The experiments on this chapter can be reproduced by using the configuration file that is defined for the experiments.

\(^{10}\)http://babakx.github.io/WrapRec/
3.6. CONCLUSION AND FUTURE WORK

In this chapter we introduce FM-Pair, an adaptation of Factorization Machines with a pairwise learning-to-rank optimization technique. In contrast to the original model of Factorization Machines, FM-Pair can be used effectively for datasets with implicit feedback, thus addressing a wider range of problems in recommender systems. In this chapter we show that for ranking problems, FM-Pair is more effective than the standard FMs even on datasets with explicit feedback. FM-Pair leverages a pairwise learning-to-rank method inspired by the Bayesian Personalized Ranking (BPR) criterion, which optimizes the model parameters for ranking. Similar to the standard Factorization Machines, FM-Pair can exploit additional features such as context, user and item attributes, cross-domain information and any discrete or real-valued auxiliary features. In this chapter we also propose to apply FM-Pair for context-aware and cross-domain collaborative filtering problems. Experimental results on four datasets with implicit or explicit feedback showed the effectiveness of FM-Pair for datasets with implicit or explicit feedback with or without auxiliary features. We showed that when no auxiliary features are exploited FM-Pair is at least as accurate as state-of-the-art methods such as BPR-MF, if not more. However, FM-Pair shines with its ability to easily exploit additional features without any effort to adapt the underlying model. For the two task of context-aware and cross-domain CF we show that FM-Pair is effective on exploiting such features. The model can be trained without much of overhead on training time while considerable improvement can be achieved by exploiting additional features. Comparison of FM-Pair with GPFM, which is also capable of exploiting context features, exhibits superiority of FM-Pair in terms of accuracy and complexity.

In this chapter we also observed that the trivial implicit-to-explicit mapping is not an effective way of using FMs for learning-to-rank from datasets with implicit feedback. In fact, the standard FMs are not optimized for ranking and even for datasets with explicit feedback, standard FMs are not effective for ranking problems.

We also analyzed the convergence and complexity of FM-Pair in the tested datasets. An interesting observation was the ability of FM-Pair to leverage item biases that turns to be very effective for the Frappe dataset, which is a popularity-skewed dataset. We
also empirically show that FM-Pair scales linearly on dimensionality of factorization and number of features.

As a future work, the proposed methods for context-aware and cross-domain CF can be further investigated by studying the effect of selected features on the performance of the recommendations. For example, for the task of cross-domain CF, as we mentioned earlier, the features from source domain can be transferred with several possibilities. In this work the features correspond to items in the source domains. The number and characteristics of the selected items in source domains is subject to further studies. Similarly, for the task of context-aware recommendation, the contribution of different context features can be adjusted by feature engineering.

In this chapter we adapted a pairwise optimization technique for Factorization Machines. Further studies can be done to apply other optimization techniques such as listwise learning-to-rank methods for Factorization Machines.
User interactions can be considered to constitute different feedback channels, e.g., view, click, like or follow, that provide implicit information on users’ preferences. Each implicit feedback channel typically carries a unary, positive-only signal that can be exploited by collaborative filtering models to generate lists of personalized recommendations. This chapter investigates how a learning-to-rank recommender system can best take advantage of implicit feedback signals from multiple channels. We focus on Factorization Machines (FM) with Bayesian Personalized Ranking (BPR), a pairwise learning-to-rank method, that allows us to experiment with different forms of exploitation. We perform extensive experiments on three datasets with multiple types of feedback to arrive at a series of insights. We compare conventional, direct integration of feedback types with our proposed method, which exploits multiple feedback channels during the sampling process of training. We refer to our method as multi-channel sampling. Our results show that multi-channel sampling outperforms conventional integration, and that sampling with the relative “level” of feedback, is always superior to a level-blind sampling approach. We evaluate our method experimentally on three datasets in different domains and observe that with our multi-channel sampler the accuracy of recommendations can be improved considerably compared to the state-of-the-art models. Further experiments reveal that the appropriate sampling method depends on particular properties of datasets such as popularity-skewness1.

---

1This work was first published as Loni, Babak, Roberto Pagano, Martha Larson, and Alan Hanjalic. "Bayesian personalized ranking with multi-channel user feedback." In Proceedings of the 10th ACM Conference on Recommender Systems, pp. 361-364. ACM, 2016. This chapter is extension of the above work and is accepted to be published as Loni, Babak, Roberto Pagano, Martha Larson, and Alan Hanjalic. "Top-N Recommendation with Multi-Channel Positive Feedback using Factorization Machines” In ACM Transactions on Information Systems (TOIS), 2018 [76].
4.1. Introduction

Recommender systems exploit user interactions in order to generate predictions of user preference. Today’s recommenders are not dependent on users’ explicit ratings, but rather are able to exploit implicit feedback. The number of types of implicit feedback, here referred to as channels, that can be collected from users is large, and arguably growing. These feedback channels often provide positive-only feedback, meaning that they capture preference, but not any dislike or negative feedback. They include views, clicks or likes but also replies, bookmarks, follows, saves, shares, purchases, flags, and mentions. The potential posed by these channels raises the question of whether additional forms of feedback add extra value, and, if so, how this value can best be exploited to improve recommender systems.

In this chapter, we focus on Factorization Machines (FMs) [90], a state-of-the-art factorization method. We choose FMs because they are well suited for the integration of auxiliary data in terms of additional features [78, 99], and, for this reason, allow us to compare different methods of integrating multi-channel feedback. We point out that many context-aware recommendation approaches, since they provide a mechanism to integrate auxiliary data, could possibly be used to exploit multi-channel feedback. However, FMs represent the state-of-the-art of context-aware recommendation [99] and have been shown to outperform their closest competitor, which is Multiverse Recommendation [50]. The newer extended variations of FMs [48, 80, 126] have also been shown to be effective for context-aware collaborative filtering. For these reasons, our experiments focus exclusively on the FM framework.

Standard FMs are optimized for datasets with explicit feedback. In this work, we use an adaptation of FMs [71] with Bayesian Personalized Ranking (BPR) [98], a pairwise optimization method that allows us to learn preferences from unary (positive-only) feedback. Note that positive-only feedback is also referred as implicit feedback in some related work as this kind of user feedback is typically provided implicitly (e.g. user click, share, add-to-basket, etc.). We refer to our method as FM-Pair as it uses a pairwise optimization model for FMs. FM-Pair can address scenarios where user feedback is unary and positive-only, but it can also be applied on datasets with explicit feedback since explicit feedback can be always converted to positive-only by thresholding the relevance [51, 121]. Furthermore, FM-Pair can exploit rating information for more effective optimization. In this work, we also perform experiments on a dataset with explicit feedback to show the effectiveness of our method in different scenarios.

In BPR, the learning is done by forming pairs of items consisting of an item with positive feedback and a negative item, which is typically sampled from the set of items that user has not interacted with. BPR trains a model by optimizing a pairwise loss function with Stochastic Gradient Descent (SGD). It has been shown that the performance and convergence of the BPR optimization model is largely dependent on how well the pairs of positive and negative items are sampled [96, 98]. Sampling the “right” items results in faster convergence of the BPR model and makes a contribution to the performance [96].

Our work builds on an initial, short exploratory paper [74], in which we demonstrate the usefulness of differentiating between channels in conventional BPR. We consider channels to constitute different levels of feedback, with higher levels reflecting a higher user commitment, and thereby carrying a stronger preference signal, than lower levels.
Briefly, the benefit of leveraging channels in BPR is the advantage offered by a better-informed sampling of positive and negative items.

In this chapter, we move multi-channel feedback to a FM framework to make a comparison between exploiting multiple feedback channels directly (as auxiliary features in the FM model) or via sampling. Building on the ability of FMs to exploit additional information as auxiliary features, we first study how effective it would be if we encode channel types as features in the FM model. Our second approach, which extends our preliminary work [74], takes into account the feedback channels for more effective sampling. In this chapter, we propose a wider range of samplers, introduce an alternative way to sample positive items from a dataset, and use FMs as the scoring function to predict the utility of user-item interactions. We compare the effectiveness of our first and second approach with several baselines on three different datasets with implicit or explicit feedback. Note that multiple types of positive feedback can also be exploited by other methods such as ensemble methods and sequential training [120]. Our proposed method is one possibility to exploit multiple types of feedback by the underlying learning algorithm. This chapter addresses the following research questions (RQs):

- RQ0: As a sanity check, does a recommender that combines multiple channels of feedback improve its performance over a recommender that uses a single channel only?
- RQ1: Does channel-based, level-informed sampling allow for better exploitation of multiple feedback channels than conventional integration of feedback?
- RQ2: How do different sampling strategies perform on different datasets?
- RQ3: What are the advantages of channel-based, level-informed sampling (i.e., performance, coverage, time)?

The main contributions of this chapter are a thorough understanding of the potential and limitations of multi-channel feedback exploitation, supported by extensive experimentation, reproducible because of our choice to include public datasets, and our release of the code for this chapter.

The organization of the remainder of this chapter is as follows. In Section 4.2, we review related work. Section 4.3, provides a background on FMs, Bayesian Personalized Ranking and pairwise Factorization Machines (FM-Pair). In Section 4.4, we introduce the two different approaches to exploit multiple channels with FM-Pair. Section 4.5 describes datasets, our evaluation framework and our experimental setup. In Section 4.6.1, we present the results of the three sets of experiments that we performed in this study, each of which is connected to one of our research questions. Finally, we draw a conclusion and discuss future directions in Section 4.7.

4.2. RELATED WORK

In this section, we briefly review four groups of studies that are related to our work. We first review the state-of-the-art methods based on FMs. We then discuss the studies that propose to use FMs for learning-to-rank. Next, we report the third group of related work
that tries to exploit multiple types of user feedback and finally we review the studies that have been done to improve the sampling method of BPR.

Factorization Machines [90] have been mainly used for collaborative filtering and in particular for rating prediction. Some studies try to improve the underlying model of FMs. Field-Aware Factorization Machines (FFM) [48] is an extension of FMs where several representations for a feature are learned, depending on the fields (groups of features) of the pairwise interactions in the model. For example, in a model with three groups of features, which corresponds to users, items and context, two representations for a user are learned, one for interacting with items and a second representation for interacting with context. FFM is shown to improve the accuracy of predictions in Click-Through-Rate (CTR) prediction tasks. FFM however, has higher time and space complexity compared to the standard FM model and it is not optimized for ranking problems. In recent work, Xiao et al. [126] propose Attentional Factorization Machines (AFM) where the FM model is represented as a neural network model with additional parameters that are learned using an attention network. The extra parameters learn additional weights for pairwise interactions that can reflect the importance of interactions. This model is also trained with a point-wise loss function, similar to FMs, and is optimized for prediction tasks. Due to the larger number of parameters, this model also has a larger time and space complexity.

Our work shares the goal of using FMs for learning-to-rank with a few recent studies. Nguyen et al. [80] proposed Gaussian Process FMs (GPFM) where interactions between feature vectors are modeled with Gaussian kernels. They also proposed a pairwise ranking model where the GPFM model can be used for datasets with implicit feedback. Another study that uses FMs for ranking is RankFM, work by Qiang et al. [87], where the model uses ordinal regression with an FM kernel for micro-blog ranking. This model is particularly useful when we have explicit negative feedback. Guo et al. [35] proposed a learning-to-rank model for FMs where the categories of items are used for sampling. The effectiveness of their method however, has been proved only on the dataset of MovieLens 100K where the user feedback is explicit. All the above work assumes that user feedback (explicit or implicit) is from a single channel. Our work differs from these contributions in that our model distinguishes different feedback channels and exploits channel information either as auxiliary features, or for more effective sampling.

The idea of using multiple types of feedback has been studied in some previous work. Zanker et al. [128], proposed a neighborhood collaborative filtering method where users’ feedback from different channels is combined to calculate similarity of users and items more precisely. They define weights for different channels by measuring each channels’ performance when each channel is used individually. This work is based on neighborhood methods, whereas our work is based on low-rank factorization, a model-based approach. While neighborhood methods are simple to implement, they are computationally more expensive and generally less accurate than model-based methods [60, 112]. In this work, we use FMs as a state-of-the-art collaborative filtering method and we do not explore other collaborative filtering approaches. In a recent study, Gai et al. [65] proposed an early fusion method where both implicit and explicit feedback are converted to implicit feedback and the model is trained by an adaptation of the SVD++ algorithm [53]. This method converts explicit ratings to binary relevance data
and does differentiate different levels of feedback. However, it has only been evaluated on explicit feedback datasets. In other work, Pan et al. [83] used an extension of BPR, namely BPR with confidence [124], for learning from heterogeneous implicit feedback. Their method exploits heterogeneous feedback by modeling feedback confidence. This model can distinguish only two types of feedback namely transaction (high confidence) and examination (low confidence) feedback. This model was only evaluated on explicit movie ratings where ratings of 5 are considered as transactions and the other rating are considered as examination feedback. However, the effectiveness of this method on real implicit feedback datasets where the confidence of the interactions is not known is not clear.

Combining multiple types of feedback has also been studied using late fusion methods. Da Costa et al. [20] propose an ensemble method to combine models that are learned from individual feedback channels. Tang et al. [120] performed an empirical study on exploiting different feedback channels in LinkedIn to improve recommendations. They proposed to use three methods, late fusion, sequential training and joint training, to exploit different feedback types. The underlying model that is used for training is logistic regression, which is optimized for CTR prediction. To compare our proposed model with late fusion methods, we include an oracle experiment that represents an upper bound on the performance that is achievable with late fusion.

Our proposal is related to other work that tries to improve BPR sampling methods. Ganter et al. [28] proposed a non-uniform sampler for negative items where the probability of sampling negative items is given in advance. Rendle et al. [96] proposed a more advanced sampling method where the probability of sampling negative items is adapted dynamically (Dynamic Oversampling). Lerche et al. [61] proposed BPR with graded relevance. In their method, sampling is partially done using graded feedback. That is, a given ratio of item pairs are sampled from the observed interactions using a weighting function. However, calculating the grades of feedback requires additional information such as user ratings or frequency of interactions, which might not be available in a dataset. Furthermore, in our earlier work [75] we empirically showed that sampling a negative item from observed feedback always results in degraded performance presumably because unobserved items are more likely to be negative (and thus better candidates for sampling as negative) compared to observed items [117]. Our method differs from [61] in the sense that it uses multiple channels simultaneously and does not rely on real-valued grades for implicit feedback. Furthermore, we adopt FMs (which are capable of exploiting context or other auxiliary features) as the utility (scoring) function, whereas [61] relies on the standard BPR model with Matrix Factorization utility function.

4.3. BACKGROUND AND FRAMEWORK
In this section, we provide a brief overview of FMs and Bayesian Personalized Ranking (BPR) to be able to explain FM-Pair, the model that we use in this work.

4.3.1. FACTORIZATION MACHINES (FMS)
Factorization Machines are general factorization models that are capable of modeling different factorization approaches by way of feature engineering [92]. In addition to their
superiority with respect to performance and accuracy, FMs offer an advantage because they allow easy integration of additional information in the form of auxiliary features. FMs have been successfully applied in context-aware recommendation [99], cross-domain collaborative filtering [78] and social recommendations [70].

The standard FMs are designed for data with explicit feedback. Each user-item interaction is modeled by a feature vector \( \mathbf{x} = (x_1, \ldots, x_n) \in \mathbb{R}^n \) and the corresponding feedback (rating) is specified by \( y \), a real-value number. The user-item interaction vector \( \mathbf{x} \) has two non-zero elements: one corresponding to the specific user and one to the specific item. That is, if user \( u \) rates item \( i \), the feature vector \( \mathbf{x} \) is specified as:

\[
\mathbf{x}_{u,i} = (0, \ldots, 0, x_u, 0, \ldots, 0, 0, \ldots, 0, x_i, 0, \ldots, 0) \tag{4.1}
\]

where \( U \) and \( I \) represent the set of users and items in the dataset and the cardinalities of them are denoted by \(|U|\) and \(|I|\). In the above equation, \( x_u \) and \( x_i \) are the values of the features corresponding to user \( u \) and item \( i \). The above feature vector \( \mathbf{x} \) can also be represented compactly as: \( \mathbf{x}(u, i) = \mathbf{x}_{u,i} = [(u, x_u), (i, x_i)] \) where \( u \) and \( i \) are indices and \( x_u \) and \( x_i \) are the values of the features. The feature values \( x_u \) and \( x_i \) are typically considered to be 1 to indicate the involvement of a user and an item in one interaction.

One advantage of FMs, which we build on here, is their ability to exploit additional information (such as user attributes, item attributes and contexts of interactions) in terms of auxiliary features. Assuming that a user-item interaction also includes auxiliary features \( \mathbf{z} \), the expanded feature vectors \( \mathbf{x} \) can be represented with the following compact form:

\[
\mathbf{x}(u, i, \mathbf{z}) = \mathbf{x}_{u,i,z} = [(u, x_u), (i, x_i), (z, x_z)|z \in \mathbf{z}] \tag{4.2}
\]

where \( z \in \mathbf{z} \) is the index of an auxiliary feature and \( x_z \) is the value of that feature. An auxiliary feature \( z \) can be binary, categorical or numerical, depending on the type of feature.

Given the feature vectors \( \mathbf{x} \) with general representation of \( \mathbf{x} = (x_1, \ldots, x_n) \), the standard FMs model with two-way interactions is specified as:

\[
f(\mathbf{x}) = w_0 + \sum_{j=1}^{n} w_j x_j + \sum_{j=1}^{n} x_j x_{j'} + \sum_{j=1}^{k} v_{j,f} v_{j',f} \tag{4.3}
\]

where \( n \) is the number of features, \( w_j \) are first order interaction parameters, \( v_{*,f} \) are second order factorized interaction parameters and \( k \) is the dimensionality of factorization.

The model parameters in FMs according to (4.3) are \( \Theta = \{w_0, w_1, \ldots, w_n, v_{1,1}, \ldots, v_{n,k}\} \). Model parameters are learned by optimizing a point-wise objective function, which is defined over training data \( S \). The objective function is typically a square loss over training samples plus a regularization term to prevent over-fitting.

In recommendation scenarios involving unary positive feedback (instead of e.g., ratings), the target values \( y \) are not available in terms of real value numbers and a point-wise loss function is not suitable. Pairwise models on the other hand, learn to correctly rank any pair of items for each user. Previous work has reported that pairwise loss functions are better choices for datasets with unary feedback [80, 98, 112]. In this work, we use a pair-wise loss function for FMs based on the BPR model. Before describing such a loss function, we give an overview of BPR in the next subsection.
4.3.2. Bayesian Personalized Ranking

Bayesian Personalized Ranking (BPR) [98] is a state-of-the-art learning-to-rank method for learning from data with unary (positive-only) feedback. The basic idea of BPR is that for any user $u$, the items with observed positive feedback from $u$ are preferred over items without any feedback from $u$. With that assumption, BPR creates training data by forming tuples $(u, i, j)$, where $i$ is an item with positive feedback from $u$ and $j$ is a negative item.

BPR learns the model parameters $\Theta$ by maximizing the likelihood function $p(i >_u j|\Theta)$ for all training triples $(i >_u j$ is read as $i$ is preferred over $j$ by user $u)$. The likelihood function $p(i >_u j|\Theta)$ is defined as:

$$p(i >_u j|\Theta) = \sigma(\hat{y}_{uij}(\Theta))$$ (4.4)

where $\sigma$ is the logistic sigmoid function and $\hat{y}_{uij}$ is a real-valued utility function that captures the relationship between user $u$, item $i$ and item $j$, given model parameters $\Theta$. In standard BPR, $\hat{y}_{uij}$ is defined as the subtraction of individual user-item utility function:

$$\hat{y}_{uij}(\Theta) = \hat{y}_{ui}(\Theta) - \hat{y}_{uj}(\Theta)$$ (4.5)

The utility of user-item pairs $\hat{y}_{ui}(\Theta)$ can be defined by different models such as Matrix Factorization or Nearest Neighbor models [98]. With a simple Matrix Factorization model the utility of user-item pairs $\hat{y}_{ui}$ can be defined as:

$$\hat{y}_{ui}(\Theta) = \sum_{f=1}^{k} v_{u,f} v_{i,f}$$ (4.6)

where $v_{u,f}$ and $v_{i,f}$ are the latent factors corresponding to user $u$ and item $i$ and $k$ is the dimensionality of factorization. Similarly, we can define $\hat{y}_{uj}(\Theta)$, the utility of the negative item for the user. Thus, $\hat{y}_{uij}(\Theta)$ can be defined as:

$$\hat{y}_{uij}(\Theta) = \sum_{f=1}^{k} v_{u,f} (v_{i,f} - v_{j,f})$$ (4.7)

Note that with the above utility function, the model parameters $\Theta$ are the set of all user and item latent factors. With the above definition, the likelihood function $p(i >_u j|\Theta)$ can be represented in terms of parameters $v_{u,f}$ and $v_{i,f}$. The parameters are learned by maximizing $p(i >_u j|\Theta)$ for the set of tuples $(u, i, j)$. Rendle et al. [98] showed that the maximum likelihood problem in BPR can be reduced to an optimization problem with the following objective function:

$$L(\Theta, S) = \sum_{(u, j, j) \in D_S} \ln \sigma(\hat{y}_{uij}) - \lambda_\theta ||\Theta^2||$$ (4.8)

where $\lambda_\theta$ are the regularization parameters and $D_S$ is the set of tuples $(u, i, j)$. The BPR optimization problem is solved by Stochastic Gradient Descent.

Due to the large number of possibilities to create the tuples $(u, i, j)$, the tuples are typically formed by sampling the dataset. The choice of sampling method in BPR is
crucial to convergence of SGD algorithm. In [98], it has been suggested that the user-item pairs \((u, i)\) are sampled from \(S\) uniformly (with replacement)\(^2\) and the negative items \(j\) are uniformly drawn from \(I \setminus I_u^+\) where \(I_u^+\) is the set of items that received positive feedback from \(u\). However, in a later study, Rendle et al. [96] proposed a dynamic non-uniform sampling method for negative items where the probability of sampling a negative item is dependent on the current model parameters. They showed that for a dataset with tailed item popularity, dynamic sampling has a significant influence on the convergence of SGD.

### 4.3.3. Pairwise Factorization Machines

Using the BPR optimization criteria, which was described earlier, we can adapt FMs for data with unary feedback. A straightforward approach would be to consider the FM model in Eq. (4.3) as the utility (scoring function) of individual user-item pairs, i.e., \(\hat{y}_{ui}\). However, FMs do not have any knowledge about the type of feature, i.e., for a given feature vector, FMs do not know which features correspond to user, item or auxiliary information. On the other hand, in the BPR algorithm, for a given user-item pair the user should be known to the algorithm in order to sample an appropriate negative item (recall that negative items are sampled from \(I \setminus I_u^+\)). We therefore introduce a finer-grained representation of FMs where the algorithm is aware of the features (i.e., the input data should specify which feature corresponds to a user\(^3\)).

Let us assume that \(x_{u,i,z}\) is a feature-aware representation of an input feature vector in FMs such that \(u\) corresponds to the user, \(i\) corresponds to the item and \(z\) is the set of auxiliary features in \(x\). By replacing the sparse representation \(x_{u,i,z}\) (Eq. (4.2)) in Eq. (4.3), the utility of individual interactions \(x_{u,i,z}\) can be written as:

\[
\begin{align*}
    f(x_{u,i,z}) &= w_0 + w_u + w_i + \sum_{z \in z} w_z x_z + \sum_{f=1}^{k} v_{u,f} v_{i,f} + \sum_{z \in z} \sum_{f=1}^{k} v_{u,f} v_{z,f} \\
    &\quad + \sum_{z \in z} \sum_{f=1}^{k} v_{i,f} v_{z,f} + \sum_{z \in z} \sum_{z' \in z} x_z x_{z'} \sum_{f=1}^{k} v_{z,f} v_{z'z,s,f} \\
    &= f(u, i, z) \quad (4.9)
\end{align*}
\]

Note that since the only non-zero features in \(x_{u,i,z}\) are \(u, i,\) and \(z,\) we were able to expand (4.3) and represent the FM model with finer-grained components. Conceptually, the above equation can be interpreted as a set of bias terms (parameters \(w_*\)) and interaction between latent factors of user and item, user and auxiliary features, item and auxiliary features, and interaction between different auxiliary features.

In order to exploit the auxiliary feature \(z\) in our pairwise FM model, we adapt the definition of likelihood and loss functions in BPR to take into account the auxiliary features. Hence, we define a more general likelihood function for BPR as:

\[
    p(i > u, z | \Theta) = \sigma(g_z(u, i, j | \Theta)) \quad (4.10)
\]

\(^2\)Sampling with replacement means that the sampled training pair \((u, i)\) is replaced after sampling and can be sampled again.

\(^3\)In the implementation of this work, we support a file format for FM-Pair where the type of feature can be specified.
where \( i >_u z j \) indicates that item \( i \) is preferred over \( j \) by user \( u \) in the presence of auxiliary features \( z \). Here \( g_z(u, i, j|\Theta) \) is the utility of pairs of feature vectors in FMs. Similar to Eq. (4.5), \( g_z \) can be defined by subtracting the utility function \( f(x_{u,j,z}) \) from \( f(x_{u,i,z}) \).

Thus, by using the definition (4.9), \( g_z \) can be written as:

\[
g_z(u, i, j|\Theta) = w_i - w_j + \sum_{f=1}^{k} v_{u,f}(v_{i,f} - v_{j,f}) + \sum_{z \in z} \sum_{f=1}^{k} v_{z,f}(v_{i,f} - v_{j,f})
\]

(4.11)

Note that the above utility function is very similar to the Matrix Factorization (MF) utility function (Eq. (4.7)). However, it has additional parameters that take into account user and item biases and auxiliary features to score a user-item interaction. From Eq. (4.11) and Eq. (4.9) one can see that the MF utility function \( \hat{y}_{ui} \) is a special case of \( g \) where the biases parameters are zero and the feature vector \( x_{u,i,z} \) does not have any auxiliary features.

Finally, the objective function \( L(\Theta, S) \) can be adapted by replacing \( \hat{y}_{uij} \) with \( g_z \) in equation (4.8). The optimal parameters are found by minimizing this function, i.e., \( \Theta_{OPT} = \text{argmin}_{\Theta} L(\Theta, S) \). This optimization problem can be solved by Stochastic Gradient Descent. Note that the negative items \( j \) are sampled from the dataset similarly to how they are sampled in the standard BPR model.

### 4.4. Multiple Channels in FM-Pair

In this section, we introduce two different models to exploit channel information using the FM-Pair model. We first introduce a naïve approach (Section 4.4.1), where the channel information is embedded into the FM-Pair model as auxiliary features. We then propose a more advanced model (Section 4.4.2) where the channel information is used to perform a more effective sampling (multi-channel) for the FM-Pair optimization algorithm.

#### 4.4.1. Multiple Channels as Auxiliary Features

The most straightforward way to exploit multiple types of positive feedback in FM-Pair is to use the types (channels) of the feedback as auxiliary features in the FM model. The basic assumption here is that the type (channel) of feedback contains some information that reflects the commitment level or preference of the user for the item. With the FM-Pair model, the channel of feedback is considered as an additional discrete feature. Figure 4.1 illustrates the design matrix of the FM-Pair model with three positives (white background) and three negative (red background) samples. In this example, items are playlists and the channel types of feedback are ‘click’, ‘share’ and ‘like’. The three types of feedback are considered as discrete features. For each positive example, an artificial negative example is created in such a way that the user and auxiliary features (in this case ‘channel type’) are the same as the positive example and the negative item is a sampled item from \( I \setminus I^+_u \) (note that here \( x^+_1 \) is an example of \( x_{u,i,z} \) and \( x^-_1 \) is an example \( x_{u,j,z} \) according to the FM-Pair model). Note here the difference between the design matrix of
the FM-Pair model with the design matrix of the standard FM [92]. In FM-Pair, there is no column for labels since we do not have explicit graded feedback. Moreover, since the optimization model in FM-Pair uses positive and negative samples, we have two different types of rows representing positive and negative examples.

The advantage of such representation is that channel types are encoded as additional features in the input data and the FM-Pair model can be used seamlessly. The model learns the underlying latent factors for each of the feedback channels, which is then used for prediction. Note that since the type of feedback is only present on training time (not on the prediction time), the feedback type is only exploited on the training time to better learn user and item factors. The recommendations are generated on a user-basis, that is, for each user a ranked list of items are generated where the candidate items are ranked using Eq. (4.9). It is also worth noting that if other auxiliary or context features are present in a dataset that are available in the prediction time, the ranked list should be created for each combination of user and available context [91].

### 4.4.2. Multi-Channel Sampling

This section presents our approach, which improves FM-Pair by using level-based sampling exploiting multiple feedback channels. In [74], we introduced the idea of multi-channel sampling for BPR. Here, we provide a fully developed version of the initial idea by integrating multi-channel sampling into FM, decoupling the sampling model for positive and negative items, and carrying out extensive testing.

Assume that \( p(u, i, j) \) is the probability distribution from which tuples \((u, i, j)\) are sampled. This distribution can be expanded as:

\[
p(u, i, j) = p(u, i) \cdot \frac{p(j | u, i)}{\text{positive pair sampler}} \cdot \frac{p(j | u, i)}{\text{negative item sampler}}
\]

(4.12)
The two components in the above probability distribution correspond to the **positive pair sampler**, by which user-item pair \((u, i)\) is sampled, and the **negative item sampler**, by which \(j\) is sampled.

In standard BPR, \((u, i)\) is selected by uniform sampling from the training set\(^4\) \(S\), and \(j\) is sampled uniformly from \(I \setminus I_u\). Thus, the probability distribution of the two samplers in the standard BPR can be denoted by \(\frac{1}{|S|}\) for positive pairs and \(\frac{1}{|I \setminus I_u|}\) for negative items.

For multi-channel positive feedback, we introduce the notion of a feedback **level** that reflects the importance of a feedback channel. The notion of level is also used to define an ordinal scale for different feedback channels. The higher the level of a feedback is, the higher is the user’s interest or commitment level to the item. For example, in a music recommendation framework, a user ‘like’ should have higher level than a ‘click’, assuming a ‘like’ is a stronger indication of interest than a ‘click’. The assumption of multi-channel sampling is that, given a user, an item at a higher feedback level is preferred to an item at a lower feedback level.

Multi-channel sampling differs from the standard BPR sampling method in two ways: Firstly, the probability of sampling positive pairs and negative items depends on the feedback level. Secondly, the multi-channel method samples additional tuples that would not otherwise be sampled by standard BPR sampling. We point out that the positive and negative items in tuples \((u, i, j)\) can also be interpreted as a ‘preferred’ and a ‘less preferred’ item. In our preliminary work \([74]\), we showed that sampling negative items **only** from unobserved interactions is more effective than the negative items that are sampled from observed interactions. Therefore, in this work we propose to sample negative items only from unobserved interactions. Note that when we sample negative items from unobserved interactions, the feedback level still influences sampling probability, since the types of interactions of other users make a contribution, as explained below. In sum, Figure 4.2 illustrates standard versus multi-channel sampling for the FM-Pair model. The arrows show the preferences. For user \(u\) the negative item is always drawn from the unobserved items. It is sampled from the overall item pool in a way that is aware of the level of the feedback of other users.

Our multi-channel sampler utilizes feedback channels to over- or under-sample certain items to better learn the user’s preference model. Thus, the probability of sampling positive pairs and negative items also depends on the level where they appear.

We denote \(L = (L_1, \ldots, L_p)\) as the ordered set of levels in a dataset such that \(L_i > L_{i+1}\), that is, feedback in \(L_i\) are stronger signals of interest compared to the feedback in \(L_{i+1}\). For example, in Figure 4.2 there are four levels: three positive and one unobserved level. Let \(L\) and \(N\) denote the level of the positive and the negative item in tuple \((u, i, j)\). The multi-feedback sampler samples tuples \((u, i, j)\) from the following set:

\[
D_{MF} = \{(u, i, j) | i \in I_{L,u} \land j \in I_{N,u} \land L > N\} \quad (4.13)
\]

such that \(I_{L,u}\) represents the set of items in levels \(L\) that user \(u\) interacted with and \(I_{N,u}\) represents the set of items that can be sampled in level \(N\) as negative item, which we take to be the set of items with which the user has not interacted.

\(^4\)Note that the user-item pairs can also be selected by iterating over training data, but it has been shown that sampling with replacement (bootstrapping) is more effective than iteration \([98]\).
As already stated, in the multi-channel feedback sampling method the probability of sampling the tuples depends on the levels. We can assume that the tuples are sampled from a joint probability distribution \( p(u, i, j, L, N) \), which can be expanded as:

\[
p(u, i, j, L, N) = p(u, i, L).p(j, N|u, i, L)
\] (4.14)

In the above equation, the positive pair sampler and the negative item sampler are both joint probability distributions with positive or negative levels. We now define different distributions for positive and negative samplers.

**Positive Pair Sampler**

In multi-channel sampling, the positive feedback sampler can be further expanded as:

\[
p(u, i, L) = p(u, i|L)p(L)
\] (4.15)

where \( p(L) \) is the probability of sampling a positive level. We define \( p(L) \) as follows:

\[
p(L) = \frac{w_L|S_L|}{\sum_{Q\in L^+} w_Q|S_Q|}
\] (4.16)

where \( |S_L| \) is the number of occurrences of feedback in level \( L \) and \( w_L \) is a weight associated with a level that should reflect the importance of the level. The weight parameters \( w_L \) can be either static values that are dependent to the channel types or can be dynamic values that are changed during training (similar to the dynamic sampling method proposed in [96]). In our preliminary experiments, we found that dynamic weights for sampling levels typically results in sub-optimal models. We found that the reciprocal rank of the levels are good candidates as the weights of the levels. Given a level, the positive user-item pair is then sampled uniformly from that level. To summarize, the positive pair sampler first samples a level according to (4.16) and then uniformly samples a user-item pair from that level. With the above sampling method, the positive feedback from higher levels has a higher chance to be sampled. This chance is determined by the size and also the weight of the levels.
**Negative Item Sampler**

The second factor in Eq. (4.14) is the negative item sampler that, similarly to Eq. (4.15), can be expanded to finer-grain distributions:

\[ p(j, N|u, i, L) = p(j, N|u, L) = p(j|u) p(N|u, L) \quad (4.17) \]

where the first probability distribution is used to sample a negative item given a negative level, and the second distribution is used to sample a negative level given the user and the positive level. Note that sampling an item only depends on the user and the level that the item belongs to. Therefore, we can write \( p(j, N|u, i, L) = p(j|u, N|u, L) \). Similarly, we can set \( p(j|u, L, N) = p(j|u, N) \), since given a negative level \( N \), the negative item \( j \) is sampled from level \( N \) and does not depend on \( L \) anymore.

In our preliminary work [74], we showed that using only the unobserved level as negative level typically results to a better model. We therefore assume that \( N \) is always the unobserved level and thus we can simplify the negative sampler as \( p(j|u) \). Note that the standard sampling method of BPR also samples the negative item from unobserved items but it does not consider the level of feedback during sampling.

To have a complete picture on possible sampling methods, we define three different distributions for the negative item sampler where the first one is based on the BPR sampling method [98], the second sampler over-samples popular items, and the third sampler is our proposed multi-channel sampler. In the following, we describe each in turn and describe the underlying intuition.

**Uniform Item:** Here the negative item is sampled uniformly from the negative level. By considering the unobserved level as the negative level, \( p(j|u) \) can be defined in a similar way as it is defined when sampling a negative item in standard BPR:

\[ p(j|u) = \begin{cases} \frac{1}{|I_u^+|} & j \in I_u^+ \\ 0 & \text{otherwise} \end{cases} \quad (4.18) \]

**Uniform Feedback:** With this sampling method, first a feedback pair \((u', j')\) is sampled from the set of all positive feedback pairs of other users, and then \( u' \) is discarded and \( j \) is considered as the negative item. This is comparable to popularity over-sampling since the popular items have higher chance to be sampled. Here \( p(j|u) \) can be defined as:

\[ p(j|u) = \frac{|\{(u', j') \in S : u' \neq u \land j' = j\}|}{|S|} \quad (4.19) \]

where \(|S|\) is the size of the training data. The idea behind this sampler is to take into account the popularity of items for sampling negative items. This sampling method can be effective if the training dataset has a tailed item distribution. That is, when some items are more popular than the majority of items. During training, when the SGD algorithm iterates over the training data, popular items that a user interacts with are more likely to be sampled as positive and thus the model learns to rank them higher in the list. However, if popular items that the user does not interact with also become more likely to be sampled as negative, such bias for popular items can be reduced, and the overall accuracy of the model can be increased.
Multi-channel: With this method, both the popularity of an item and the level of feedback are taken into account when sampling the negative items. In this approach, first a \((u', j)\) pair is sampled from the joint distribution \(p(u', j, L')\), similarly to Eq. (4.15). \(u'\) and \(L'\) are discarded after the triple \((u', j, L')\) is sampled. The probability distribution of this sampler can be defined as:

\[
p(j|u) = \begin{cases} 
    p(u', j, L') & j \in I \setminus I_u^+ \land u' \neq u \\
    0 & \text{otherwise} 
\end{cases}
\]  

(4.20)

The intuition behind this sampler is that popular and more important items, if not rated by the target user, are better candidates than negative items. Rendle et al. [96] showed that SGD typically converges faster if the model is less certain about the correct order of the sampled items. By considering the more important (higher level and more popular) items as negative, the uncertainty of BPR for finding the true rank between the pairs can increase and thus the model can converge faster.

All the above probability distributions can be pre-computed in advance and thus the sampling can be done in \(O(1)\). Therefore, the computational complexity of the multi-channel method is the same as the standard BPR model. Figure 2 summarizes the FM-Pair learning algorithm with adapted positive pair and negative item samplers. \(p_{pos}\) refers to the positive pair sampler, which can be according to Eq. (4.15) or can be a uniform distribution. \(p_{neg}\) is negative item sampler and can be either (4.18), (4.19), (4.20) or other possible sampling methods.

Algorithm 2: Learning FM-Pair with Stochastic Gradient Descent and adapted samplers.

\[
\text{Input: } S, p_{pos}, p_{neg} \\
\text{Output: } \text{Model parameters } \Theta \\
\text{1 initialize } \Theta \\
\text{2 do} \\
\text{3 sample } x_{u,i,z} \text{ from } S \text{ according to } p_{pos} \\
\text{4 sample } j \text{ according to } p_{neg} \text{ and create } x_{u,j,z} \\
\text{5 let } g_u(u, i, j|\Theta) = f(x_{u,i,z}|\Theta) - f(x_{u,j,z}|\Theta) \\
\text{6 update } \Theta \text{ according to BPR update rule [98]} \\
\text{7 while convergence} \\
\text{8 return } \Theta \\
\]

4.5. DATA AND EXPERIMENTAL SETUP

In this section, we provide a description of our choice of datasets and the design of our experimental setup.

4.5.1. DATASETS

We used three different datasets from different domains to evaluate our proposed methods: Kollekt (music recommendation), XING (job recommendation) and MovieLens (movie
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Table 4.1: The statistics of the datasets used in this work.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#users</th>
<th>#items</th>
<th>#feedback</th>
<th>%sparsity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kollekt</td>
<td>15,972</td>
<td>34,910</td>
<td>168k</td>
<td>99.96</td>
</tr>
<tr>
<td>ML1M</td>
<td>6,040</td>
<td>3,706</td>
<td>1000k</td>
<td>95.53</td>
</tr>
<tr>
<td>Xing</td>
<td>9,751</td>
<td>9,821</td>
<td>223k</td>
<td>99.76</td>
</tr>
</tbody>
</table>

recommendation). The first two datasets contain unary feedback with different channels whereas the MovieLens dataset contains explicit user ratings. The three datasets are described below and their statistics can be found in Table 4.1.

• XING (RecSys challenge 2016): XING is a professional social network and a job discovery platform. The XING dataset has been used for the RecSys challenge 2016\(^5\). Items are job postings and user feedback is collected through three different channels: click, bookmark and apply. In order to reduce data sparsity and the size of dataset, we filtered out all the users and jobs that overall have less than 20 occurrences of feedback in all channels. We choose this dataset because it contains multiple feedback channels, and it also has been made available to the research community.

• Kollekt: Kollekt\(^6\) is an online music discovery platform. Users can discover new playlists in the discovery page\(^7\) and can follow them. Following a playlist is considered as a positive feedback on the playlist. Users can also listen to playlist or certain tracks in a playlist without necessarily following it. The ratio of the listening time of a playlist to the total listening time of the user is also considered as user feedback. The listening ratios that are higher than a certain threshold are considered as a positive feedback. We experimentally found that with a threshold of 0.1, the listening time can be considered as positive feedback since it can train accurate models. The dataset consists of user interactions from July 2013 to October 2015. This dataset is not publicly available, but it is useful for our experiments as it involves multiple feedback channels, and has interesting distributional patterns (discussed further below).

• MovieLens-1M This is a popular movie recommendation dataset\(^8\) with explicit user feedback containing movie ratings on a 1-5 scale. To apply the multi-channel sampling method to this dataset, we considered each discrete rating as a different level of feedback. For each user, we took the ratings above the user’s average rating as positive feedback, both for training and evaluation. We choose this dataset due to its availability and widespread use in the community.

\(^5\)http://2016.recsyschallenge.com
\(^6\)http://kollekt.fm/
\(^7\)https://kollekt.fm/discover/playlists
\(^8\)http://grouplens.org/datasets/movielens/
4.5.2. Evaluation Method
The performance of recommendation in all datasets is measured with three ranking metrics of Recall, MRR (Mean Reciprocal Rank) and NDCG (Normalized Discounted Cumulative Gain). Recall@K calculates the ratio of relevant top items (in top K items) to all relevant items, MRR@K measures the average reciprocal rank of the first relevant item if it appears in top K positions (otherwise MRR@K is zero), and NDCG@K takes into account the position of all relevant items on top K items of the list [45]. The above three metrics are measured with two cutoffs (K) of 10 and 20. The metrics are calculated per user in the test set and the reported numbers are averages over all users.

All the experiments have been done with four-fold cross-validation. Details about the implementation and the hyper-parameters are described in the next sub-section. The ground truth varies in different datasets depending on the goal and business value of recommendations. In the Kollekt dataset, a playlist is considered relevant for a user only if the user has followed it. On the other hand, for the XING dataset any feedback on a job posting makes it a relevant item according to XING business requirements. For the MovieLens dataset, a movie is considered a relevant recommendation if user has rated it above his average ratings.

4.5.3. Experimental Reproducibility
The experiments are evaluated using WrapRec\(^9\), an open source evaluation framework for recommender systems. The algorithms in this work are implemented by extending the BPR implementation of MyMediaLite\(^10\), a toolkit for recommender system algorithms. The number of latent factors (parameter k) is set to 10 as our preliminary experiments show that for the scale of the datasets that are used in this work, higher values of k do not necessarily improve the accuracy of recommendations. The number of SGD epochs is set to 300. Later in this section, we study convergence of the FM-Pair algorithm based on the number of SGD epochs.

In our experiments on BPR and FM-Pair, we choose the default values from the MyMediaLite implementation for the hyper-parameters. The latent factors are initialized by a normal distribution with a mean of 0 and standard deviation of 0.1. The SGD algorithm is used with the following hyper-parameters: Learning-rate: 0.05, regularization parameter: 0.002. To check the appropriateness of these parameters for our experiments, we performed four-fold cross-validation on our data for a range of parameters surrounding the default parameters. We observed that the variation in the results for each algorithm was insubstantial, and for this reason we maintain the default parameters for the results reported in the experimental section.

The hyper-parameters of the other baseline algorithms that we used are tuned with the same four-fold cross-validation setup to make sure we are comparing with the best performance that we could achieve for each algorithm. The hyper-parameters for the baseline algorithms are listed as below:

- **AFM**: Batch size of 5000 for all datasets. Learning rate of 0.1 for the MovieLens and 0.05 for the XING and the Kollekt datasets. The dropout ratio is 0.2 for the

---

\(^9\)http://babakx.github.io/WrapRec/

\(^10\)http://www.mymedialite.net/
MovieLens and 0.3 for the Kollekt and the XING datasets. We set the attention factor to 1 as the effect of this hyper-parameter is insignificant according to the original paper [126].

- **FFM**: Learning rate of 0.001 for the MovieLens and 0.005 for the Kollekt and the XING datasets. Regularization parameter is 0.00002 for all datasets.
- **WRMF**: Regularization parameter of 0.01 for all datasets.

Furthermore, since some of the baseline algorithms (AFM, FFM and GPFM) were implemented with a different evaluation mechanism, we only used the underlying implementations to generate recommendations and later we performed the evaluation with WrapRec to make sure all experiments are evaluated with the same evaluation method. The two datasets of XING\footnote{https://github.com/recsyschallenge/2016} (RecSys Challenge 2016) and MovieLens 1M are publicly available, making it possible to replicate the experiments.

### 4.6. Experiments

In this work we perform three sets of experiments to answer our research questions. We first compare the two approaches to exploit channel information (i.e., integrating it as auxiliary features or exploiting it for sampling) to answer the first research question (RQ1). As a sanity check, we also compare the performance of our baseline model when each feedback channel is used individually. This will answer research question zero (RQ0). In the second set of experiments, we compare five different sampling strategies on all three datasets to understand the effect of different samplers on accuracy and convergence of the model. This will answer our second research question (RQ2). To answer our third research question (RQ3), we evaluate all possible combinations of positive and negative samplers in terms of accuracy, time complexity and coverage of items. This experiment will give us a more detailed insight about different samplers based on different criteria.

#### 4.6.1. Multi-Channel Sampling versus Conventional Integration of Feedback

The purpose of the first set of experiments is three-fold. First, we want to compare the performance of our proposed FM-Pair model when individual feedback types are used as auxiliary features with its performance when all feedback types are used for multi-channel sampling. Secondly, we compare the performance of our proposed method with some baseline and state-of-the-art collaborative filtering models. Finally, as a sanity check we compare the performance of our models with cases that only one type of feedback is used. We also perform an oracle experiment in which recommendations from best channel, on a user-basis, are recommended to users. This experiment can be considered an upper bound for a late fusion approach that dynamically choses the best channel from which recommendations are generated. Table 4.2 compares the performance of different algorithms based on six evaluation metrics on the three datasets that we used in this work. Below, we describe the algorithms that are compared in Table 4.2.
• **MostPop**: This method represents a baseline method where items are ranked based on their popularity and all users are recommended the top most-popular items.

• **KNN**: This algorithm is user-based K-Nearest Neighbor implementation in MyMediaLite. For this algorithm all types of feedback are exploited, and they are all considered equally relevant. The number of nearest neighbors (parameter K) is set to 10, the default value of the implementation in MyMediaLite.

• **AFM**: Attentional Factorization Machines \(^{12}\) (AFM) [126] is a recent extension to FMs where additional weight parameters are learned for pairwise interactions. For this model, we used three groups of features, which represent users, items and type of feedback (See Figure 4.1). For the MovieLens dataset, we generate ranked lists based on the predicted ratings and for XING and Kollekt we assigned a label of 1 to observed interactions and sampled random unobserved pairs and assigned a label of -1 to them, similar to [126]. The ranked lists are generated based on the predicted scores. For this algorithm all feedback types are exploited, and the type of feedback is considered as an auxiliary feature.

• **FFM**: Field-Aware Factorization Machines \(^{13}\) (FFM) [48] is another extension of FMs where several representations of features are learned depending on the fields of the pairwise interactions. For this algorithm, we created three fields corresponding to users, items and feedback type. The ranked lists are created similarly to the previous algorithm.

• **BPR**: This case refers to our experiments with Bayesian Personalized Ranking (BPR) [98] with standard sampling and matrix factorization scoring function. This method does not exploit channel information. All feedback is exploited, and all occurrences of feedback are considered to be equally relevant.

• **WRMF**: This algorithm implements Weighted Regularized Matrix Factorization (WRMF) [39], a factorization-based method for datasets with implicit feedback.

• **FM-Pair (Single)**: In this experiment we use our proposed FM-Pair model where only the feedback from one channel is used. Sampling is done similarly to the standard BPR sampling method. This experiment is done for the XING and the Kollekt datasets as they have different feedback channels.

• **FM-Pair (Prior combine)**: This method implements the idea of prior combine \(^{120}\) where models are trained sequentially. In this experiment, we first train a model using a single feedback channel with FM-Pair (with the hyper-parameters that we listed in Section 5.5.5), and use the trained model as a source of priors for the subsequent model, which is trained with the next feedback type. The subsequent models are initialized with the parameters learned from the preceding models and are trained with the new data points.

\(^{12}\)We used the implementation in: https://github.com/hexiangnan/attentional_factorization_machine

\(^{13}\)We used the implementation in: https://github.com/guestwalk/libffm
4.6. Experiments

- **FM-Pair (Oracle experiment):** In this method we first train different models for each feedback channel separately. Assuming that a hypothetical late-fusion method is able to pick the best recommendations from each trained model, for each user the recommendations from the model with the best performance is taken. The performance of the final model is then calculated by averaging the best result for each user. The results of this method can be considered an upper-bound for a late fusion approach that can dynamically pick the best channel to generate recommendations.

- **FM-Pair (Std. Sampling):** In this case we use feedback from all channels using FM-Pair model. Here the channel type is used as an auxiliary feature in the FM-Pair model (see Figure 4.1). The sampling is done similarly to the standard sampling method of BPR.

- **FM-Pair (Multi-Channel):** In this case we use our proposed FM-Pair model where type of feedback is used to adapt the sampling method. The results in Table 4.2 report the best sampling method for each dataset. In the next two subsections we do finer-grained experiments on different sampling methods.

The results in Table 4.2 leads us to several interesting insights. Firstly, as it can be seen in this table, with the right sampling method **FM-Pair (Multi-channel)** is performing the best compared to other methods. This suggests that the sampling method has a significant role in the quality of recommendations. Secondly, we see that both WRMF and BPR are performing better than the two recent methods of AFM and FFM. We attribute this observation to the fact that these approaches both do not equate the lack of an interaction with a definitive negative feedback. Instead, BPR, with the pairwise optimization, and WRMF, with the use of confidence scores, are incorporating a less naive assumption about the state of the unobserved interactions. We note that FM-Pair also enjoys an advantage in this regard due to its use of pairwise sampling.

To have an insight about the relative accuracy of multi-channel sampling with ensemble methods, we performed two experiments namely **FM-Pair (Prior combine)** and **FM-Pair (Oracle experiment).** The first method exploits different channels to sequentially train the model whereas **FM-Pair (Oracle experiment)** represents an upper bound for a late fusion approach that attempts to select the best recommendation channel for each user. The results show that the oracle improves over all the individual channels, indicating that additional channels have the potential to improve model accuracy (RQ0). Sequential training however, does not outperform the performance of the models trained on individual channels. This result is aligned with the findings in [120], where it has been shown that prior distributions learned by one channel does not necessarily hold for other channels.

The most straightforward way of exploiting feedback type is to add it as an auxiliary feature in the FM-Pair model (see Section 4.4.1 and Figure 4.1). This approach is labeled **FM-Pair (Std. Sampling)** in Table 4.2. This method however, does not always perform better that BPR and it performs worse than the oracle experiment, meaning that it would be possible to train a late fusion approach that could outperform it in a given application scenario. Nevertheless, our proposed multi-channel sampling method, **FM-Pair (Multi-channel),** beats both the Oracle (representing the best possible late fusion
Table 4.2: Performance of the single-channel and the multi-channel training methods compared to several baselines.

<table>
<thead>
<tr>
<th>Method / K</th>
<th>Recall / 10</th>
<th>Recall / 20</th>
<th>MRR / 10</th>
<th>MRR / 20</th>
<th>NDCG / 10</th>
<th>NDCG / 20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kollekt</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MostPop</td>
<td>0.1259</td>
<td>0.1743</td>
<td>0.0919</td>
<td>0.0966</td>
<td>0.0792</td>
<td>0.0937</td>
</tr>
<tr>
<td>KNN</td>
<td>0.0910</td>
<td>0.1077</td>
<td>0.1095</td>
<td>0.1115</td>
<td>0.0754</td>
<td>0.0802</td>
</tr>
<tr>
<td>AFM</td>
<td>0.0856</td>
<td>0.1383</td>
<td>0.0689</td>
<td>0.0751</td>
<td>0.0559</td>
<td>0.0723</td>
</tr>
<tr>
<td>FFM</td>
<td>0.1178</td>
<td>0.1559</td>
<td>0.1114</td>
<td>0.1154</td>
<td>0.0880</td>
<td>0.0998</td>
</tr>
<tr>
<td>WRMF</td>
<td>0.1600</td>
<td>0.2169</td>
<td>0.1550</td>
<td>0.1610</td>
<td>0.1189</td>
<td>0.1371</td>
</tr>
<tr>
<td>BPR</td>
<td>0.1287</td>
<td>0.1807</td>
<td>0.1002</td>
<td>0.1060</td>
<td>0.0828</td>
<td>0.0989</td>
</tr>
<tr>
<td>FM-Pair (Single: Listening)</td>
<td>0.1141</td>
<td>0.1549</td>
<td>0.0782</td>
<td>0.0823</td>
<td>0.0748</td>
<td>0.0900</td>
</tr>
<tr>
<td>FM-Pair (Single: Following)</td>
<td>0.1316</td>
<td>0.1872</td>
<td>0.0975</td>
<td>0.1111</td>
<td>0.0810</td>
<td>0.0991</td>
</tr>
<tr>
<td>FM-Pair (Prior combine)</td>
<td>0.1035</td>
<td>0.1406</td>
<td>0.0819</td>
<td>0.0858</td>
<td>0.0661</td>
<td>0.0775</td>
</tr>
<tr>
<td>FM-Pair (Oracle experiment)</td>
<td>0.1494</td>
<td>0.2120</td>
<td>0.1289</td>
<td>0.1405</td>
<td>0.0937</td>
<td>0.1125</td>
</tr>
<tr>
<td>FM-Pair (Std. Sampling)</td>
<td>0.1368</td>
<td>0.1955</td>
<td>0.1126</td>
<td>0.1195</td>
<td>0.0907</td>
<td>0.1090</td>
</tr>
<tr>
<td>FM-Pair (Multi-Channel)</td>
<td><strong>0.1919</strong></td>
<td><strong>0.2747</strong></td>
<td><strong>0.1568</strong></td>
<td><strong>0.1653</strong></td>
<td><strong>0.1337</strong></td>
<td><strong>0.1598</strong></td>
</tr>
</tbody>
</table>

| XING       |             |             |          |          |           |           |
| MostPop    | 0.0294      | 0.0484      | 0.0648   | 0.0696   | 0.0290    | 0.0362    |
| KNN        | 0.1721      | 0.2408      | 0.2805   | 0.2863   | 0.1750    | 0.1979    |
| AFM        | 0.1403      | 0.2029      | 0.2468   | 0.2541   | 0.1415    | 0.1639    |
| FFM        | 0.0909      | 0.1391      | 0.2003   | 0.2075   | 0.1010    | 0.1173    |
| WRMF       | 0.0989      | 0.1577      | 0.1771   | 0.1846   | 0.1021    | 0.1229    |
| BPR        | 0.1451      | 0.2342      | 0.2397   | 0.2487   | 0.1428    | 0.1765    |
| FM-Pair (Single: Reply) | 0.0162 | 0.0225 | 0.0334 | 0.0359 | 0.0387 | 0.0339 |
| FM-Pair (Single: Bookmark) | 0.0159 | 0.0287 | 0.0223 | 0.0277 | 0.0119 | 0.0132 |
| FM-Pair (Single: Click) | 0.1609 | 0.2554 | 0.2686 | 0.2775 | 0.1591 | 0.1928 |
| FM-Pair (Prior combine) | 0.1565 | 0.2474 | 0.2472 | 0.2568 | 0.1490 | 0.1850 |
| FM-Pair (Oracle experiment) | 0.1691 | 0.2620 | 0.2836 | 0.2922 | 0.1603 | 0.1931 |
| FM-Pair (Std. Sampling) | 0.1429 | 0.2330 | 0.2403 | 0.2494 | 0.1413 | 0.1757 |
| FM-Pair (Multi-Channel) | **0.2010** | **0.3188** | **0.3034** | **0.3119** | **0.1920** | **0.2365** |

| MovieLens 1M |             |             |          |          |           |           |
| MostPop    | 0.1259      | 0.1743      | 0.0919   | 0.0966   | 0.0792    | 0.0937    |
| KNN        | 0.1697      | 0.2560      | 0.4823   | 0.4874   | 0.2801    | 0.2870    |
| AFM        | 0.0460      | 0.0943      | 0.1640   | 0.1794   | 0.0964    | 0.1173    |
| FFM        | 0.0466      | 0.0884      | 0.3210   | 0.3324   | 0.1491    | 0.1542    |
| WRMF       | 0.1735      | 0.2716      | 0.5742   | 0.5784   | 0.3587    | 0.3455    |
| BPR        | 0.1744      | 0.2740      | 0.5409   | 0.5468   | 0.3370    | 0.3357    |
| FM-Pair (Std. Sampling) | 0.1570 | 0.2517 | 0.4924 | 0.4981 | 0.3070 | 0.3067 |
| FM-Pair (Multi-Channel) | **0.1770** | **0.2770** | **0.5831** | **0.5879** | **0.3685** | **0.3505** |

Furthermore, **FM-Pair (Multi-channel)** performs better than **FM-Pair (Std. Sampling)** meaning that the multi-channel approach can better exploit the underlying channel information. We further performed a t-test significance analysis on the results of the experiments and found that the improvement of the **FM-Pair (Multi-channel)** method compared to the oracle experiment is statistically significant ($p < 0.05$). This experiment allows us to answer RQ1 positively: channel-informed sampling does indeed allow for a better exploitation of multiple feedback channels.
Finally, we compare our adapted method of FM-Pair with Gaussian Process Factorization Machines (GPFM) [80], a recent work that also adapted a pairwise optimization method for FMs using Gaussian kernels. For this setup we used the Matlab implementation\textsuperscript{14} of GPFM that was released with that work. The kernel of the Gaussian process is chosen to be the RBF kernel, the recommended kernel from the authors. The GPFM model has much higher time and space complexity, compared to FM-Pair as it requires to calculate the inverse of preference kernels, which is a time-intensive task. With this method we achieved a Recall@10 of 0.1146 for the Kollekt dataset, thus not necessarily better than our adapted FM-Pair method. We only tested this method on the Kollekt dataset and due to the high complexity of this method, we did not further test this method on our larger datasets of XING and MovieLens.

4.6.2. COMPARISON OF SAMPLING STRATEGIES

Next, we turn to methods that exploit channels using channel-based level-informed sampling, described in Section 4.4, and compare them with few baselines. The following sampling strategies were chosen as most interesting and informative methods:

**Multi-Channel-Full**: In this case the positive user-item pairs and negative items are both sampled informed by levels. The positive pair and the negative item is sampled according to Eq. (4.15) and Eq. (4.20) respectively.

**Multi-Channel-Uni**: With this sampling method the positive user-item pairs are sampled with the multi-channel method, i.e., Eq. (4.15), but the negative items are sampled uniformly according to the sampling distribution (4.18). With this method the channel information is only exploited for sampling the positive pairs.

**Standard BPR**: This is the standard BPR sampling method. The positive pairs are sampled uniformly from the dataset and the negative items are sampled uniformly from the set of items with which the sampled user has not yet interacted.

**Popularity Oversampling**: With this method the popular items are oversampled as negative according to Eq. (4.19). The positive pair sampler is the same as the standard BPR.

**Dynamic Oversampling**: This is the sampling method that has been introduced in [96]. The chance of an item to be sampled as negative is dynamically updated during the training phase according to the current model parameters. Positive user-item pairs are sampled uniformly the same way as the standard BPR.

The FM-Pair model is trained using the SGD optimization method with 300 iterations and after every 10 iterations the model is evaluated. Figure 4.3 shows the performance of the five sampling methods after an increasing number of iterations. Each point in the curve is the average MRR@10 of the four-fold cross validation experiment. The error bars are the standard deviations of the four folds. The five sampling methods are also compared with the popularity baseline, where the most popular items are recommended.

Consideration of the graphs in Figure 4.3 leads us to several interesting insights. The first insight is that there is always a channel-based (i.e. multi-channel) approach that outperforms standard BPR. This observation confirms again our answer to RQ1 given in Section 4.6.1. Exploiting levels during sampling improves over conventional forms of

\textsuperscript{14}http://trungngv.github.io/gpfm/
integration of feedback. Specifically, the improvement over BPR is an improvement over a sampling method that does not exploit channels.

The second insight is that different sampling methods allow maximum performance to be achieved on different datasets. The two multi-channel sampling methods perform the best in the XING dataset. On the MovieLens dataset, Multi-Channel-Uni performs the best, whereas on the Kollekt dataset Popularity-Oversampling achieves the best results.

Figure 4.3: Comparison of different sampling method for the FM-Pair model based on the number of iterations in the SGD algorithm.
By increasing the number of iterations, the accuracy of most sampling methods improves except for the Popularity-Oversampling and Multi-Channel-Full methods for the MovieLens dataset. Different aspects of these data contribute to explaining this variation. Looking at the number of items in each dataset reveals that the MovieLens datasets has rather small number of items compared to the other two datasets, and the amount of feedback per item is much larger. With a uniform negative item sampler, in each iteration of the algorithm each item is expected to be sampled approximately 202 times in the MovieLens, 17 times in the Kollekt and 3 times in the XING dataset. Therefore, with a uniform item sampler each item is sampled more frequently compared to the other two datasets. The two sampling methods that perform the worse in the MovieLens datasets (i.e. Popularity-Oversampling and Multi-Channel-Full) are different from the rest in the sense that they oversample popular items as negative, resulting to even more updates for popular items. Note that the Multi-Channel-Uni sampling method still performs better than the standard BPR. This means that oversampling the positive user-item pairs from higher levels (i.e. higher ratings in this dataset) achieves better results, whereas oversampling popular items as negative worsen the results in this dataset.

In the other two datasets, multi-channel sampling methods as well as popularity oversampling result in better-performing models. In these two datasets, due to larger number of items, choosing the 'right' item becomes more crucial and thus a non-uniform item sampler can outperform a uniform item sampler. In the Kollekt dataset, a less expected result is that the popularity oversampling performs even better than the Multi-Channel samplers. We further examined our datasets and found out that the Kollekt dataset is significantly more popularity-skewed compared to the other two datasets and sampling of non-popular items is less informative, and it might explain that oversampling popular items results in the best model in this dataset. In this dataset 1% of items have 40% of the interactions. This can also explain the rather-high accuracy of the popularity baseline in this dataset.

The Multi-Channel samplers also perform better than the Dynamic-oversampling method. In the Kollekt dataset, Dynamic-oversampling performs even worse when the number of iterations increases. The performance drop of Dynamic-oversampling in this dataset can also be due to popularity-skewness of the data. The effectiveness of Dynamic-oversampling in different datasets requires more in-depth analysis of this sampling method and it falls outside of the scope of this work.

4.6.3. Accuracy, Complexity and Coverage of Different Combinations of Samplers
We turn to detailed experiments on channel-based, level-informed sampling methods for all three datasets. In this subsection, we study different combinations of positive and negative samplers and compare their performance in terms of accuracy, time-complexity and item coverage.

There are two approaches to choose positive samples: uniform and multi-channel (Eq. (4.16)), and four approaches to choose negative samples: uniform-item (Eq. (4.18)), 

15In each iteration of SGD on the entire dataset, the number of samplings would be equal to the number of training data points. With a uniform negative item sampler, the above numbers can be calculated by dividing the training data to the total number of items.
uniform-feedback (Eq. (4.19)), multi-channel sampling (Eq. (4.20)) and dynamic oversampling ([96]). These sampling options create eight different combinations of sampling. In Figure 4.4 we illustrate the performance of these eight combinations in terms of accuracy, time-complexity and item coverage. In this chart, the four types of negative item samplers are represented in the horizontal axis each of which is evaluated with the two types of positive samplers that we described in this work. The MRR@10 achieved by these approaches is illustrated in the top row of Fig. 4.4. We see that there is no universal combination of positive and negative sampling that will lead to the best MRR (check Section 4.6.2 for a more detailed comparison of the five interesting sampling strategies).

Training time is shown in the second row of Fig. 4.4. It is reported in terms of epoch time, which is the time of one iteration on the training data. The time complexity of the multi-channel samplers is in the same range as uniform samplers. The higher time complexity of the Dynamic-oversampling methods can be attributed to the fact that each update has an additional complexity of \( \Theta(k) \).

Coverage is shown in the third row of Fig. 4.4. It reports the total percentage of training items that is recommended. Here the approaches involving Dynamic-oversampling and uniform-item sampling fall short.

In sum, we have found that channel-based, level-informed sampling is able to provide advantages in time complexity and in coverage. It can also improve prediction performance, which is described in more details in Section 4.6.2.
4.7. Conclusion And Future Work

This chapter uses BPR as a learning-to-rank approach within a FMs framework to fully explore the contribution that multiple channels of user feedback can make to recommendations. We show that multiple feedback channels are useful, that channel-informed, level-based sampling outperforms the more straightforward, but relatively naïve, approaches of late fusion or of integrating channel information as auxiliary features. Multi-channel samplers are shown to outperform standard BPR sampling. Our experiments reveal that the choice of multi-channel sampler depends on the dataset, meaning that the "right" sampling method should be established experimentally for a specific dataset. In this work, we have assumed that the order of the levels is known in advance. Further work can be done on also 'learning' the right order of the levels. Our future work will also explore further models such as list-wise learning-to-rank methods for use with multi-channel positive feedback.
IV

ADVANCED LEARNING MODELS
Factorization Machines (FMs) are general factorization models for collaborative filtering that are capable of encoding additional information in terms of feature vectors. They have been shown to be effective models for exploiting auxiliary features. FMs are able to learn factorized parameters for all non-zero features in a vector, however, they cannot learn the importance of these features. The features’ contribution to prediction is influenced by the values that are given to them, which are typically fixed a priori depending on the problem. In this chapter, we first show that the way that samples are encoded as feature vectors has important influence on the accuracy of the model. We then propose adapted optimization models that can learn weights for each *group* of features. Our proposed method that we refer to as Weighted Factorization Machines (WFM) can be applied effectively to both explicit and implicit feedback data. Experimental results on benchmark datasets show that the proposed models can improve the accuracy of recommendations, while maintaining the same computational complexity.¹

¹This chapter is currently in preparation to be submitted as Loni, Babak, Mirko Polato, Jaehun Kim, Keki Burjorjee, Martha Larson, and Alan Hanjalic. "Weighted Factorization Machines" In Proceedings of 27th ACM Conference on User Modeling, Adaptation and Personalization. 2019.
5.1. INTRODUCTION

Factorization is a tried and true approach to collaborative filtering (CF) for recommender systems. Factorization models learn a low-dimensional representation of users and items by mapping them into a space of latent factors [55]. Factorization Machines (FMs) [88] are a general factorization framework for collaborative filtering that can learn latent factors not only for users and items, but also for any auxiliary features of users, items or their interactions. In that sense, Factorization Machines can mimic other factorization models, such as Matrix Factorization [55], Tensor Factorization [49], Attribute-Aware factorization [30] and SVD++ [54], by making use of feature engineering. FMs have recently gained momentum in the field of Recommender Systems, due to their superior performance, scalability and simplicity.

In conventional factorization models, the training data is typically represented as a user-item matrix. In Factorization Machines however, the input data is represented as a set of feature vectors each corresponding to a single training sample. A single feature vector indicates which user has interacted with which item. If additional information about user-item interactions is available, it is represented in the form of auxiliary features that extend this vector. This representation gives FMs great flexibility, since additional data can be simply encoded into the model in the form of auxiliary features. The underlying model of FMs learns factorized parameters for any feature that is present in the feature vectors and uses those factorized parameters to predict the score of a given interaction.

Despite the great advantages of FMs for learning the latent factors of auxiliary features, they suffer a disadvantage: They cannot effectively learn the optimal relative contribution of different features in the feature vector for the purpose of calculating the prediction score. This can be more problematic if auxiliary features such as context are present in the feature vectors. In such cases, the model cannot effectively learn how much it should rely on the context and how much on the actual user-item interactions. One way to control the effect of different features in FMs is the way that the features are vectorized, that is, how we encode users, items, and any possible auxiliary information in the form of discrete or real-valued features. The feature vectors in FMs are typically built by concatenating one-hot vectors of users and items resulting in a binary vector. Auxiliary features however, can be encoded by binary or real-valued features depending on the domain and the type of feature [92]. The encoding method can notably influence the accuracy of the model. Previous studies have not addressed how to learn such encodings and they typically require the encodings to be given a priori or they just rely on the naïve binary encoding for each feature.

To demonstrate the importance of feature encoding on the accuracy of recommendations, we performed a simple experiment to observe the performance of FMs when we change the encodings of features by applying a set of weight parameters to the features based on their group². Figure 5.1 illustrate the accuracy of recommendations in terms of two ranking metrics of Precision and MRR on the benchmark dataset of MovieLens 1M. The solid blue bar reflects the accuracy of recommendations when no auxiliary features are used whereas the other three bars show the performance of the model when auxiliary

²The group of features can be understood to reflect the feature type. For example user, movie and genre of a movie each represents one group of features. It has also been referred as field of a feature in a related work [48].
features are added with different weighting methods. The red hashed bar show the performance of the model when the auxiliary features are encoded without any weight (i.e. with the standard binary encoding), whereas the green hashed bar applies handcrafted weight parameters for the three groups of features, user, item and genre, such that the weight for genre features are significantly lower than the weights for users and items. The experiment reveals the potential of weighted features for improving the performance of the FMs model. To make sure that such improvement is not random, we also compared the three methods with a scenario where the weight parameters are assigned randomly\(^3\) (the right-most bar).

In this chapter, we build on the initial insight that the performance of FMs could be improved if instead of being handcrafted, optimal weights could be learned. Motivated by the above demonstration, we propose an adaptation of FMs where the importance of each group of features is learned during the optimization process. We refer to our method as Weighted Factorization Machines (WFM) since it learns weight parameters for group of features. Specifically, WFM assigns a weight parameter to each group of features that makes it possible to capture the importance of the group. Optimal weight parameters are learned during the optimization process. This process effectively makes the prediction performance of the FM independent of the initial feature encoding. It is worth mentioning that the weights that we are referring in this work should not be confused with the conventional parameters of the FMs model that are also referred as weights in some related work. Our proposed method can be applied to datasets with both explicit or implicit feedback. For datasets with explicit feedback we adapt a point-wise loss function (that is optimized for MSE and can be effective for rating prediction), based on [90], and learns the optimal parameters using gradient descent method. For datasets with implicit feedback we adapt a pair-wise loss function (optimized for AUC and effective for ranking) based on [35, 97] and learn the model parameters with gra-

\(^3\)Random weights are generated from a standard normal distribution and the resulting metrics are the average metrics over five times repetition of the experiment.
dient descent. We refer to our models based on point-wise and pair-wise optimization methods as **WFM-Point** and **WFM-Pair**, respectively.

Our proposed method has been tested on four datasets two with explicit and two with implicit feedback. The auxiliary features that are used in the experiments are user and item attributes, context features and features from other domains. Experimental results on different recommendation scenarios show that our proposed method can substantially improve the accuracy of recommendations, while the complexity of the model remains the same.

We implemented two variations of WFM, an implementation with calculated derivatives, and a second implementation with auto differentiation using Tensorflow to exploit the potential of GPU computing for large datasets. The contributions of this chapter can be summarized as follows:

- We propose Weighted FM (WFM), an adaptation of FMs where the importance of features are reflected by weight parameters that are defined for groups of features.

- We adapt the underlying optimization process of FMs, such that WFM can seamlessly utilize both explicit and implicit feedback, and to effectively learn weight parameters.

- We release two implementations of WFM with command-line interfaces, that can be used out-of-the-box.

The remainder of this chapter is organized as follows: In the next section, we give an overview of related work in this area. In Section 5.3, we describe our proposed method in detail. Section 5.4 proposes two applications of WFM for context-aware and cross-domain collaborative filtering. In Section 5.5, we describe the experiments that we conducted in this chapter. We finally draw a conclusion in Section 5.6 and discuss possible future work.

### 5.2. RELATED WORK

Despite the existence of an interesting body of research on Factorization Machines, less attention have been given to how features can be encoded in FMs. The standard encoding that is proposed by Rendle in the original paper of FMs [90] suggests the following encoding method: divide the features into different groups (based on the type of feature) and normalize the features in such a way that for each group the features sum up to 1. For groups that have only one feature per group (such as user, item, gender and etc.), this method is essentially a binary representation of feature vectors consisting of concatenation of one-hot encodings. Some studies suggest modified encodings that are applicable in particular situations. For example, [78] propose to normalize auxiliary features based on the number of user ratings (for cross-domain recommendation scenario) and this representation tends to be more effective than the standard encoding method. Recent work [5] considers static handcrafted weights for auxiliary features in FMs and shows that a static value in the range of 0.05 to 0.1 for auxiliary features tend to improve the performance of FMs compared to the standard encoding method. Our preliminary motivating experiment in Section 1 also confirms this observation.
The idea of using weights for features to indicate their importance has been proposed in some earlier work [116, 118, 127] and it has been shown to be effective for classification tasks with Support Vector Machines (SVMs). The above studies are based on the idea of assigning weights to features based on some information-theoretic measures or based on applying a feature selection algorithm to assess the quality of features. A similar idea is applied in kernel methods [33] where weight parameters are assigned for different kernels to learn the importance of kernels.

Along the line of research of optimizing features for Factorization Machines, Cheng et al. [17] proposed Gradient Boosting Factorization Machines (GBFMs) where a greedy feature selection technique is applied to select “good” features and then encode the selected features with the standard FM encoding method. Recently an extension to FMs, namely Attentional Factorization Machines (AFMs) [126] has been proposed with the purpose of discriminating the importance of different feature interactions. AFMs resembles FMs with a neural network with additional pooling layer where weight parameters for pairwise interactions between features are learned. In contrast to our work, where weight parameters are learned for groups of features (thus few additional parameters are added to the model), the AFMs model needs to learn a larger number of parameters due to the presence of additional pooling layer. Both AFMs and GBFMs are only optimized for point-wise prediction of interaction scores.

Little related work have been done that notably exploit the potential of feature groups in FMs. An exception is the study of Juan et al. [48], which proposes Field-aware Factorization Machines (FFMs). This model is an extension of FMs where multiple representations of features are learned, depending on the field (group) of features. For example in a dataset with three groups of features, two different representations for a user are learned: one for interaction with an item and the other for interaction with context (third group). FFMs have larger time-complexity compared to FMs since multiple representations need to be learned for each feature. Furthermore, the model is optimized for classification and might not be very effective for rating prediction or ranking. Our work share the idea of distinguishing different groups of features with FFMs. However, our model still learns a general representation for each feature but controls the contribution of different features with group-based weight parameters.

5.3. Framework

In this section we introduce an adaptation of Factorization Machines that tries to learn the relative importance of different groups of features [92]. Each group of features describes a particular aspect of the model, e.g., users, items, context and so on. As shown in Section 5.1, different approaches to feature encoding can have a substantial impact on the effectiveness of the model. For this reason, we propose, for both explicit and implicit feedback, optimization methods that are able to learn a weight for each group of features.

Let us assume that the input data is represented by the set \( \mathcal{D} = \{ (x_1, y_1), \ldots, (x_l, y_l) \} \) where for all \( i \in [1, l] \), \( x_i \in \mathbb{R}^n \) is an \( n \)-dimensional real-valued feature vector and \( y_i \) is its corresponding target value. Let us also assume that \( \mathcal{G} \) is the set of groups in which features of \( x_i \) are grouped and let the vectors \( x_i \) be group normalized, i.e., \( \forall g \in \mathcal{G}, \sum_{j \in g} x_{ij} = 1 \), as suggested in [90]. Then, given the function \( \pi : [1, n] \rightarrow [1, |\mathcal{G}|] \) which maps a feature
index to its corresponding group index, we can define the WFM model as

$$\hat{y}(x) = w_0 + \sum_{j=1}^{n} \alpha_{\pi(j)} w_j x_j + \sum_{j=j'=j+1}^{n} \alpha_{\pi(j)} \alpha_{\pi(j')} \langle v_j, v_{j'} \rangle,$$

(5.1)

where $\alpha \in \mathbb{R}^{|G|}_+$ obeys the constraint $\|\alpha\|_1 = |G|$. It is easy to see that this new formulation is a generalization of the standard FM. In fact, by fixing $\alpha_i = 1$ for all $1 \leq i \leq |G|$, Equation (5.1) is exactly the 2-way FM model. Similar to the standard FM [92], we can reformulate (5.1) in such a way that it can be computed with a number of operations in the order of $O(kN_z(x))$:

$$\hat{y}(x) = w_0 + \sum_{j=1}^{n} \alpha_{\pi(j)} w_j x_j + \frac{1}{2} \sum_{f=1}^{k} \left[ \sum_{j=1}^{n} \alpha_{\pi(j)} x_j v_{j,f} \right]^2 - \sum_{j=1}^{n} \alpha_{\pi(j)} x_j^2 v_{j,f}^2,$$

(5.2)

where $N_z(x)$ is the number of nonzero elements in the vector $x$.

With the introduction of the group weights we ended up with a model in which the set of parameters that need to be learned is $\Theta \equiv \{ w_0, w_q, \ldots, w_n, v_{1,1}, \ldots, v_{n,k}, \alpha_1, \ldots, \alpha_{|G|} \}$. In order to learn the optimal set of parameters $\Theta$, we use the common regularized objective function, which tries to minimize the sum of the losses over the training data while trying to avoid overfitting:

$$OPT_\Theta(D) = \arg\min_{\Theta} \sum_{(x,y) \in D} L(\hat{y}(x|\Theta), y) + R(\Theta),$$

(5.3)

where $L(\hat{y}(x|\Theta), y)$ is the loss function and $R(\Theta)$ the regularization function. The optimization of (5.3) is done via the Stochastic Gradient Descent (SGD) algorithm using the following generic update rule:

$$\theta \leftarrow \theta - \eta \frac{\partial[L(\hat{y}(x|\Theta), y) + R(\Theta)]}{\partial \theta},$$

(5.4)

where $\eta$ is the learning rate.

The standard model of FMs propose to optimize the above loss function with a point-wise manner, that is, the prediction error for each training sample (point) is taken into account to calculate the loss. This method however, is only effective for rating prediction problems and might not be necessarily an optimal model for learning from implicit feedback. Most of the methods that extend FMs such as FFM [48] and AFM [126] are also only optimized for rating prediction.

In the following subsections we propose two different loss functions that are optimized for rating prediction and ranking. For ranking problems we propose a pair-wise loss function based on the idea of Bayesian Personalized Ranking [97]. We use the same regularization function for both optimization methods, similar to both FMs and BPR methods, which is defined as $R(\Theta) = \sum_{\theta \in \Theta} \lambda_\theta \theta^2$, where $\lambda_\theta$ are regularization hyper-parameters that need to be validated at training time. In both the point-wise and the
pair-wise optimization, at each iteration of SGD, after the update of all the model parameters \( \alpha_g \) with \( g \in [1, |G|] \) we add a constraint on parameters \( \alpha_g \) to control the relative difference of the weight parameters. To do so, we apply a normalization step, inspired by [58], to ensure that \( \sum_{i=1}^{[G]} \alpha_i = |G| \), and this can be done with the following normalization step:

\[
\alpha_g \leftarrow \alpha_g \frac{|G|}{\sum_{i=1}^{[G]} \alpha_i},
\]

which is applied to all \( \alpha_g \). In what follows, we will refer to this operation with \( \text{norm}(\alpha) \). The above normalization can be seen as a further regularization mechanism. Similar normalization has been done in [58] and it turned out to be an effective approach.

Typically, parameters \( w_i \) are initialized with 0 while factorization parameters \( v^*, f \) should be initialized by a zero-mean normal distribution with standard deviation \( \sigma \). Finally, for \( \alpha_g \) both random and the uniform initializations are possible, but in any case they must be normalized to sum up to \( |G| \).

### 5.3.1. Optimization for Rating Prediction

For the task of rating prediction with WFM, we define the loss function as a point-wise squared loss [92] over data points \( x \) with target \( y \) as:

\[
L(\hat{y}(x|\Theta), y) = (\hat{y}(x|\Theta) - y)^2.
\]

We now define the derivatives of this loss function with respect to the parameters \( \theta \in \Theta \). By substituting (5.6) into (5.4) we get:

\[
\theta \leftarrow \theta - \eta \left( 2(\hat{y}(x|\Theta) - y) \frac{\partial \hat{y}(x|\Theta)}{\partial \theta} + 2\lambda_\theta \theta \right),
\]

in which only the gradient of the WFM model w.r.t. to the parameters needs to be calculated. Based on (5.1), the gradient of \( \hat{y}(x|\Theta) \) with respect to \( w_j \) for \( j \in [0, n] \) is equal to:

\[
\frac{\partial \hat{y}(x|\Theta)}{\partial w_j} = \begin{cases} 1 & \text{if } j = 0 \\
\alpha_{\pi(j)} x_j & \text{if } 1 \leq j \leq n \end{cases},
\]

which can be computed in \( O(1) \). The gradient w.r.t. the factorization parameters \( v_{j,f} \) for \( i \in [1, n] \) and \( f \in [1, k] \) is defined as:

\[
\frac{\partial \hat{y}(x|\Theta)}{\partial v_{j,f}} = \alpha_{\pi(j)} x_j \sum_{j' \neq j} \alpha_{\pi(j')} x_{j'} v_{j',f},
\]

which can also be computed in \( O(1) \), if we assume to pre-calculate the sum \( \sum_{j} \alpha_{\pi(j')} x_{j'} v_{j',f} \) during the computation of \( \hat{y}(x|\Theta) \). Finally the gradient w.r.t. \( \alpha_g \) for \( g \in [1, |G|] \) is equal to:

\[
\frac{\partial \hat{y}(x|\Theta)}{\partial \alpha_g} = \sum_{j=1}^{k} \left( \sum_{j=1}^{n} x_{j} v_{j,f} \right) \left( \sum_{j=1}^{n} \alpha_{\pi(j)} x_{j} v_{j,f} \right)
\]

\[
+ \sum_{j=1}^{k} \sum_{f=1}^{k} w_{j} x_{j} - \sum_{f=1}^{k} \alpha_{g} \sum_{j=1}^{n} x_{j}^2 v_{j,f}
\]

(5.10)
The computational complexity of this gradient is $O(kN_z(x))$. Algorithm 3 describes the SGD algorithm for the WFM-Point optimization. The complexity of each iteration over a training point $(x, y)$ is bounded by the cost of updating $\alpha$, which is $O(|\mathcal{G}|kN_z(x))$, and since in general $|\mathcal{G}| \ll k$ and $|\mathcal{G}| \ll N_z(x)$ we can approximate it with $O(kN_z(x))$.

Algorithm 3: LEARNING WFM-POINT

**Input:** Training data $\mathcal{D}$; Regularization parameters $\lambda$; Learning rate $\eta$; Std. initialization parameter $\sigma$; Set of features groups $\mathcal{G}$; Groups index mapper $\pi$

**Output:** Model parameters $\Theta$

1. initialize $w_\ast, v_\ast$ and $\alpha_\ast$ parameters
2. $\alpha \leftarrow \text{norm}(\alpha)$
3. do
   4. for $(x, y) \in \mathcal{D}$ do
      5. update $w_0$ according to (5.8)
      6. for $j \in \{1, \ldots, n\} \land x_j \neq 0$ do
         7. update $w_i$ according to (5.8)
         8. for $f \in \{1, \ldots, k\}$ do
            9. update $v_{j,f}$ according to (5.9)
      10. for $g \in \{1, \ldots, |\mathcal{G}|\}$ do
            11. update $\alpha_g$ according to (5.10)
      12. $\alpha \leftarrow \text{norm}(\alpha)$
   13. while convergence
4. $\Theta \leftarrow (w_0, \ldots, w_n, \alpha, v_{1,1}, \ldots, v_{n,k})$
5. return $\Theta$

5.3.2. OPTIMIZATION FOR RANKING

For datasets with implicit feedback the recommendation task is typically considered as a ranking problem where the items are ranked according to their relevance to a given user and the top items are recommended to the user.

In this section we propose WFM-Pair, a learning algorithm for WFM that is optimized for ranking. The optimization method in WFM-Pair is inspired by [35, 81, 97] where model parameters are learned by pair-wise comparison of items. The common assumption in these studies is that any observed positive feedback is preferred over missing feedback. Given this assumption and the fact that we rely on a pair-wise approach, the training data $\mathcal{S}$ is defined as a set of tuples $(u, i, j)$ such that $i$ is a positive item for the user $u$, and $j$ is a missing item for $u$ that is sampled uniformly from the unobserved interactions. More specifically, $\mathcal{S} \equiv \{(u, i, j) \mid i \in \mathcal{I}^+_u \land j \in \mathcal{I} \setminus \mathcal{I}^+_u\}$ where $\mathcal{I}$ is the set of all the items and $\mathcal{I}^+_u$ is the set of positive items for user $u$.

WFM-Pair adapts the BPR optimization model by taking into account the auxiliary features that are present for a given user-item interaction. The model parameters in
WFM-Pair are learned by maximizing the following likelihood function:

\[ \prod_{(u,i,j) \in \mathcal{S}} p(i > u, z | \Theta), \]  

(5.11)

where the notation \((i > u, z)\) indicates that user \(u\) prefers item \(i\) over item \(j\) under observed auxiliary features \(z\). Similar to BRP, the probability \(p(i > u, z | \Theta)\) can be modeled by the sigmoid function \(\sigma(y) = \frac{1}{1 + e^{-y}}\) where \(y\) is a scoring function that calculates the utility of training tuples. The utility function \(\hat{y}\) is defined as:

\[ \hat{y}(u, i, j, z | \Theta) = \hat{y}(x_{u,i,z} | \Theta) - \hat{y}(x_{u,j,z} | \Theta), \]  

(5.12)

where \(x_{u,i,z}\) are training feature vectors. We represent the feature vectors \(x\) with the sparse form of \(x_{u,i,z} = \{(u,x_u), (i,x_i), ([z,x_z] | z \in z)\}\), where \(x_i = x_u = 1\) are used to encode the user and the item, while \(x_z\) are values of auxiliary features. By replacing \(x_{u,i,z}\) in Equation (5.1) and then by applying it in (5.12) we have

\[ \hat{y}(u, i, j, z | \Theta) = w_i - w_j + \left( \alpha_U \sum_{f=1}^{k} v_{u,f} (v_{i,f} - v_{j,f}) + \alpha_I \sum_{z \in z} x_{z} \sum_{f=1}^{k} v_{z,f} (v_{i,f} - v_{j,f}) \right), \]  

(5.13)

where \(\alpha_U\) and \(\alpha_I\) are the weights for the user features group and the item features group, respectively.

We now define the objective function \(OPT_\Theta(\mathcal{D}, \mathcal{S})\) of WFM-Pair over the set \(\mathcal{D}, \mathcal{S} = \{(u,i,j,z) | \forall (u,i,j) \in \mathcal{S}, z = z(u,i)\}\), as in (5.3) with the loss function defined as the opposite of the logarithm of the likelihood function (5.11):

\[ L(\hat{y}(u, i, j, z | \Theta)) = -\ln(\sigma(\hat{y}(u, i, j, z | \Theta))), \]  

(5.14)

Since minimizing (5.3) is equivalent to maximizing its opposite, in order to facilitate the further derivations we consider the maximization version. Similarly to the point-wise method, the optimization is done via SGD. Using the update rule 5.4 and by applying the sigmoid function, we obtain the following update rule for WFM-Pair:

\[ \theta \leftarrow \theta + \eta \left( \frac{\hat{y}}{1 + e^{\hat{y}}} \frac{\partial \hat{y}}{\partial \theta} + 2\lambda_\theta \theta \right), \]  

(5.15)

We now define derivatives of \(\hat{y}\) with respect to the parameters \(\theta \in \Theta\). Based on (5.13), the gradient of \(\hat{y}\) with respect to \(w_q\) for \(q \in [0, n]\) is equal to:

\[ \frac{\partial \hat{y}}{\partial w_q} = \begin{cases} 1 & \text{if } q = i \\ -1 & \text{if } q = j \\ 0 & \text{otherwise} \end{cases}, \]  

(5.16)
which can be clearly computed in $\Theta(1)$. The gradient of $\hat{y}$ w.r.t. the factorization parameters $v_{q,f}$, with $q \in [1,n]$ and $f \in [1,k]$, are the followings

$$
\frac{\partial \hat{y}}{\partial v_{q,f}} = \begin{cases} 
\alpha_i \alpha_f (v_{i,f} - v_{j,f}) & \text{if } q = u \\
\alpha_i (\alpha_i v_{u,f} + \sum_{z \in z} \alpha_{\pi(z)} x_z v_{z,f}) & \text{if } q = i \\
-\alpha_i (\alpha_i v_{u,f} + \sum_{z \in z} \alpha_{\pi(z)} x_z v_{z,f}) & \text{if } q = j \\
\alpha_i \alpha_{\pi(z)} x_z (v_{i,f} - v_{j,f}) & \text{if } q = z \\
0 & \text{otherwise}
\end{cases} 
$$

(5.17)

According to the above equation the gradients for $v_{u,f}$ and $v_{z,f}$ can be computed in $\Theta(1)$ whereas the gradients of $v_{i,f}$ and $v_{j,f}$ can be calculated in $\Theta(N_{z}(x))$. However, those gradients are actually opposite to each other so they can be computed only once at each iteration. Finally, the gradient w.r.t to the weights $\alpha$ are defined as:

$$
\frac{\partial \hat{y}}{\partial \alpha_U} = \alpha_i \sum_{f=1}^{k} v_{u,f} (v_{i,f} - v_{j,f}),
$$

(5.18)

$$
\frac{\partial \hat{y}}{\partial \alpha_I} = \alpha_U \sum_{f=1}^{k} v_{u,f} (v_{i,f} - v_{j,f}) + \sum_{z \in z} \alpha_{\pi(z)} x_z \sum_{f=1}^{k} v_{z,f} (v_{i,f} - v_{j,f}),
$$

(5.19)

and for every $g \in [3,\ldots,|G|]$, assuming $U = 1$ and $I = 2$, the gradient of $\hat{y}$ w.r.t. $\alpha_g$ is:

$$
\frac{\partial \hat{y}}{\partial \alpha_g} = \alpha_I \left( \sum_{z \in z|\pi(z) = g} x_z \sum_{f=1}^{n} v_{z,f} (v_{i,f} - v_{j,f}) \right).
$$

(5.20)

The time complexity of (5.18) is linear to the number of factors, so it is $\Theta(k)$, and both (5.19) and (5.20) can be computed in $\Theta(kN_{z}(x))$.

Algorithm 4 summarizes the WFM-Pair optimization method. The complexity of each iteration over a training point is bounded by the cost of the loop over the auxiliary features, which is $\Theta(kN_{z}(z))$, plus the cost of updating $\alpha$, that is $\Theta(kN_{z}(x))$ (for the same consideration as in Section 5.3.1). Since $N_{z}(x) \approx N_{z}(x)$, we can conclude that the overall complexity of each iteration is $\Theta(kN_{z}(x))$.

### 5.4. APPLICATIONS OF WFM

An important advantage of Factorization Machines is that, by design, they are able to exploit additional information to improve recommendations. In particular, they are suitable for both context-aware [99] and cross-domain recommendation tasks [78]. In this section we propose two applications of WFM on context-aware and cross-domain collaborative filtering.

#### 5.4.1. CONTEXT-AWARE RECOMMENDATION

Context-aware recommendation aims to take advantage on context information to better model the interactions between users and items. In WFM-Pair, context can be treated
Algorithm 4: Learn WFM-Pair

Input: Training data \( \mathcal{D} \); The item set \( \mathcal{I} \); Regularization parameters \( \lambda_\theta \); Learning rate \( \eta \); Std. initialization parameter \( \sigma \); Set of features groups \( \mathcal{G} \); Groups index mapping function \( \pi \)

Output: Model parameters \( \Theta \)

1. Initialize \( w_*, v_* \), and \( \alpha_* \) parameters
2. \( \alpha \leftarrow \text{norm}(\alpha) \)
3. \( \text{do} \)
4. \( x_{u,i,z} \leftarrow \text{sample}(\mathcal{D}) \)
5. \( j \leftarrow \text{sample}(\mathcal{I} \setminus \mathcal{I}^+) \)
6. \( x_{u,j,z} \leftarrow \{(u, 1), (j, 1), \{(z, x_{u,i,z}) \mid z \in \mathcal{Z}\} \)
7. Update \( w_i \) and \( w_j \) according to (5.16)
8. \( \text{for } z \in \mathcal{Z} \text{ do} \)
9. \( w_z \leftarrow w_z + 2\eta \lambda_\theta \theta \)
10. \( \text{for } f \in \{1, \ldots, k\} \text{ do} \)
11. \( \text{update } v_{z,f} \text{ according to (5.17)} \)
12. \( \text{for } f \in \{1, \ldots, k\} \text{ do} \)
13. \( \text{update } v_{u,f}, v_{i,f} \) and \( v_{j,f} \) according to (5.17)
14. Update \( \alpha_U \) and \( \alpha_I \) according to (5.18) and (5.19)
15. \( \text{for } g \in \mathcal{G} \text{ do} \)
16. \( \text{update } \alpha_g \text{ according to (5.20)} \)
17. \( \alpha \leftarrow \text{norm}(\alpha) \)
18. \( \text{while convergence} \)
19. \( \Theta \leftarrow (w_0, \ldots, w_n, \alpha, v_{1,1}, \ldots, v_{n,k}) \)
20. return \( \Theta \)
as an auxiliary features (i.e, $z$) for user-item interactions. These auxiliary features can be encoded inside the feature vectors as previously described in (5.1). For example, let the context of an interaction $(u, i)$ be the user mood (e.g., “angry”) and the movie genre (e.g., “sci-fy”), then we can represent such context with $z(u, i) = \{(\text{angry}, 1), (\text{sci-fy}, 1)\}$. Consequently, we can represent the expanded form of the feature vector $x_{u, i, z}$ as:

$$x_{u, i, z} = \left(0, \ldots, 0, x_{u}, 0, \ldots, 0, 0, \ldots, 0, 0, x_{z}, \ldots, x_{|Z|}\right), \quad (5.21)$$

where $Z$ is the set of contextual features. In contrast to the features $x_i$ and $x_u$ that are usually 1, since they represent a one-hot encoding of the user/item identifier, the contextual features (and the auxiliary in general) $x_z$ can assume any real-value. As mentioned previously, according to [90] it is preferable to normalize (i.e., sum up to 1) the auxiliary features, which is a common practice to reduce biases due to different scales. One of the advantages of our proposal is that WFMs can also reduce biases between groups since the algorithm itself manages to find the best weight for each group of features.

5.4.2. CROSS-DOMAIN RECOMMENDATION

Cross-Domain Collaborative Filtering (CDCF) methods exploit additional information from the so-called source (a.k.a. auxiliary) domains to improve recommendations in a target domain. The core idea of CDCF is that a user’s preferences in one domain (e.g., music) can be exploited to better learn the user’s taste on another domain (e.g., movies). In the literature, several methods concerning the CDCF problem have been proposed. Cantador et al. [16] provided a good overview of the CDCF methods. In this section we propose how to perform cross-domain collaborative filtering with WFM based on the idea of [78]. The effectiveness of this approach is also tested with the Amazon dataset, which contains user interactions in multiple domains.

Thanks to the flexibility of FMs in exploiting additional features, the information concerning the source domains can be transferred to the target domain by means of auxiliary features. The resulting feature vectors can be used with WFMs to train a model. In order to understand how auxiliary features are represented, let us suppose that $p$ is the number of source domains and $I_j(u)$ is the set of items in domain $j$ that user $u$ interacted with. Then, for every item that the user interacted with in the source domain an auxiliary feature is created. Consequently, the feature vectors $x$ in the target domain can be represented with the following sparse form consisting of both target and source domain features:

$$x(u, i) = \{ \left(\underbrace{u, 1}_{\text{target domain features}}, \underbrace{i, 1}_{\text{source domains' features}}\right), \bigcup_{j=1}^{p} \{(z, x_{z}(u, j)) | z \in I_j(u)\}\} \quad (5.22)$$

where $x_{z}(u, j)$ is the value of feature $z$, i.e., the score that should be considered for the interaction between user $u$ and item $z$ in the domain $j$. Different approaches can be used to define the feature values $x_{z}(u, j)$. Here we propose to use normalized values for source domain features. That is, the values of source domain features are normalized by the number of interactions that the user made in the source domain. Similar to the context-aware scenario, WFMs learn weights for groups of features. In our implementation, for each source domain we consider a different feature group. For example if the
target domain is ‘movies’ and we have user interactions in source domains of ‘books’ and ‘music’, in total we would have four feature groups corresponding to users, items, source domain features from the ‘books’ domain and from the ‘music’ domain.

5.5. DATASETS AND EXPERIMENTS

In this section we describe the datasets, evaluation method and experiments that we performed in this chapter.

5.5.1. DATASETS

We choose four datasets for our experiments in this chapter. The Amazon dataset (containing explicit user ratings in four domains) has been used in rating prediction experiments to evaluate WFM-Point and also the application of that for cross-domain recommendations. The two datasets of MSD and Frappe (containing implicit user feedback) have been chosen to evaluate WFM-Pair. The benchmark dataset of MovieLens (containing explicit user ratings) has been used for both rating prediction and ranking experiments. Below the four datasets are described. The statistics of the datasets are listed in Table 5.1.

- **Million Song Dataset (MSD)**: Million Song Dataset [11] is a collection of audio features and metadata for one million songs, but also contains user-item interactions. In this chapter, we use a dense subset of the dataset to be used by the collaborative filtering algorithms. All users and items in this subset have at least 50 interactions. Along with the main dataset, there is a set of annotations containing 13 different genres for music tracks [106], which have been used as auxiliary features. The dataset also contains the play counts of songs for user-song interactions. The play counts have been used as a confidence score for WMF, one of the baseline algorithms that we tested in this dataset.

- **Frappe**: Frappe is a context-aware mobile app discovery tool. It logs the number of times users run an application on their mobile phone. It also logs several contexts such as time, date, location and weather. The Frappe dataset [7] consists of approximately 100K instances of implicit feedback. An observation is considered as positive feedback if the user runs an application at least one time. We choose this dataset due to the presence of several contextual features.

- **MovieLens 1M**: The MovieLens 1M dataset is a benchmark dataset for recommender systems containing 1M movie ratings. We used the movie genres as auxiliary features in FMs, FFMs, and WFMs algorithms. We choose this dataset due to the presence of auxiliary features and widespread use in the community.

- **Amazon**: Amazon [62] is also a dataset with explicit user ratings. The items in this datasets are the products in the Amazon website and they belong to one of the following four domains: books, music CDs, DVDs and video tapes. We use this dataset since it has been used for cross-domain recommendations. We use a densified version of the datasets that have been used in previous work on cross-domain collaborative filtering [38, 78].

\[\text{https://grouplens.org/datasets/movielens/}\]
Table 5.1: Statistics of the dataset used in this chapter

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Users</th>
<th>#Items</th>
<th>#Feedback</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSD</td>
<td>93,295</td>
<td>29,449</td>
<td>8.3M</td>
<td>Implicit</td>
</tr>
<tr>
<td>Frappe</td>
<td>957</td>
<td>4,082</td>
<td>96K</td>
<td>Implicit</td>
</tr>
<tr>
<td>ML1M</td>
<td>6,040</td>
<td>3,670</td>
<td>1M</td>
<td>1-5</td>
</tr>
<tr>
<td>Amazon</td>
<td>15,994</td>
<td>84,508</td>
<td>270K</td>
<td>1-5</td>
</tr>
</tbody>
</table>

5.5.2. EVALUATION PROTOCOL

The experiments are evaluated with four fold cross-validation. To evaluate the accuracy of recommendations, for WFM-Point we use Root Mean Squared Error (RMSE) [101] to measure the accuracy of predicted ratings. WFM-Pair and other ranking methods are evaluated using Precision@K, Recall@K and Mean Reciprocal Rank (MRR@K) evaluation metrics.

To calculate the above metrics, for each user we first create a set of candidate items containing the user's relevant items and 1000 randomly chosen items [19]. We then create a ranked list by scoring the candidate items. Note that for datasets that have context associated with interactions (specifically for the Frappe dataset), the ranked list is generated for each user-context combination in the test set to make sure all candidate items are evaluated under the same conditions. The final metrics are calculated by averaging the metrics for all user.

5.5.3. WEIGHTED FMS FOR RATING PREDICTION

Rating prediction experiments are done on the MovieLens and Amazon datasets as they contain explicit feedback. On the Amazon dataset, we perform experiments for both single domain and cross-domain scenario. We perform two sets of experiments where the two domains of books and music are considered as target domains and other domains are considered as source domains. For our rating prediction experiment, the following algorithms are compared:

- **Factorization Machines (FM):** This model is the standard FMs [90] model for rating prediction. For this setup no auxiliary features are used.

- **FM-Auxiliary:** In this setup, we use the same model as previous setup, but we also take into account the auxiliary features that are available in the datasets. For the two datasets of books and music from Amazon we use cross-domain ratings as auxiliary features based on the method that we described in Section 5.4.2 and for the dataset of MovieLens we use genres of the movies as auxiliary features.

- **WFM-Point:** This is the proposed method in this chapter where the point-wise loss function is used. Here, no auxiliary features are used and the features are divided into two groups corresponding to users and items.

- **WFM-Point-Auxiliary:** In this setup, we use our proposed WFM-Point method and we also use the auxiliary features. For the MovieLens dataset the features are divided into three groups (users, items and genres) and for Amazon they are divided into five
Table 5.2: Comparison of WFM-Point with several methods for rating prediction on MovieLens (ML1M) and the two domains of Music and Books from Amazon dataset. The experiments are evaluated using RMSE (lower is better). The auxiliary features are movie genre for the ML1M dataset, and ratings from other domains for the Amazon Book and the Amazon Music datasets.

<table>
<thead>
<tr>
<th>Method / Dataset</th>
<th>Music</th>
<th>Books</th>
<th>ML1M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>2.0343</td>
<td>1.9997</td>
<td>1.7081</td>
</tr>
<tr>
<td>User Average</td>
<td>1.0723</td>
<td>0.516</td>
<td>1.0357</td>
</tr>
<tr>
<td>Item Average</td>
<td>1.0646</td>
<td>1.0145</td>
<td>0.9795</td>
</tr>
<tr>
<td>BMF</td>
<td>1.0293</td>
<td>0.9088</td>
<td>0.9053</td>
</tr>
<tr>
<td>FM</td>
<td>1.0675</td>
<td>0.7956</td>
<td>0.8829</td>
</tr>
<tr>
<td>FM-Auxiliary</td>
<td>1.0577</td>
<td>0.7937</td>
<td>0.8727</td>
</tr>
<tr>
<td>AFM</td>
<td>0.9769</td>
<td>0.7751</td>
<td>0.8609</td>
</tr>
<tr>
<td>WFM-Point</td>
<td>0.9696</td>
<td>0.7907</td>
<td>0.8849</td>
</tr>
<tr>
<td>WFM-Point-Auxiliary</td>
<td>0.9602</td>
<td>0.7841</td>
<td>0.8679</td>
</tr>
</tbody>
</table>

groups (users, items and three groups each corresponding to one of the auxiliary domains).

- **AFM**: This is the Tensorflow implementation of Attentional Factorization Machines (AFM) [126], a recent extension to FMs. For this algorithm we used the same auxiliary features as previous setup and we searched several combination of hyper-parameters and reported the best performing results in Table 5.2.

The number of factors for the above methods are set to 10. The above methods are all optimized based on the SGD optimization algorithm and the number of epochs on the training data is set to 100. More details about experimental reproducibility are described in Section 5.5.5.

Table 5.2 compares the performance of the above five methods on the datasets of Amazon and MovieLens. We also listed the accuracy of four baselines namely, Random prediction, User Average, Item Average and Biased Matrix Factorization (BMF) [55].

As can be seen in this table, the WFM-Point method can effectively exploit auxiliary features as it (WFM-Point-Auxiliary) performs better than the case that auxiliary features are not exploited. WFM also results to the lowest RMSE for the Amazon Books dataset and for the other two datasets it performs better than all other methods except AFM. The improved performance of AFM compared to WFM can be attributed the larger number of parameters in AFM and a more effective regularization mechanism (dropout vs. L2 regularization). This improvement however, comes with the cost of significant increase in training and prediction time and a larger number of hyper-parameters that need to be tuned. And as you will see in the next section AFM fall behinds WFM for ranking problems as it is only optimized for rating prediction.

The average epoch time of WFM and AFM on the MovieLens dataset is 0.7 and 3.7 respectively. Both methods are tested on a same machine running on CPU.
Table 5.3: Comparison of WFM-Pair with several methods on datasets with implicit feedback. The methods are compared using Precision, Recall and MRR evaluation metrics with two different cutoffs.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method \ Cutoff</th>
<th>Precision \ 5 10</th>
<th>Recall \ 5 10</th>
<th>MRR \ 5 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSD</td>
<td>MP</td>
<td>0.0297 0.0287</td>
<td>0.0076 0.0146</td>
<td>0.0691 0.0813</td>
</tr>
<tr>
<td></td>
<td>WMF</td>
<td>0.0512 0.0493</td>
<td>0.0111 0.0214</td>
<td>0.1036 0.1207</td>
</tr>
<tr>
<td></td>
<td>BPR-MF</td>
<td>0.1713 0.1730</td>
<td>0.0417 0.0838</td>
<td>0.2739 0.2989</td>
</tr>
<tr>
<td></td>
<td>FFM</td>
<td>0.0585 0.0544</td>
<td>0.0142 0.0260</td>
<td>0.1503 0.1676</td>
</tr>
<tr>
<td></td>
<td>AFM</td>
<td>0.0040 0.0037</td>
<td>0.0063 0.0117</td>
<td>0.0094 0.0113</td>
</tr>
<tr>
<td></td>
<td>FM-Pair</td>
<td>0.1787 0.1789</td>
<td>0.0438 0.0869</td>
<td>0.2806 0.3049</td>
</tr>
<tr>
<td></td>
<td>FM-Pair-Context</td>
<td>0.0505 0.0621</td>
<td>0.0124 0.0304</td>
<td>0.0855 0.1123</td>
</tr>
<tr>
<td></td>
<td>WFM-Pair</td>
<td><strong>0.2423</strong> 0.2221</td>
<td><strong>0.0615</strong> 0.1108</td>
<td><strong>0.3352</strong> 0.3552</td>
</tr>
<tr>
<td>Frappe</td>
<td>MP</td>
<td>0.0229 0.0191</td>
<td>0.1143 0.1910</td>
<td>0.0465 0.0586</td>
</tr>
<tr>
<td></td>
<td>WMF</td>
<td>0.0258 0.0184</td>
<td>0.1292 0.1842</td>
<td>0.0776 0.0848</td>
</tr>
<tr>
<td></td>
<td>BPR-MF</td>
<td>0.0373 0.0237</td>
<td>0.1864 0.2367</td>
<td>0.1220 0.1286</td>
</tr>
<tr>
<td></td>
<td>FFM</td>
<td>0.0405 0.0271</td>
<td>0.2023 0.2711</td>
<td>0.1229 0.1320</td>
</tr>
<tr>
<td></td>
<td>AFM</td>
<td>0.0292 0.0234</td>
<td>0.1459 0.2338</td>
<td>0.0753 0.0869</td>
</tr>
<tr>
<td></td>
<td>FM-Pair</td>
<td>0.0334 0.0226</td>
<td>0.1669 0.2256</td>
<td>0.1064 0.1143</td>
</tr>
<tr>
<td></td>
<td>FM-Pair-Context</td>
<td>0.0267 0.0236</td>
<td>0.1337 0.2360</td>
<td>0.0645 0.0782</td>
</tr>
<tr>
<td></td>
<td>WFM-Pair</td>
<td><strong>0.0440</strong> 0.0280</td>
<td><strong>0.2199</strong> 0.2802</td>
<td><strong>0.1362</strong> 0.1442</td>
</tr>
<tr>
<td>ML1M</td>
<td>MP</td>
<td>0.1009 0.0977</td>
<td>0.0220 0.0407</td>
<td>0.2271 0.2555</td>
</tr>
<tr>
<td></td>
<td>WMF</td>
<td>0.1189 0.1287</td>
<td>0.0211 0.0431</td>
<td>0.2590 0.2881</td>
</tr>
<tr>
<td></td>
<td>BPR-MF</td>
<td>0.2172 0.2000</td>
<td>0.0464 0.0808</td>
<td>0.3473 0.3663</td>
</tr>
<tr>
<td></td>
<td>FFM</td>
<td>0.1387 0.1378</td>
<td>0.0224 0.0466</td>
<td>0.2960 0.3210</td>
</tr>
<tr>
<td></td>
<td>AFM</td>
<td>0.0329 0.0331</td>
<td>0.0041 0.0086</td>
<td>0.0741 0.0874</td>
</tr>
<tr>
<td></td>
<td>FM-Pair</td>
<td>0.1826 0.2007</td>
<td>0.0382 0.0842</td>
<td>0.4021 0.4361</td>
</tr>
<tr>
<td></td>
<td>FM-Pair-Context</td>
<td>0.2427 0.2298</td>
<td>0.0471 0.0811</td>
<td>0.4729 0.4860</td>
</tr>
<tr>
<td></td>
<td>WFM-Pair</td>
<td><strong>0.2828</strong> 0.2414</td>
<td><strong>0.0524</strong> 0.0818</td>
<td><strong>0.4815</strong> 0.4943</td>
</tr>
</tbody>
</table>

5.5.4. Weighted FMs for Ranking

We use the three datasets of MSD, Frappe and MovieLens 1M for testing the performance of the WFM-Pair method. We use the available context and attributes of the three dataset as auxiliary features for our WFM model.

For the Frappe dataset we use two context groups: weekday (day of the week) and homework (with three values of unknown, home, work) creating four feature groups together with user and item groups. For the datasets of MSD and MovieLens the genre of songs and movies are considered as feature groups and thus the total number of feature groups are three.

The following setups are implemented in order to compare the performance of our proposed WFM-Pair method with some baseline and state-of-the-art algorithms:

- **FM-Pair**: In this method, we use Factorization Machines with a pairwise loss function based on the BPR criterion. In this setup we do not use any auxiliary features.

- **FM-Pair-Context**: This is similar to the previous setup but we also use the available
auxiliary features in the dataset.

- **FFM**: FFM [48] is an extension of FMs where different representations for each feature are learned based on the group (field) of features. This method also exploits available auxiliary features in the dataset.

- **WFM-Pair**: This is our proposed weighted FM method with pairwise loss function. The auxiliary features are the same as the previous setup.

- **Other Methods**: In addition to the above methods, we also used the baseline method of Weighted Matrix Factorization (WMF) [41], BPR with Matrix Factorization (BPR-MF) [97] and Most Popular (MP) method.

Table 5.3 compares the performance of the above methods in terms of different ranking metrics on the three datasets of MSD, Frappe and ML1M. The metrics are calculated with two different cutoffs\(^6\). The three methods of WMF, FFM and AFM perform worse compared to the other models (except MP) most likely due to the fact that they are not optimized for ranking (FFMs is slightly better than FM-Pair in the Frappe dataset). Among the methods that are optimized for ranking, FM-Pair and BPR-MF have rather close performance. Interestingly, when the context features are added to the FM-Pair model (i.e., FM-Pair-Context) with standard normalized encoding the accuracy of the recommendations does not necessarily improve (in two datasets, MSD and Frappe, it declines whereas in the ML1M dataset it improves). Nevertheless, the proposed WFM-Pair method performs better than both FM-Pair and FM-Pair-Context and thus the learned weights can positively influence on calculating the scores of interactions.

### 5.5.5. Experimental Reproducibility

The two implementation of WFM (with regular SGD and with Tensorflow) contains documentation to run WFM and reproduce experiments\(^7\). The two implementations are slightly different, as the first one use SGD for optimization (i.e., updates are done per sample in the training data), whereas the Tensorflow-based implementation uses Mini-Batch Gradient Descent (MBGD) [102] where the updates are done per mini-batches. Despite this difference, we did not find a noticeable difference between the two implementations in terms of recommendations accuracy.

The hyper-parameters of the algorithms are found via a grid-search over a range of candidate values and vary per dataset. For rating prediction experiments we used SGD implementation. We found regularization coefficients of 0.00025 and 0.0005 for Amazon and MovieLens respectively, and the same learning rate of 0.005 for both datasets. For the ranking problem, we used MBGD implementation with batch sizes of 10K, 100K and 5K for the three datasets of MovieLens, MSD and Frappe, respectively. The learning rate for these datasets was found to be 0.005, 0.01 and 0.001, respectively, and the best regularization coefficient for all three datasets was determined to be 0.05.

\(^6\)Due to the space limitation results with cutoff of 20 is removed. In the paper corresponding to this chapter the results with cutoff of 20 is included.

\(^7\)The first implementation is part of WrapRec and the second implementation can be found in: https://github.com/babakx/wfm
5.6. Conclusion and Future Work

In this chapter we introduced WFMs, an extension to FMs that learns a better representation for features by learning weight parameters for feature groups. We experimentally demonstrated the effectiveness of this approach for two tasks, rating prediction and ranking. WFMs can improve the accuracy of recommendations compared to FMs without introducing additional computational complexity. This improvement can be attributed to the ability of WFMs to model features as groups. The ability of WFMs to learn weights can avoid a time-consuming search to find optimal weights for feature groups.

Our experiments reveal that the standard normalized encoding might not effectively exploit the potential of auxiliary features in FMs. With the weight parameters, the contribution of auxiliary features to prediction can be controlled and thus more accurate models can be learned.

The idea of WFMs can also be applied for classification tasks and further experiments can be done for classification or click-through rate prediction. Another future direction to this chapter is to extend the underlying model of WFM to support wider range of regularization techniques such as dropout. The ability of WFMs to distinguish feature groups can also be applied to neural network models in order to exploit structure of data and learn better models.
IMPLEMENTATION FRAMEWORK
WrapRec is an easy-to-use Recommender Systems toolkit which allows users to easily implement or wrap recommendation algorithms from other frameworks. The main goals of WrapRec are to provide a flexible I/O, evaluation mechanism and code reusability. WrapRec provides a rich data model which makes it easy to implement algorithms for different recommender system problems, such as context-aware and cross-domain recommendation. The toolkit is written in C# and the source code is publicly available on GitHub under the GPL license\(^1\).

6.1. Introduction

Personalized recommender systems are becoming very popular in online marketing, social networks and mobile applications. RecSys and machine learning communities have developed several successful libraries for recommender systems such as MyMediaLite\(^2\), Apache Mahout\(^3\) and LensKit\(^4\).

Most of existing libraries require specific data formats, usually as text files, and are not flexible enough to support new data formats. Data processing is an important step in recommender systems which are usually neglected in current RecSys libraries. The existing frameworks usually require the users to provide the data in a specific format, and similarly they output results in a specific format. As an example consider that a user has a data source with a particular format which is not supported by the existing toolkits. A common practice to use this data is to convert to a format which is supported by the toolkit and then run the experiment on the converted data. Now, if the user wants to repeat the experiment for many different scenarios, usually the data preprocessing is done by an external application in a semi-manual way which makes the usage of toolkits difficult and error prone.

WrapRec is a toolkit, with defined routines. It allows users to incorporate any data processing steps easily into the experiment, without requiring to change the underlying algorithms. The toolkit is a wrapper around existing libraries, which allows them to be plugged into the system. The main goal of the toolkit is to provide high-level interfaces for low-level services to make it easier to run RecSys algorithms. WrapRec’s solution to this goal is to provide a rich data object model to make data access flexible and safe. This feature makes it easier to implement algorithms which rely on multiple data sources such as context-aware and cross-domain recommendation scenarios. Furthermore, WrapRec provides high level interfaces to potential algorithms that can be wrapped into the toolkit. Similarly an abstraction layer for evaluation of algorithms is defined in the toolkit to implement custom evaluators and re-use evaluation logics for different RecSys algorithms.

6.2. Overview of the Toolkit

The WrapRec toolkit consists of three main components: Data Layer, Recommendation Engine and Evaluation Pipeline. The components are made independent of each other, meaning they can be modified and extended without requiring to change other components. Figure 1 illustrates the high level architecture of the toolkit. Below, we briefly describe each component:

- **Data Layer**: This component provides a common data interface, regardless of the underlying format of the data source. If users want to read a custom data format, they need to implement an interface which reads the data and converts it into the common data objects. This feature makes it possible to run different experiments without requiring to change the underlying algorithms or evaluation mechanism. Furthermore, the toolkit is able to represent the data objects within a

---

\(^2\)http://mymedialite.net
\(^3\)http://mahout.apache.org
\(^4\)http://lenskit.grouplens.org
context which enables the consumer of data to take advantage of the C# language and issue LINQ (Language Integrated Queries) on data. This feature enables users to write an integrated query, select a custom subset of data and pass it to the other components of the system.

- **Recommendation Engine**: This component is the core of the toolkit. It provides common interfaces to RecSys algorithms. The focus of this component is not to implement the RecSys algorithms, but to provide a common interface to different algorithms that are implemented in various libraries. If users want to use an algorithm from existing libraries, they need to wrap the functionality of the third party libraries into the toolkit. Currently, the toolkit provides wrapper classes for MyMediaLite [31] (written in C#) and LibFM [92] (written in C++). This component also provides interfaces to implement Cross-Domain and Context-Aware recommendation algorithms.

- **Evaluation Pipeline**: WrapRec provides evaluation services based on the pipeline design pattern\(^5\). This enables the evaluator objects to share their results on a context object and thus improve the performance and re-usability of code. Pipeline-based evaluation allows users to re-use the evaluation logic for different RecSys algorithms since the evaluators only talk with high level data objects which are independent of the algorithms.

6.3. HOW TO USE THE TOOLKIT

The current version of WrapRec is implemented as a .Net library which can be added to a .Net project and be called through its public APIs. The WrapRec toolkit can be easily installed in a .Net project by installing its package through the Nuget\(^6\) package management system, or by adding the library file directly to the references of the project. The source code of the toolkit is publicly available under GPL license on GitHub\(^7\).

A major goal of WrapRec is to be easy to use. Based on the architecture of the system, to run a RecSys experiment users need to define three main objects: a data interface, an algorithm interface and an evaluation pipeline. More advance scenarios can be defined by extending each of the mentioned three objects. Listing 1 lists a simple RecSys experiment which trains a model on the Movielens 1M dataset\(^8\) using MyMediaLite’s rating prediction algorithms. The model is then tested using two evaluation metrics on 30% of the data.

Listing 6.1: Sample three step code to run a recommender system experiment

```csharp
// step 1: dataset
var data = new Dataset<ItemRating>(new MovieLensReader("data.dat"), 0.7);

// step 2: recommender
var recommender = new MediaLiteRatingPredictor(new MatrixFactorization());

// step 3: evaluation
var ep = new EvaluationPipeline(new EvaluationContext(recommender, data));
ep.Evaluators.Add(new RMSE());
ep.Evaluators.Add(new MAE());
ep.Run();
```

Each of the three steps in the above example can be extended without modifying other steps. For example, to read a dataset with a different format, a different dataset reader needs to be defined in step 1. More advanced scenarios and samples can be found in the online documentation of the toolkit.

6.4. UPDATES IN WRAPREC 2.0

In the new version of WrapRec\(^9\) the specifications of an experiment can be defined in an xml configuration file so that all settings can be defined in one place. The configuration file defines the model and its parameters, specifies how the dataset should be split, and describes how the evaluation should be done\(^10\).

\(^6\)http://www.nuget.org/
\(^7\)https://github.com/babakx/WrapRec
\(^8\)http://grouplens.org/datasets/movielens/
\(^9\)https://github.com/babakx/WrapRec/releases
\(^10\)The schema of the configuration file is described in: http://babakx.github.io/WrapRec/GetStarted.html
6.5. OUTLOOK

In this chapter, we briefly introduced an open source RecSys toolkit that can be used for training and evaluation of recommender system algorithms. The toolkit is currently available on GitHub. The current version of the toolkit is available as a command-line interface as well as a Nuget library. In the current version of the toolkit, the specifications of an experiment can be defined in a configuration file, making it easier to reproduce the experiments that are implemented with this toolkit. In the future, we plan to further integrate this project with existing libraries and frameworks.
VI

Outlook
In this thesis, we presented several factorization models for collaborative filtering and proposed how to apply them in different recommender system tasks. We presented our insights and their outcomes in the preceding technical chapters of thesis, supported by several experimental studies. In this chapter, we reflect on the objectives and research questions of this thesis, discuss the concluding points of this thesis, and provide practical points that could be further investigated in future studies.
7.1. DISCUSSION

The objectives of this thesis were to leverage advanced factorization models to effectively exploit the information that is present beyond a user-item matrix, to apply such models in a wider range of problems in recommender systems, and to improve their underlying performance with enhanced algorithms. The majority of the techniques that are presented in this thesis are based on Factorization Machines (FMs) [89], Bayesian Personalized Ranking (BPR) [98] and Matrix Factorization [55].

To address the first aspect of our objective, i.e., exploiting information that are present beyond the user-item matrix, in Chapter 2, we propose a method using Factorization Machines, to exploit auxiliary ratings that are present beyond the target recommendation domain. The proposed technique embeds external domain interactions as auxiliary features in FMs. Experimental results showed the effectiveness of this method for rating prediction problems. Later, in chapters 3 and 5 we adapt the proposed approach for top-N recommendation tasks. The success of this approach depends on how well the cross-domain interactions are translated to auxiliary features. Thanks to the expressiveness of FMs, the underlying model of FMs can learn latent factors for auxiliary features and seamlessly exploit them to better predict the scores of interactions.

In Chapter 2, we further study the expressiveness of FMs by proposing two applications that can leverage information inherent in the user-item matrix. The first application makes use of cluster membership of users and items to build auxiliary features that can be embedded to the training data. The second application, which we refer to as the ‘slice and train’ approach, propose to slice the training set based on properties of the data, train individual models on each slice, and indirectly use the rest of slices by translating them to auxiliary features. Based on the experiments that were carried out for this method, the ‘slice and train’ method can outperform the conventional training on the entire dataset.

The main insight that we obtained in Chapter 2 is that FMs provide an opportunity to exploit information that is ubiquitously present, but commonly under-appreciated by collaborative filtering algorithms. Moreover, FMs can seamlessly exploit such information without necessarily requiring the underlying model to be adapted. Furthermore, based on the experimental results, we can conclude that FMs can exploit cross-domain information effectively, they can leverage information that is extracted from the user-item matrix, and can be used to train more efficient models by training on the ‘right’ slice of data.

The models that are presented in Chapter 2 however, are limited to rating prediction problems since the standard model of FMs are optimized for prediction and not for ranking. To benefit from the advantages of FMs also for top-N recommendation tasks, in Chapter 3 we introduced FM-Pair, an FMs model with pairwise loss function, optimized for ranking. FM-Pair can not only learn a model from explicit ratings, but also from implicit unary feedback. In this chapter we show that FM-Pair is significantly more effective than a naïve implicit-to-explicit-feedback mapping since such mapping creates strong biases about user preferences and the underlying model that is used for training is not optimized for ranking. We also show that FM-Pair can be applied in the scenarios where auxiliary information (such as context or cross-domain interactions) are present, just like the standard FMs models.
The broader message of Chapter 3 is that the standard FM model is not suitable for ranking problems and implicit feedback. However, we can effectively optimize FMs for ranking and learning from implicit feedback with a pairwise optimization technique, while we can benefit from the advantages of FMs such as generalization and expressiveness.

The model that is introduced in Chapter 3, is further adapted for datasets with feedback from multiple channels. This model, which is introduced in Chapter 4, proposes several sampling methods to sample proper training data by exploiting different types of feedback. In this chapter we demonstrate that sampling methods have significant influence on accuracy of recommendations and convergence of the underlying optimization methods. We also show that conventional integration of side information with auxiliary features (in an FM model) is not always the best method to exploit such information. We found that if feedback type is exploited for an adapted sampling (instead of integrating as a feature), the accuracy of the trained FM model can be improved. Moreover, we show that collaborative filtering models that are trained using feedback from multiple channels are generally more accurate than a model that is trained on a single channel only. However, a naïve data aggregation is not an effective method to learn from multiple feedback channels.

The main insight that we gained from Chapter 4, is that, despite the advantages of FMs that we discussed in earlier chapters, a conventional integration of side information with auxiliary features is not always an effective approach to benefit from additional data. Depending on the problem and the recommendation task, integration of side information in the underlying algorithms can be more effective than a general feature encoding method. With this insight, we moved forward toward studying the underlying model of FMs to understand if we can make them smarter in such a way that they can learn the extent to which auxiliary features can be relied on.

In Chapter 5, we propose Weighted Factorization Machines (WFMs), an extension to the FMs model that learn additional weight parameters for each group of features. Such weights can control the contribution of different features and predict the score of interactions more precisely. WFMs are implemented with learning algorithms that are optimized for prediction and ranking. Experimental results show that WFMs outperform FMs in both rating prediction and ranking tasks. This improvement can be attributed to the fact that WFMs are aware of the groups of features and the adapted optimization methods exploit this information to learn the contribution of different groups. The effectiveness of WFMs is also studied in context-aware and cross-domain recommendation tasks.

In Chapter 6, we present WrapRec, a recommender systems library that contains implementation of the algorithms that are introduced in this thesis. WrapRec is also a general evaluation framework for recommender systems that can Wrap algorithms from other implementations and evaluate them under same settings.

In summary, FMs are great models to implement advanced factorization models. Their ease-of-use, expressiveness and generalization make them a desirable model for several recommendation tasks. At the same time, their ability to generalize the factorization process can also be a disadvantage as the underlying model is not aware of the nature of the features that are encoded in the training data. Depending on the prob-
lem and the task that is being approached, the proper factorization model needs to be adapted to achieve the best outcome.

7.2. Future Work

Based on the insights and achievements of this thesis, in this section we propose practical recommendations that can be a basis for future research on recommender systems.

7.2.1. Custom Optimization Methods

The factorization models that are proposed in this thesis learn latent factors based on point-wise (using squared error loss) or pair-wise (using AUC loss) optimization techniques. These two methods learn the model parameters by minimizing or maximizing a loss function that is defined over the training data. The choice of loss function has a crucial role on the performance of the recommendation task. It is important that the loss function is optimized for the task that we want to approach. For example, a loss function that is optimized for prediction is not a proper choice for ranking. Likewise, a loss function that is optimized for ranking, might not be effective if we care about click-through-rate. Sometimes, based on the business requirements, none of the above targets might be interesting for a recommender system. For example, a metric that Spotify uses when it generates recommendations for a playlist, is the number of pages that a user needs to visit until he finds a song to play\(^1\). With such requirement, relevance of one single song is much more important than a list that is carefully optimized to sort songs based on their inferred relevance. In this case, a list-wise optimization method such as CLiMF [109], which optimizes Mean Reciprocal Rank (MRR), might be more effective than BPR.

An interesting direction of future work on Factorization Machines is to adapt other optimization techniques and study their effect on the metrics that are potentially interesting for a recommendation task. From the implementation point of view, it would be interesting if modeling and optimization tasks of the learning algorithms could be decoupled so that the optimization task could be developed independently. Another possible extension in this respect would be to implement multi-criteria optimization methods for FMs so that their learning algorithm can simultaneously optimize more than one metric.

7.2.2. Factorization and Content-based Features

Factorization models are fast and effective techniques for collaborative filtering. Factorization Machines exploit any auxiliary features that are present in their training data. However, the choice of features in FMs has a significant influence on accuracy and complexity of models. Content features such as audio signals are not a proper choice of auxiliary features in FMs. Such features are typically dense and significantly increase the training and prediction time of an FM model. The underlying model of FMs attempts to learn latent factors for any feature that is presented in the training data and use the interactions of the trained factors to predict the utility of an item for a user. The interactions between the latent factors of several features of a single item is independent from the target user and is repetitive for all users. The standard model of FMs is not computation-

ally optimized to exploit dense content features and the effectiveness of such features on factorization models is not clear.

Future research can be done to optimize the computations of FMs for exploiting dense features. A successful model that exploit content features for factorization is the work of Oord et al. [123] where they propose a deep learning method that learns a representation of items in the same space as the factorized collaborative filtering space. Such techniques can be combined with Factorization Machines to simultaneously exploit content and other auxiliary features for training a hybrid model.

7.2.3. Elicitation of the ‘Right’ Data
In two different parts of this thesis (Chapters 2 and 4) we observed that by using the ‘right’ data (with the ‘slice and train’ algorithm or with the adapted sampling methods), the performance of the factorization models can be improved while the accuracy of recommendations improves or remains the same. Another interesting future research is to study how factorization models can be adapted to use minimum necessary data to learn model parameters. In that direction, we already studied [57] the trade-off between training data volume and accuracy of recommendations using a set of classic recommender system models. Further studies can be done to elicit the ‘right’ data to train factorization models without reducing the accuracy of recommendations.

7.2.4. Factorization Machines for Other Problems
Factorization Machines have been mainly used in recommender systems. Due to their ability to seamlessly exploit auxiliary features, they could be a proper model to learn latent factors in a shared space for entities that are related to each other. An interesting practical study for future work would be to use FMs in areas such as text classification, latent semantic analysis, and named entity classification. Recent work already applied FMs in sentiment classification [125] and decision prediction in Twitter [37]. Further studies can be done to exploit context or auxiliary information to study the potential of FMs on exploiting such information in other domains.

7.2.5. Unified Evaluation Framework
The vast majority of studies in recommender systems are evaluated using a set of evaluation metrics that are calculated on offline datasets. The technical details of evaluation mechanism such as data split, candidate items, new user/item strategy, and implementation details of metrics are typically disregarded in research papers. Said and Bellogin [103] showed that the implementation details and evaluation model of algorithms have significant role on the resulting metrics and thus, evaluation under different conditions become meaningless. In this thesis, we implemented WrapRec [77], an evaluation framework for recommender systems, to be able to compare different algorithms with the same evaluation framework and details. Further effort in future studies need to be done to adapt new evaluation conditions and metrics to WrapRec or other open source implementations.
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