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Abstract—Two architectures that generalize convolutional neural networks (CNNs) for the processing of signals supported on graphs are introduced. We start with the selection graph neural network (GNN), which replaces linear time invariant filters with linear shift invariant graph filters to generate convolutional features and reinterprets pooling as a possibly nonlinear subsampling stage where nearby nodes pool their information in a set of preselected sample nodes. A key component of the architecture is to remember the position of sampled nodes to permit computation of convolutional features at deeper layers. The second architecture, dubbed aggregation GNN, diffuses the signal through the graph and stores the sequence of diffused components observed by a designated node. This procedure effectively aggregates all components into a stream of information having temporal structure to which the convolution and pooling stages of regular CNNs can be applied. A multinode version of aggregation GNNs is further introduced for operation in large scale graphs. An important property of selection and aggregation GNNs is that they reduce to conventional CNNs when particularized to time signals interpreted as graph signals in a circumstantial graph. Comparative numerical analyses are performed in a source localization application over synthetic and real-world networks. Performance is also evaluated for an authorship attribution problem and text category classification. Multinode aggregation GNNs are consistently the best performing GNN architecture.

Index Terms—deep learning, convolutional neural networks, graph signal processing, graph filters, pooling

I. INTRODUCTION

We consider signals with irregular structure and describe their underlying topology with a graph whose edge weights capture a notion of expected similarity or proximity between signal components expressed at nodes [1]–[4]. Of particular importance in this paper is the interpretation of matrix representations of the graph as shift operators that can be applied to graph signals. Shift operators represent local (one-hop neighborhood) operations on the graph, and allow for different generalizations of convolution, sampling and reconstruction. These generalizations stem either from representations of graph filters as polynomials in the shift operator [1], [5], [6] or from the aggregation of sequences generated through successive application of the shift operator [7]. They not only capture the intuitive idea of convolution, sampling and reconstruction as local operations but also share some other interesting theoretical properties [1], [2], [5]. Our goal here is to build on these definitions to generalize Convolutional (C) neural networks (NNs) to graph signals.

CNNs consist of layers that are sequentially composed, each of which is itself the composition of convolution and pooling operations (Section I and Figure I). The input to a layer is a multichannel signal composed of features extracted from the previous layer, or the input signal itself at the first layer. The main step in the convolution stage is the processing of each feature with a bank of linear time invariant filters (Section II-A). To keep complexity under control and avoid the number of intermediate features growing exponentially, the outputs of some filters are merged via simple pointwise summations. In the pooling stage we begin by computing local summaries in which feature components are replaced with a summary of their values at nearby points (Sec. II-B). These summaries can be linear, e.g., a weighted average of adjacent components, or nonlinear, e.g., the maximum value among adjacent components. Pooling also involves a subsampling of the summarized outputs. This subsampling reduces dimensionality with a (small) loss of information because the summarizing function is a low-pass operation. The output of the layer is finally obtained by application of a pointwise nonlinear activation function to produce features that become an input to the next layer. This is an architecture that is both simple to implement [8], and simple to train [9]. Most importantly, their performance in regression and classification is remarkable to the extent that CNNs have become the standard tool in machine learning to handle such inference tasks [10]–[12].

As it follows from the above description, a CNN layer involves five operations: (i) Convolution with linear time invariant filters. (ii) Summation of different features. (iii) Computation of local summaries. (iv) Subsampling. (v) Activation with a pointwise nonlinearity. A graph (G)NN is an architecture adapted to graph signals that generalizes these five operations. Operations (ii) and (v) are pointwise, therefore independent of the underlying topology, so that they can be applied without modification to graph signals. Generalizing (iii) is ready because the notion of adjacent components is well defined by graph neighborhoods. Generalization of operation (i) is not difficult in the context of graph signal processing advances whereby linear time invariant filters are particular cases of linear shift invariant graph filters. This has motivated the definition of graph (G) NNs with convolutional features computed from shift invariant graph filters, an idea that was first introduced in [13] and further explored in [14]–[19]. Architectures based on receptive fields, which are...
different but conceptually similar to graph filters, have also been proposed [20]–[22]. However, generalization of operation (iv) has proven more challenging because once the signal is downsampled, it is not easy to identify a coarsened graph to connect the components of the subsampled signal. The use of multiscalar hierarchical clustering has been proposed to produce a collection of smaller graphs [13], [14], [16] but it is not clear which clustering or coarsening criteria is appropriate for GNN architectures. The difficulty of designing and implementing proper pooling is highlighted by the fact that several works exclude the pooling stage altogether [17], [20], [21], [23].

In this paper we propose two different GNN architectures, selection GNNs and aggregation GNNs, that include convolutional and pooling stages but bypass the need to create a coarsened graph. In selection GNNs (Sec. III and Fig. 3) we replace convolutions with linear shift invariant filters and replace regular sampling with graph selection sampling. In the first layer of the selection GNN, linear shift invariant filters are well defined as polynomials on the given graph. At the first pooling stage, however, we sample a smaller number of signal components and face the challenge of computing a graph to describe the topology of the subsampled signal. Our proposed strategy is to bypass the computation of a coarsened graph by using zero padding (Sec. III-A). This simple technique permits computation of features that are convolutional on the input graph. The pooling stage is modified to aggregate information in multihop neighborhoods as determined by the structure of the original graph and the sparsity of the subsampled signal (Sec. III-B).

In aggregation GNNs we borrow ideas from aggregation sampling [7] to create a signal with temporal structure that incorporates the topology of the graph (Sec. IV and Fig. 4). This can be accomplished by focusing on a designated node and considering the local sequence that is generated by subsequent applications of the graph shift operator. This is a signal with a temporal structure because it reflects the propagation of a diffusion process. Yet, it also captures the topology of the graph because subsequent components correspond to the aggregation of information in nested neighborhoods of increasing reach. Aggregation GNNs apply a regular CNN to the diffusion signal observed at the designated node.

We finally introduce a multinode version of aggregation GNNs, where several regular CNNs are run at several designated nodes (Sec. IV-A and Fig. 4). The resulting CNN outputs are diffused in the input graph to generate another sequence with temporal structure at a smaller subset of nodes to which regular CNNs are applied in turn. We can think of multinode aggregation GNNs as composed of inner and outer layers. Inner layers are regular CNN layers. Output layers stack CNNs joined together by a linear diffusion process. Multinode aggregation GNNs are consistently the best performing GNN architecture (Sec. IV). We remark that aggregation GNNs, as well as selection GNNs are proper generalizations of conventional CNNs because they both reduce to a CNN architecture when particularized to a cyclic graph.

The proposed architectures are applied to the problems of localizing the source of a diffusion process on synthetic networks (Sec. V-A) as well as on real-world social networks (Sec. V-B). Performance is additionally evaluated on problems of authorship attribution (Sec. V-C) and classification of articles of the 20NEWS dataset (Sec. V-D), involving real datasets. Results are compared to those obtained from a graph coarsening architecture using a multiscalar hierarchical clustering scheme [16]. The results are encouraging and show that the multinode approach consistently outperforms the other architectures.

Notation: The \( n \)-th component of a vector \( x \) is denoted as \( x_n \). The \((m,n)\) entry of a matrix \( X \) is \([X]_{mn}\). The vector \( x := [x_1;\ldots;x_n] \) is a column vector stacking the column vectors \( x_n \). When \( n \) denotes a set of subindices, \(|n|\) is the number of elements in \( n \) and \([x]_n\) denotes the column vector formed by the elements of \( x \) whose subindices are in \( n \). The vector \( 1 \) is the all-ones vector.

II. CONVOLUTIONAL NEURAL NETWORKS

Given a training set \( T := \{ (x,y) \} \) formed by inputs \( x \) and their associated outputs \( y \), a learning algorithm produces a representation (mapping) that can estimate the output \( \hat{y} \) that should be assigned to an input \( \hat{x} \notin T \). NNs produce a representation using a stacked layered architecture in which each layer composes a linear transformation with a pointwise nonlinearity [24]. Formally, the first layer of the architecture begins with a linear transformation to produce the intermediate output \( u_1 := A_1 x_0 = A_1 \hat{x} \) followed by a pointwise nonlinearity to produce the first layer output \( x_1 := \sigma_1(u_1) = \sigma_1(A_1 x_0) \). This procedure is applied recursively so that at the \( l \)-th layer we compute the transformation

\[
\mathbf{x}_l := \sigma_l(u_l) := \sigma_l(A_l \mathbf{x}_{l-1}).
\]

In an architecture with \( L \) layers, the input \( \hat{x} = x_0 \) is fed to the first layer and the output \( \hat{y} = x_L \) is read from the last layer [25]. Elements of the training set \( T \) are used to find matrices \( A_l \) that optimize a training cost of the form

\[
\sum_{(x,y) \in T} f(y,x_L),
\]

where \( f : (y,x_L) \rightarrow \mathbb{R} \) is a fitting metric that assess the difference between the NN’s output \( x_L \) produced by input \( x \) and the desired output \( y \) stored in the training set. Computation of the optimal NN coefficients \( A_l \) is typically carried out by stochastic gradient descent, which can be efficiently computed using the backpropagation algorithm [9].

The NN architecture in (1) is a multilayer perceptron composed of fully connected layers [25]. If we denote as \( M_L \) the number of entries of the output of layer \( \ell \), the matrix \( A_{\ell} \) contains \( M_{\ell} \times M_{\ell-1} \) components. This, likely extremely, large number of parameters not only makes training challenging but empirical evidence suggests that it leads to overfitting [26]. CNNs resolve this problem with the introduction of two operations: Convolution and pooling.

A. Convolutional Features

To describe the creation of convolutional features write the output of the \((\ell-1)\)-st layer as \( x_{\ell-1} := [x_{\ell-1,1};\ldots;x_{\ell-1,F_{\ell-1}}] \). This decomposes the \( M_{\ell-1} \)-dimensional output of the \((\ell-1)\)-st layer as a stacking of \( F_{\ell-1} \) features of dimension \( N_{\ell-1} \). This collection of features is the input to the \( \ell \)-th layer. Likewise,
the intermediate output \( \mathbf{u}_\ell \) can be written as a collection of \( \mathcal{F}_\ell \) features \( \mathbf{u}_\ell := [\mathbf{u}_\ell^1; \ldots; \mathbf{u}_\ell^{\mathcal{F}_\ell}] \) where \( \mathbf{u}_\ell^g \) is of length \( N_{\ell-1} \) and is obtained through convolution and linear aggregation of features \( \mathbf{x}_{\ell-1}^g \) of the previous layer, \( g = 1, \ldots, \mathcal{F}_\ell - 1 \). Specifically, let \( \mathbf{h}_\ell^{fg} := [\mathbf{h}_\ell^{fg}_0; \ldots; \mathbf{h}_\ell^{fg}_{K_f-1}] \) be the coefficients of a \( K_f \)-tap linear time invariant filter that is used to process the \( f \)-th feature of the \((\ell-1)\)-th layer to produce the intermediate feature \( \mathbf{u}_\ell^{fg} \) at layer \( \ell \). Since the filter is defined by a convolution, the components of \( \mathbf{u}_\ell^{fg} \) are explicitly given by

\[
\mathbf{u}_\ell^{fg}_{n} := \left[ \mathbf{h}_\ell^{fg} \ast \mathbf{x}_{\ell-1}^g \right]_n = \sum_{k=0}^{K_f-1} \mathbf{h}_\ell^{fg}_k \mathbf{x}_{\ell-1}^{g}_{n-k}. \tag{2}
\]

where we consider that: i) the output has the same size as the input and ii) the convolution (2) is circular to account for border effects. After evaluating the convolutions in (2), the \( \ell \)-th layer features \( \mathbf{u}_\ell^g \) are computed by aggregating the intermediate features \( \mathbf{u}_\ell^{fg} \) associated with each of the previous layer features \( \mathbf{x}_{\ell-1}^g \) using a simple summation,

\[
\mathbf{u}_\ell^g := \sum_{g=1}^{\mathcal{F}_\ell-1} \mathbf{u}_\ell^{fg} = \sum_{g=1}^{\mathcal{F}_\ell-1} \mathbf{h}_\ell^{fg} \ast \mathbf{x}_{\ell-1}^g. \tag{3}
\]

The vector \( \mathbf{u}_\ell := [\mathbf{u}_\ell^1; \ldots; \mathbf{u}_\ell^{\mathcal{F}_\ell}] \) obtained from (2) and (3) represents the output of the linear operation of the \( \ell \)-th layer of the CNN [cf. (1)]. Although not explicitly required, the number of features \( \mathcal{F}_\ell \) and the number of filter taps \( K_f \) are typically much smaller than the dimensionality \( M_{\ell-1} \) of the features \( \mathbf{x}_{\ell-1} \) that are processed by the \( \ell \)-th layer. This reduces the number of learnable parameters from \( M_{\ell-1} \times M_{\ell-1} \) in (1) to \( K_f \times \mathcal{F}_\ell \times \mathcal{F}_\ell-1 \) simplifying training and reducing overfitting.

\[\textbf{B. Pooling}\]

The features \( \mathbf{u}_\ell^{fg} \) in (2) and their consolidated counterparts \( \mathbf{u}_\ell^g \) in (3) have \( N_{\ell-1} \) components. This number of components is reduced to \( N_{\ell} \) at the pooling stage in which the values of a group of neighboring elements are aggregated to a single scalar using a possibly nonlinear summarization function \( \rho_{\ell} \). To codify the locality of \( \rho_{\ell} \), we define, with a slight abuse of notation, \( \mathbf{n}_{\ell} \) as a vector containing the indexes associated with index \( n \) e.g., use \( \mathbf{n}_{\ell} = [n-1; n; n+1] \) to group adjacent components – and define the signal \( \mathbf{v}_\ell^{\mathbf{n}_{\ell}} \) with components

\[
\mathbf{v}_\ell^{\mathbf{n}_{\ell}}_{n} = \rho_{\ell} \left( \left[ \mathbf{u}_\ell^{g} \right]_{\mathbf{n}_{\ell}} \right). \tag{4}
\]

The summarization function \( \rho_{\ell} \) in (4) acts as a low-pass operation and the most common choices are the maximum \( \rho_{\ell}([\mathbf{u}_\ell^{g}])_{\mathbf{n}_{\ell}} = \max ([\mathbf{u}_\ell^{g}])_{\mathbf{n}_{\ell}} \) and the average \( \rho_{\ell}([\mathbf{u}_\ell^{g}])_{\mathbf{n}_{\ell}} = \mathbf{1}^T [\mathbf{u}_\ell^{g}]_{\mathbf{n}_{\ell}} / |\mathbf{n}_{\ell}| \). To complete the pooling stage we follow (4) with a downsampling operation. For that matter, we define the sampling matrix \( \mathbf{C}_{\ell} \) as a fat binary matrix with \( N_{\ell-1} \) columns and \( N_{\ell} \) rows, which are selected from the rows of the identity matrix. When the sampling matrix \( \mathbf{C}_{\ell} \) is regular, the nonzero entries follow the pattern \( \mathbf{C}_{\ell}[m,n] = 1 \) if \( n \) can be written as \( n = (N_{\ell-1}/N_{\ell}) m \) and zero otherwise; hence, the product \( \mathbf{C}_{\ell} \mathbf{v}_\ell^{\mathbf{n}_{\ell}} \) selects one out of every \((N_{\ell-1}/N_{\ell})\) components of \( \mathbf{v}_\ell^{\mathbf{n}_{\ell}} \).

Downsampling is composed with a pointwise nonlinearity to produce the \( \ell \)-th layer features

\[
\mathbf{x}_\ell = \sigma_{\ell} \left( \mathbf{C}_{\ell} \mathbf{v}_\ell^{\mathbf{n}_{\ell}} \right). \tag{5}
\]

The compression or downsampling factor \((N_{\ell-1}/N_{\ell})\) is often matched to the local summarization function \( \rho_{\ell} \) so that the set \( \mathbf{n}_{\ell} \) contains \((N_{\ell-1}/N_{\ell})\) adjacent indexes. We further note that although we defined (4) for all \( n \), in practice, we only compute the components of \( \mathbf{v}_\ell^{\mathbf{n}_{\ell}} \) that are to be selected by the sampling matrix \( \mathbf{C}_{\ell} \). In fact, it is customary to combine (4) and (5) to simply write \( \mathbf{x}_\ell^{\mathbf{n}_{\ell}} = \sigma_{\ell} (\rho_{\ell}([\mathbf{u}_\ell^{g}])_{\mathbf{n}_{\ell}}) \) for \( n \) in the selection set. Separating the nonlinearity in (4) from the downsampling operation in (5) is convenient to elucidate pooling strategies for signals on graphs.

Equations (2)-(5) complete the specification of the CNN architecture. We begin at each layer with the input \( \mathbf{x}_{\ell-1} := [\mathbf{x}_{\ell-1}^1; \ldots; \mathbf{x}_{\ell-1}^{\mathcal{F}_{\ell-1}}] \). Features are fed to parallel convolutional channels to produce the features \( \mathbf{u}_\ell^{fg} \) in (2) and consolidated into the features \( \mathbf{u}_\ell^g \) in (3). These features are fed to the local summarization function \( \rho_{\ell} \) to produce features \( \mathbf{v}_\ell^{\mathbf{n}_{\ell}} \) [cf. (4)] which are then downsampld and processed by the pointwise activation nonlinearity \( \sigma_{\ell} \) to produce the features \( \mathbf{x}_\ell^{\mathbf{n}_{\ell}} \) [cf. (5)]. The output of the \( \ell \)-th layer is the vector \( \mathbf{x}_\ell := [\mathbf{x}_\ell^1; \ldots; \mathbf{x}_\ell^{\mathcal{F}_\ell}] \) that groups the features in (5). We point out for completeness that the \( \ell \)-th layer is often a fully connected layer in the mold of (1) that does not abide to the convolutional and pooling paradigm of (2)-(5). Thus, the \( \ell \)-th layer produces an arbitrary (non convolutional) linear combination of \( \mathcal{F}_{\ell-1} \) features to produce the final \( \mathcal{F}_\ell \) scalar features \( \mathbf{x}_\ell \). The output of this readout layer provides the estimate \( \hat{y} = \mathbf{x}_\ell \) that is associated with the input \( \hat{x} = \mathbf{x}_0 \) fed to the first layer.
C. Signals on Graphs

There is overwhelming empirical evidence that CNNs are superb representations of signals defined in regular domains such as time series and images \[10\]. Our goal in this paper is to contribute to the extension of these architectures to signals supported in irregular domains described by arbitrary graphs. Consider then a weighted graph with \( N \) nodes, edge set \( \mathcal{E} \) and weight function \( W : \mathcal{E} \to \mathbb{R} \). We endow the graph with a shift operator \( S \), which is an \( N \times N \) square matrix having the same sparsity pattern of the graph; i.e., we can have \( [S]_{nm} \neq 0 \) if and only if \( (n,m) \in \mathcal{E} \) or \( m = n \). The shift operator is a stand in for one of the matrix representations of the graph. Commonly used shift operators include the adjacency matrix \( A \) with nonzero elements \( [A]_{mn} = W(n,m) \) for all \( (n,m) \in \mathcal{E} \), the Laplacian \( L := \text{diag}(A1) - A \) and their normalized counterparts \( \Delta \) and \( L \) \[3\].

Consider the signal \( x = [x^1; \ldots; x^F] \) formed by \( F \) feature vectors \( x^f \) with \( N \) components each. The feature vector \( x^f \) is said to be a graph signal when each of its \( N \) components is assigned to a different vertex of the graph. The graph describes the underlying support of the data \( x^f \) (hence, of \( x \)) by using the weights \( W \) to encode arbitrary pairwise relationships between data elements. The graph shift enables processing of the graph signal \( x^f \) because it defines a local linear operation that can be applied to graph signals. Indeed, if we consider the signal \( y^f := Sx^f \) it follows from the sparsity of \( S \) that the \( n \)th element of \( y^f \) depends on the elements of \( x^f \) associated with neighbors of the node \( n \),

\[
[y^f]_n = \sum_{m: (m,n) \in \mathcal{E}} [S]_{nm} [x^f]_m. \tag{6}
\]

It is instructive to consider the cyclic graph adjacency matrix \( A_{dc} \), with nonzero elements \( [A_{dc}]_{i+n \mod N,n} = 1 \). Since the cyclic graph describes the structure of discrete (periodic) time, we can say that a discrete time signal \( x \) is a graph signal defined on the cyclic graph. When particularized to \( S = A_{dc} \), (6) yields \( y^f = x^f \mod N = x^f \), implying that \( y^f \) is a circularly time shifted copy of \( x^f \). This motivates interpretation of \( S \) as the generalization of time shifts to signals supported in the corresponding graph \[1\].

Enabling CNNs to process data modeled as graph signals entails extending the operations of convolution and pooling to handle the irregular nature of the underlying support. Convolution \[cf. \(2\)] can be readily replaced by the use of linear, shift invariant graph filters \[cf. \(7\)]. The summarizing function \[cf. \(4\)] can also be readily extended by using the notion of neighborhood defined by the underlying graph support. The pointwise nonlinearity can be kept unmodified \[cf. \(5\)] but there are two general downsampling strategies for graph signals: selection sampling \[28\] and aggregation sampling \[7\]. Inspired by these, we propose two architectures: selection GNNs (Section III) and aggregation (Section IV) GNNs.

Remark 1. Although our current theoretical understanding of CNNs is limited, empirical evidence suggests that convolution and pooling work in tandem to act as feature extractors at different levels of resolution. At each layer, the convolution operation linearly relates up to \( K_e \) nearby values of each input feature. Since the same filter taps are used to process the whole signal, the convolution finds patterns that, albeit local, are irrespective of the specific location of the pattern in the signal. The use of several features allows collection of different patterns through learning of different filters thus yielding a more expressive operation. The pooling stage summarizes information into a feature of lower dimensionality. It follows that subsequent convolutions operate on summaries of different regions. As we move into deeper layers we pool summaries of summaries that are progressively growing the region of the signal that affects a certain feature. The conjectured value of composing local convolutions with pooling summaries is adopted prima facie as we seek graph neural architectures that exploit the locality of the shift operator to generalize convolution and pooling operations.

III. Selection Graph Neural Networks

Generalizing the first layer of a CNN to signals supported on graphs is straightforward as it follows directly from the definition of a linear shift invariant filter \[5\]. Going back to the definition of convolutional features in \[2\] we reinterpret the filters \( h^g \) as graph filters that process the features \( x^0 \) through a graph convolution. This results in intermediate features \( u^g \) having components

\[
[u^g]_n := \left[ h^g \ast x^0 \right]_n := \sum_{k=0}^{K_1-1} [h^g]_k [S^k x^0]_n, \tag{7}
\]

where we have used \( \ast \) to denote the graph convolution on \( S \). The summations in equations \(2\) and \(7\) are analogous except for the different interpretations of what it means to shift the input signal \( x^0 \). In \(2\), a \( k \)-unit shift at index \( n \) means considering \( x^0_{n-k} \), the value of the signal \( x^0 \) at time \( n-k \). In \(7\), graph shifting at node \( n \) entails the operation \( [S^k x^0]_n \), which composes a multiplication by \( S^k \) with the selection of the resulting value at \( n \). In fact, particularizing \(7\) to the cyclic graph by making \( S = A_{dc} \) renders \(2\) and \(7\) equivalent. From the perspective of utilizing \(7\) as an extractor of local (graph) convolutional features it is important to note that graph convolutions aggregate information through successive local operations \[cf. \(9\)]. A filter with \( K_1 \) taps incorporates information at node \( n \) that comes from nodes in its \((K_1 - 1)\)-hop neighborhood.

Although we wrote \(1\) componentwise to emphasize its similarity with \(2\) we can drop the \( n \) subindices to write a vector relationship. For future reference we further define the linear shift invariant filter \( H^g_1 := \sum_{k=0}^{K_1-1} [h^g]_k S^k \) to write

\[
u^g = \sum_{k=0}^{K_1-1} [h^g]_k S^k x^0 := H^g_1 x^0. \tag{8}
\]

The graph filter \(8\) is a generalization of the Chebyshev filter in \(16\). More precisely, if \( G \) is an undirected graph, and we adopt the normalized Laplacian as the graph shift operator \( S \), then \(8\) boils down to a Chebyshev filter. The convolutional stage in \(18\) is a Chebyshev filter of \( K = 2 \), and thus is also a special case of \(8\). We also note that the use of polynomials on arbitrary graph shift operators for the convolutional stage
Figure 2. Selection Graph Neural Networks. Consider the input to be a signal supported by a known $N$-node graph. First, convolutional features are obtained by means of graph filtering in the original graph [cf. (8)]. The color disks in the second column illustrate the convolution operation on each node. Then, a subset of $N_1$ nodes is selected, and summarizing function $\rho_1$ and pointwise nonlinearity $\sigma_1$ are applied to the neighborhood $n_1$ for each of these nodes, obtaining the output $x_{f_1}$ for the first layer. The color disks in the third column show the reach of the pooling operation, the size of the neighborhood being pooled (in the first row, the disks include only the one-hop neighborhood; also, only a few disks are shown so as not to clutter the illustration). In order to obtain convolutional features for following layers, we zero pad the signal to fit the original graph [cf. (9)] so as to apply a graph filter and then resample the output at the same set of nodes [cf. (11)-(13)]. Then, a new smaller subset of nodes is selected, and the summarizing function and pointwise nonlinearity are applied to a neighborhood of these nodes [cf. (15)]. This process is repeated while selecting fewer and fewer nodes.

has been also proposed in [17], [23]. Asides from replacing the linear time invariant filter in (2) with the graph shift invariant filter in (8), the remaining components of the conventional CNN architecture can remain more or less unchanged. The feature aggregation in (3) to obtain $u_{f_1}$ needs no modification as it is a simple summation independent of the graph structure. The summarization operator in (4) requires a redefinition of locality. This is not difficult because it follows from (8) that $u_{f_1}$ is another $N$-node graph signal that is defined over the same graph $S$. We can then use $n_1$ to represent a graph neighborhood of node $n$ and apply the same summary operator. We point out that $n_1$ need not be the 1-hop neighborhood of $n$. The sampling and activation operation in (5) requires a matrix $C_1$ to sample over the irregular graph domain. Apart from the challenge of selecting sampling matrices for graphs – see [16] and [7], [28]–[30] –, this does not require any further modification to (5). The first row of Fig. 2 shows the operations carried out in this first layer.

The challenge in generalizing CNNs to GNNs arises beyond the first layer. After implementing the sampling operation in (5) the signal $x_{f_1}$ is of lower dimensionality than $u_{f_1}$ and can no longer be interpreted as a signal supported on $S$. In regular domains this is not a problem because we use the extraneous geometrical information of the underlying domain to define convolutions in the space of lower dimensionality. To see this in terms of graph signals, let us interpret the signal $x_{g_0}$ defined on a regular domain as one defined on a cyclic graph with $N_0 = N$ nodes, which is also the same graph that describes $u_{f_1}$. Then, if we consider a downsampling factor of $(N_1/N_0)$, another cyclic graph with $N_1$ nodes describes the signal $x_{f_1}$. However, when graph signals are defined in a generic irregular domain, there is no extraneous information to
elucidate the form of the graph that describes signals beyond the first layer. Resolving mismatched supports is a well-known problem in signal processing whose simplest and most widely-used solution is zero padding. The following sections illustrate how zero padding can be leveraged to resolve one of the critical challenges in the implementation of GNNs.

A. Selection Sampling on Graph Convolutional Features

Sampling is an operation that selects components of a signal. To explain the construction of convolutional features on graphs, it is more convenient to think of sampling as the selection of nodes of a graph which we call active nodes. This implies that at each layer \( \ell \) we place the input features \( x_{\ell-1} \) of dimension \( N_{\ell-1} \) on top of the active nodes of the graph \( S \). Selection schemes are further discussed in Sec. III-C. Doing so requires that we keep track of the location of the samples. Thus, at each layer \( \ell \) we consider input features \( x_{\ell-1}^p \) each with \( N_{\ell-1} \) components, and zero padded features \( \tilde{x}_{\ell-1}^p \) each with size \( N \) but only \( N_{\ell-1} \) nonzero components which replicate the values of \( x_{\ell-1}^p \). The indexes of the nonzero components of \( x_{\ell-1}^p \) correspond to the location of the elements of \( x_{\ell-1}^p \) in the original graph. It is clear that we can move from the unpadded to the padded representation by multiplying with an \( N \times N_{\ell-1} \) tall binary sampling matrix \( D_{\ell-1}^T \). Indeed, if we let \( D_{\ell-1}[nm] = 1 \) represent the \( n \)th component of the unpadded feature, \( x_{\ell-1}^p \), located in the \( n \)th node of the graph, we can write the padded features as

\[
\tilde{x}_{\ell-1} = D_{\ell-1}^T x_{\ell-1}.
\]

The advantage of keeping track of the padded signal is that convolutional features can be readily obtained by operating in the original graph. Given the notion of graph convolution in (8) and (re-)defining \( h_{f}^g \) to be the graph filter coefficients at layer \( \ell \) we can define intermediate features as [cf. (2)]

\[
\mathbf{u}_\ell^g := \sum_{k=0}^{K_f-1} \left[ h_{f}^g \right]_k S^k \tilde{x}_{\ell-1}.
\]

Although a technical solution to the construction of convolutional features, (10) does not exploit the computational advantages of sampling. These can be recovered by selecting components of \( \mathbf{u}_\ell^g \) at the same set of nodes that support \( x_{\ell-1}^p \). We then define \( \mathbf{u}_\ell^g := \mathbf{D}_{\ell-1} \mathbf{u}_\ell^g \). If we further use (9) to substitute \( \tilde{x}_{\ell-1}^p \) into the definition of the convolutional features in (10), we can write

\[
\mathbf{u}_\ell^g := \mathbf{D}_{\ell-1} \mathbf{u}_\ell^g = \mathbf{D}_{\ell-1} \sum_{k=0}^{K_f-1} \left[ h_{f}^g \right]_k S^k D_{\ell-1}^T \tilde{x}_{\ell-1}.
\]

If we further define reduced dimensionality \( k \)-shift matrices

\[
S_{\ell}^{(k)} := \mathbf{D}_{\ell-1} S^k \mathbf{D}_{\ell-1}^T,
\]

and reorder and regroup terms in (11) we can reduce the definition of convolutional features to

\[
\mathbf{u}_\ell^g = \sum_{k=0}^{K_f-1} \left[ h_{f}^g \right]_k S_{\ell}^{(k)} x_{\ell-1} = H_{\ell}^g x_{\ell-1},
\]

where we have also defined the subsampled linear shift invariant filter \( H_{\ell}^g := \sum_{k=0}^{K_f-1} \left[ h_{f}^g \right]_k S_{\ell}^{(k)} \). Implementing (11) entails repeated application of the shift operator to the padded signal, which can be carried out with low cost if the original input graph is sparse. In (13), the filter \( H_{\ell}^g \) takes advantage of sampling to operate directly on a space of lower dimension \( N_{\ell-1} \). The matrices \( S_{\ell}^{(k)} \) can be computed beforehand because they depend on the graph shift operator and the sampling matrices only. We emphasize that, save for subsampling, (13) and (11) are equivalent and that, therefore, the features \( \mathbf{u}_\ell^g \) generated by the subsampled filter \( H_{\ell}^g \) are convolutional relative to the original graph (shift) \( S \). The middle image in Fig. 2 shows zero pad of input signal, convolution in the original graph, and resampling of the filter output.

Features \( \mathbf{u}_\ell^g \) can be obtained from features \( \mathbf{u}_\ell^g \) using the same linear aggregation operation in (3) which does not require adaptation to the structure of the graph,

\[
\mathbf{u}_\ell^f = \sum_{g=1}^{F_{\ell-1}} H_{\ell}^g x_{\ell-1}.
\]

This completes the construction of convolutional features and leads to the pooling stage we describe next.

B. Selection Sampling and Pooling

The pooling stage requires that we redefine the summary and sampling operations in (4) and (5). Generalizing the summary operation requires redefining the aggregation neighborhood. In the first layer, this can be readily accomplished by selecting the \( \alpha_1 \)-hop neighborhood of each node for some given \( \alpha_1 \) that defines the reach of the summary operation. This information is actually contained in the powers of the shift operator. The 1-hop neighborhood of \( n \) is the set of nodes \( m \) such that \( |S|[nm] \neq 0 \), the 2-hop neighborhood is the union of this set with those nodes \( m \) with \( |S^2|[nm] \neq 0 \) and so on. In the case of the sampled features the graph neighborhoods need to be intersected with the set of active nodes. This intersection is already captured by the \( k \)-shift matrices \( S_{\ell}^{(k)} \) [cf. (12)]. Thus, at layer \( \ell \) we introduce an integer \( \alpha_\ell \) to specify the reach of the summary operator and define the \( \alpha_\ell \)-hop neighborhood of \( n \) as

\[
\alpha_\ell := \lfloor m : |S_{\ell}^{(k)}|[nm] \neq 0, \text{ for some } k \leq \alpha_\ell \rfloor.
\]

Summary features \( \mathbf{v}_\ell^f \) at node \( n \) are computed from \( \mathbf{u}_\ell^f \) using the graph neighborhoods in (15). These neighborhoods follow the node proximity encoded by \( S \), see third column of Fig. 2.

To formally explain the downsampling operation in (5) in the context of graph signals, begin by defining sampling matrices adapted to irregular domains. This can be easily defined at the \( \ell \)th layer if we let the sampling matrix \( C_\ell \) be a fat matrix with \( N_\ell \) rows and \( N_{\ell-1} \) columns with the properties

\[
|C_\ell|_{mn} \in \{0,1\}, \quad C_\ell 1 = 1, \quad C_\ell^T 1 \leq 1.
\]

When \( |C_\ell|_{mn} = 1 \) it means that the \( n \)th component of \( \mathbf{v}_\ell^f \) is selected in the product \( C_\ell \mathbf{v}_\ell^f \) and stored as the \( n \)th component.
of the output. The properties in (16) ensure that exactly $N_\ell$ components of $v^j_\ell$ are selected and that no component is selected more than once. They do not, however, enforce a regular sampling pattern. We further define the nested sampling matrix $D_\ell$ as the product of all sampling matrices applied up until layer $\ell$

$$D_\ell = C_\ell C_{\ell-1} \cdots C_1 = \prod_{\ell'=1}^{\ell} C_{\ell'}.$$ (17)

Matrix $D_\ell$ keeps track of the location of the selected nodes in the original graph, for each layer $\ell$, and is thus used for the zero padding operation in (11).

Each layer of the selection GNN architecture is determined by (13)–(14) for the convolution operation and (2)–(5) for pooling and nonlinearity. To summarize, the input to layer $\ell$ is $x_{\ell-1}$ comprised of $F_{\ell-1}$ features $x^{j}_{\ell-1}$ located at a subset of nodes given by $D_{\ell-1}$. Then, we use the reduced dimensionality $k$-shift matrices (12) to process $x^{j}_{\ell-1}$ using a graph filter as in (13), and obtain aggregated features $u^{j}_{\ell}$ (14). A neighborhood $n_{\ell}$ for each element of $u^{j}_{\ell}$ is determined by (15) for some $\alpha_{\ell}$ and the output $v^{j}_{\ell}$ of the summarizing function $\rho_{\ell}$ is computed as in (4). Finally, following (5), a smaller subset of nodes is selected by means of $C_\ell$ and the pointwise nonlinearity $\sigma_{\ell}$ is applied to obtain the $\ell$th output features $x^{j}_{\ell}$, for $f = 1, \ldots, F_\ell$. See Algorithm 1 for details.

**Remark 2.** The selection GNN architecture recovers a conventional CNN when particularized to graph signals described by a cyclic graph (conventional discrete time signals). To see this, let $S = A_{dc}$ for a graph of size $N$, and let $C_{\ell-1}$ be the sampling matrix that takes $N_{\ell-1}$ equally spaced samples out of the previous $N_{\ell-2}$ samples, for every $\ell$. Then, the nested sampling matrix $D_{\ell-1}$ becomes a sampling matrix that takes $N_{\ell-1}$ equally spaced samples out of the $N$ original ones. This implies that $S^{(k)}_{\ell} = D_{\ell-1} A_{dc}^{k} D_{\ell-1}^{T}$ becomes either the $k$th power of the adjacency matrix of a cyclic graph with $N_{\ell-1}$ nodes for $k$ a multiple of $N/N_{\ell-1}$, or the all-zero matrix otherwise. This results in convolutional features obtained by (13) being equivalent to those obtained by (2). Likewise, making $\alpha_{\ell} = N_{\ell-1}/N_{\ell}$ for all $\ell$ leads to regular pooling and downsampling. This shows that the selection GNN does indeed boil down to the conventional CNN for discrete time signals.

**Remark 3.** The dimension $N_\ell$ is being effectively reduced without the need to use a complex multiscale hierarchical clustering algorithm. More specifically, in each layer, only a new set of nodes is used, but there is no need to recompute edges between these nodes or new weight functions, since the underlying graph on which the operations are actually carried out is the same graph support as the initial input data $x$. This, not only avoids the computational cost of obtaining multiscale hierarchical clusters, but also avoids the need to assess when such clustering scheme is adequate.

**C. Practical Considerations**
centralized unit (i.e., when local connectivity is not important for computation purposes, for example, in the training phase), it is observed that the computational cost of carrying out convolutions (13) is reduced to matrix multiplication in the smaller $N_{\ell}$-dimensional space. It is noted that the reduced dimensionality $k$-shift matrices (12) can be obtained before the training phase, and also, that the statistical properties of learning the filter taps are not affected by it. This observation, coupled with the previous one, shows that the selection pooling architecture adequately addresses the global vs. local duality by efficiently computing convolutions in both settings.

**Computation of nonlinearities.** From an implementation perspective, it is observed that, while the local summarizing function $\rho_k$ involves the neighborhood of the $N_{\ell-1}$ nodes (which are more than the $N_{\ell}$ nodes that are kept in layer $\ell$), this function only has to be computed for those $N_{\ell}$ nodes that are left after downsampling. That is, it is not needed to compute $\rho_k$ at each one of the $N_{\ell-1}$ nodes, but only at the $N_{\ell}$ nodes that are actually kept after downsampling. In this sense, this non-linear operation can be subsumed with the pointwise non-linearity $\sigma_\ell$ that is applied to the $N_{\ell}$ nodes. To further illustrate this point, suppose that max-pooling is used and that the corresponding pointwise non-linearity is a ReLU, $\sigma_\ell(x) = \max\{0, x\}$. Then, both operations can be performed simultaneously at node $n$ by doing $\max\{0, \{x_m : (m,n) \in \mathbf{n}_\ell\}\}$, where $\mathbf{n}_\ell$ denotes the paths in the neighborhood, and where this operation is computed only for nodes $n$ that are part of the $N_{\ell} \leq N_{\ell-1}$ selected nodes.

**Regularization of filter taps.** As the Selection GNN grows in depth (more layers), the number of filter taps in the convolution stage might increase, in order to access information located at further away neighbors (this happens if the few selected nodes at some deeper layer are far away from each other, as measured by the number of neighborhood exchanges). It is a good idea, then, to structure the filter coefficients $h_{\ell}^{(g)}$ in these deeper layers. More specifically, filtering with $N$ taps might be necessary, so it makes sense to choose $|h_{\ell}^{(g)}|_k$ constant for a range of $k$, since no new substantial information is going to be included for a wide range of those $k$. This reduces the number of trainable parameters and consequently overfitting.

**Definition of neighborhoods.** Information from the weight function $W$ of the graph can be included in the pooling stage (15). More precisely, instead of defining the neighborhood only looking at the edge set $E$, that is $|S_{\ell}^{(k)}|_{nm} \neq 0$, we can make $|S_{\ell}^{(k)}|_{nm} \geq \delta$ so that we summarize only across edges stronger than $\delta$.

**Frequency interpretation of convolutional features.** One advantage of having convolutional features defined always on the same graph $G$ at every layer $\ell$ is that these can be easily analyzed from a frequency perspective. Since the graph Fourier transform of a signal depends on the eigenvectors $V$ of the graph shift operator $S$, and since the same $S = VAV^{-1}$ is used to define all convolutional features (cf. (11)), then they all share the same frequency basis, allowing for a comprehensive frequency analysis at all layers. In particular, if we focus on normal matrix GSOs, i.e., $V^{-1} = V^H$, the zero-padding aliasing effect is evidenced in the fact that $V^HD^TV$ need not be the identity matrix for arbitrary eigenvectors $V$ and downsampling matrices $D$, altering the frequency content of the input signal to a filter. However, the filter taps are learned from the training set, taking into account this aliasing effect, and therefore are able to cope with it, extracting useful features.

**Computational cost.** The number of computations at each layer is given by the cost of the convolution operation, which is $O(|E|K_{F_{\ell-1}}F_{\ell-1})$ if (11) is used, or $O(N_{\ell-1}^2 K_{F_{\ell-1}}F_{\ell-1})$ if (13) is used, since pooling and downsampling incur in negligible cost. We observe that in (13) the cost tends to be dominated by $N_{\ell-1}^2$ making dimensionality reduction (i.e. pooling) a critical step for scalability.

**Number of parameters.** The number of parameters to be learned at each layer are determined by the length of the filters, and the number of input and output features and is given by $O(K_{F_{\ell-1}}F_{\ell-1})$ independent of $N_{\ell-1}$.

**IV. AGGREGATION GRAPH NEURAL NETWORKS**

The selection GNNs of Section III create convolutional features adapted to the structure of the graph with linear shift invariant graph filters. The aggregation GNNs that we describe here apply the conventional CNN architecture of Section II to a signal with temporal (regular) structure that is generated to incorporate the topology of the graph. To create such a temporal arrangement we consider successive applications of the graph shift operator $S$ to the input graph signal $x^g$ (see first row of Fig. 3). This creates a sequence of $N$ graph shifted signals $y_0^g, \ldots, y_{N-1}^g$. The first signal of the sequence is $y_0^g = x^g$, the second signal is $y_1^g = Sx^g$, and subsequent members of the sequence are recursively obtained as $y_{k}^g = Sy_{k-1}^g = S^kx^g$. We observe that each vector $y_{k}^g$ incorporates the underlying support by means of multiplication by the graph shift operator $S$. We arrange the sequence of signals $y_{k}^g$ into the matrix representation of the graph signal $x^g$ that we define as

$$X^g := [y_0^g, y_1^g, \ldots, y_{N-1}^g] := [x^g, Sx^g, \ldots, S^{N-1}x^g].$$

The matrix $X^g$ is a redundant representation of $x^g$. In fact, for any connected graph any row of $X^g$ is sufficient to recover $x^g$ as each row contains $N$ linear combinations of $x^g$. We thus note that any such row has successfully incorporated the graph structure included in the powers of the graph shift operator $S$, without any loss of information. Our goal here is to work at a designated node $p$ with the signal $z^g_p$ that contains the components of the diffusion sequence $y_{k}^g$ that are observed at node $p$ (see second row of Fig. 3). This is simply the $p$th row of $X^g$ and leads to the definition

$$z^g_p := [X^g]_p = [x^g_p; Sx^g_p; \ldots; S^{N-1}x^g_p].$$
$z_p^\ell$ are elements of a time sequence. Yet, the components of this time sequence depend on the topology of the graph. The first element of $z_p^\ell$ is the value of the input signal $x^g$ at node $p$, which is independent of the graph topology, but the second element $z_p^g$ aggregates information from values of the input $x^g$ within the neighborhood of $p$ as defined by the nodes that are connected to node $p$. The third element of $z_p^g$ is an aggregate of aggregates which results in the aggregation of information from the 2-hop neighborhood of $p$. As we move forward in the sequence $z_p^g$ we incorporate information from nodes that are farther from $p$ as determined by the topology of the graph. In this way, we have successfully generated a regular structured signal that effectively incorporates the underlying structure. We note that two consecutive elements of $z_p^g$ indeed relate neighboring values according to the topology of the graph.

If the signal $z_p^g$ is a signal in time, it can be processed with a regular CNN architecture and this is indeed our definition of aggregation GNNs. At the first layer $\ell = 1$ we take the locally aggregated signal $z_p^\ell$ as input and produce features $u_{\gamma p1}^{fg}$ by convolving with the $K_{p1}$-tap filter $h_{\gamma p1}^{fg}$ [cf. (2)].

$$
[u_{\gamma p1}^{fg}]_n := [h_{\gamma p1}^{fg} * z_{p1}^\ell]_n = \sum_{k=0}^{K_{p1}-1} [h_{\gamma p1}^{fg}]_k [z_{p1}^\ell]_{n-k},
$$

where we use zero padding to account for border effects and assume the size of the output is the same as the input. The convolution in (20) is the regular time convolution. In fact, except for minor notational differences to identify the aggregation node $p$, (20) is the same as (2) with $\ell = 1$. The topology of the graph is incorporated in (20) not because of the convolution but because of the way in which we construct $z_p^\ell$. To emphasize the effect of the topology of the graph we use (19) to rewrite (20) as

$$
[u_{\gamma p1}^{fg}]_n = \sum_{k=0}^{K_{p1}-1} (h_{\gamma p1}^{fg})_k [S^{n-k-1}x^g]_p
$$

Since the convolution in (21) considers consecutive values of the signal $z_p^\ell$, the features $u_{\gamma p1}^{fg}$ have a structure that is convolutional on the graph $S$. Each feature element $[u_{\gamma p1}^{fg}]_n$ is a linear combination of consecutive $K_{p1}$ neighboring values of the input $x^g$ starting with shift $S^{n-k-1}x^g$ and ending at $S^{n-K_{p1}-1}x^g$. Alternatively, note that the regular convolution operation linearly relates consecutive elements of a vector; and since consecutive elements in vector $z_p^\ell$ reflect nearby neighborhoods according to the graph, we have effectively related neighboring values of the graph signal by means of a regular convolution. Thus, coefficients $(h_{\gamma p1}^{fg})_k$ encoding low-pass filters further aggregate information across neighborhoods, while high-pass filters output features quantifying differences between consecutive neighborhood resolutions. Thus, low-pass time filters applied to $z_p^\ell$ detect features that are smooth on the graph $S$, while high-pass time filters applied to $z_p^\ell$ detect sharp transitions between signal values between nearby nodes.

Once the features $u_{\gamma p1}^{fg}$ in (20), or their equivalents in (21), are computed, we sum features $u_{\gamma p1}^{fg}$ as per (3), obtaining $u_{\gamma p1}^{fg}$.
Figure 4. Multinode Aggregation Graph Neural Networks. Start by selecting a subset $P_1 \subset V$ of $P_1$ nodes of the graph (row 1, diagram 1). Then, proceed to perform $Q_1$ local exchanges with neighbors (row 1, diagrams 2, 3, and 4) in order to build $P_1$ regular time-structure signals, one at each node (row 2), see (22). We note that in row 1, the color disks illustrate the reach of the $Q_1$ local exchanges of each of the selected nodes $P_1$. Once the regular structured signals have been constructed on each of the $P_1$ nodes, proceed with a regular CNN, applying regular convolution (row 3), and regular pooling (row 4), until $F_{L_1}$ features are obtained at each node (row 5), see (2)-(5), (23). Now, we view each feature as a graph signal being supported on the selected nodes, see (24), zero-padded to fit the graph (row 6, diagram 1), see (25). We then select a smaller subset $P_2 \subseteq P_1$ of $P_2 \leq P_1$ nodes (row 2, diagram 2) and carry out $Q_2$ local exchanges with the neighbors, (row 2, diagrams 2, 3 and 4), illustrated with color disks in the last row. These neighbor exchanges create new regular structured signals at each of the $P_2$ nodes, see cf. (26). Then, we continue by computing $F_{L_2}$ regional features at each node by means of regular CNNs and so on.

Remark 4. The aggregation GNN architecture reduces trivially to conventional CNNs when particularized to graph signals defined over a cyclic graph. Since $[A_k^c x^d]_p = [x^d]_{1+(p+k)} \mod N$ is a cyclic shift of the input signal $x^d$, then $z^d_p = x^d$ in (19) for all $p$ and a regular CNN follows.

Remark 5. The aggregation GNN architecture rests on transforming the data on the graph in such a way that it becomes supported on a regular structure, and thus regular CNN techniques can be applied. Transforming graph data is the main concern of graph embeddings [33]. Unlike the methods surveyed in [33], we consider the underlying graph support $G$ as given (not learned), we do not attempt to compress the graph data as construction of aggregated vector $z^p_p$ does not entail any loss of information (if all eigenvalues of $S$ are distinct), and the focus is on data defined on top of the graph (the graph signal), rather than the graph itself (given by $S$).

A. Multinode Aggregation Graph Neural Networks

Selecting a single node $p \in V$ to aggregate all the information generally entails $N - 1$ local exchanges with neighbors [cf. (18)]. For large networks, carrying out all these exchanges might be infeasible, either due to the associated communication overhead or due to numerical instabilities. This can be overcome by selecting a subset of nodes to aggregate local information, i.e., selecting a submatrix of (13) with a few rows and columns in lieu of a single row with all the columns; see Fig. 4. The selected nodes will first process their
own samples using an aggregation GNN and then exchange the obtained outputs with the other selected nodes. This process is repeated until the information has been propagated through the entire graph.

To explain such a two-level hierarchical architecture, let us denote as $\ell$ the layer index for the aggregation stage and as $r$ the layer index for the exchange stage. The total number of exchange (outer) layers is $R$ and, for each outer layer $r$, a total number of $L_r$ aggregation (inner) layers is run. We start by describing the procedure for $r = 1$, where $P_1 \subseteq V$ denotes the subset of selected nodes and let $Q_1$ denote the number of times the shift is applied ($S^{q}$, for $q = 0, \ldots, Q_1 - 1$). It is observed that this amounts to selecting $P_1 = |P_1|$ rows and $Q_1$ consecutive columns of $[18]$. Setting $\ell = 0$, the signal aggregating the $(Q_1 - 1)$-hop neighborhood information at each node $p \in P_1$ can be constructed as [cf. (19)]

$$z^g_{p0}(1, Q_1) := \left[ [x^g]_p; [Sx^g]_p; \ldots; [S^{Q_1-1}x^g]_p \right].$$

(22)

Since $z^g_{p0}$ exhibits a time structure, the regular CNN steps (2)-(5) can be applied individually at each node [see Fig. 4]. More specifically, since $L_1$ denotes the number of layers for the aggregation stage when $r = 1$, a set of $F_{L_1}$ descriptive features of the $(Q_1 - 1)$-hop neighborhood of node $p$ is constructed by concatenating $\ell = 0, \ldots, L_1 - 1$ layers of the form (2)-(5) as is done in the aggregation GNN. Setting $\ell = L_1$, the output of the last layer of the aggregation stage is

$$z_{pL_1}(1, Q_1) := \left[ z^g_{pL_1}; \ldots; z^g_{pL_1} \right].$$

(23)

Different feature vectors $z_{pL_1}$ of dimension $F_{L_1}$ are obtained at each of the $p$ selected nodes, describing the corresponding $(Q_1 - 1)$-hop neighborhood.

In order to further aggregate these local features (describing local neighborhoods) into more global information, we need to collect each feature $g$ at every selected node $p \in P_1$. More precisely, let $P_1 = |P_1|$ be the number of selected nodes, then

$$x^g_1 = \left[ z^g_{p_1L_1}; \ldots; z^g_{p_L1} \right].$$

(24)

where each $p_k \in P_1$. We now set $r = 2$ and select a subset of nodes $P_2 \subseteq P_1$ to aggregate features $x^g_1$ by means of local neighborhood exchanges. However, signal $x^g_1$ has dimension $P_1 < N$, so it cannot be directly exchanged through the original graph $G$. We therefore use zero padding to make $x^g_1$ fit the graph

$$\tilde{x}^g_1 = \mathbf{P}_1^T x^g_1$$

(25)

with $\mathbf{P}_1$ being the $P_1 \times N$ fat binary matrix that selects the subset $P_1$ of rows of $[18]$. Then, we apply $Q_2$ times the original shift $S$ to the signals $\tilde{x}^g_1$, collecting information at nodes $p \in P_2$.

$$z^g_{p0}(2, Q_2) := \left[ [\tilde{x}^g_1]_p; [S\tilde{x}^g_1]_p; \ldots; [S^{Q_2-1}\tilde{x}^g_1]_p \right]^T.$$ 

(26)

Once $z^g_{p0}$ is collected at each node $p \in P_2$ the time-structure of the signal is exploited to deploy another regular CNN (2)-(5) (aggregation GNN stage) in order to obtain $F_{L_2}$ features that describe the region.

In general, consider the output of outer layer $r - 1$ is $x^g_{r-1}$, consisting of feature $g$ at a subset $P_{r-1}$ of $P_{r-1}$ nodes [cf. (24)], for $g = 1, \ldots, F_{L_{r-1}}$. Then, this signal is zero padded to fit the original graph $\tilde{x}^g_{r-1} = \mathbf{P}_{r-1}^T x^g_{r-1}$ [cf. (25)] and the graph shift $S$ is applied $Q_r$ times, collecting the shifted versions at a subset of nodes $P_r$ to construct time-structure signal $z^g_{pr}(r, Q_r)$ [cf. (26)]. Each node $p \in P_r$ runs a regular CNN (2)-(5) with $L_r$ inner layers to produce $F_{L_r}$ features $z_{pL_r}(r, Q_r)$ [cf. (24)] that are then collected at each of the nodes $p \in P_r$ to produce $x^f_r$ [cf. (24)], for $f = 1, \ldots, F_{L_r}$. See Fig. 4 for an illustration of the architecture.

B. Practical Considerations

Local architecture. The single node aggregation GNN architecture is entirely local. Only one node $p \in V$ is selected, and that node gathers all the relevant information about the data by means of local exchanges only. Furthermore, the output at the last layer is also obtained at a single node, so there is no need to have actual physical access to every node in the network.

Regular CNN design. Since signal $x^g_1$ gathered at node $p$ exhibits a regular time structure, the state-of-the-art expertise in designing conventional CNNs can be immediately leveraged to inform the design of convolutional layers of aggregation GNNs.

Numerical normalization. For big networks, some of the entries of $S^k$ (as well as the components of $z^g_0$ associated with those powers) can grow too large, leading to numerical instability. To avoid this, aggregation schemes typically work with a normalized version of the graph shift operator that guarantees that the spectral radius of $S$ is one.

Choice of aggregating node. The choice of nodes that aggregate all the information has an impact on the overall performance of the algorithm. This decision can be informed by several criteria such as the degree, the frequency content of the signals of interest [7] or be determined by different measures of centrality in the network [34]. In particular, in the experiments carried out in Sec. V, we select nodes based on the leverage scores obtained by the two sampling schemes described in [29] and [32].

Filter taps. For a generic (inner) layer $1 < \ell < L_r$ the generation of the feature vectors $u^j_{f\ell} \in \mathbb{R}^{N_{\ell-1}}$ and $u^j_{f\ell} \in \mathbb{R}^{N_{\ell-1}}$ is as in (2) and (3), so that we have that

$$u^j_{f\ell} = \sum_{g=1}^{F_{L_{\ell-1}}} h_{g} f_j^{\ell} z^g_{p_{\ell-1}}.$$ 

The main difference in this case is on the type and length of the filter coefficients $h_{g} f_j^{\ell} \in \mathbb{R}^{K_r}$. While in classical CNNs the filter coefficients are critical to aggregate the information at different resolutions, here part of that aggregation has been already taken care of in the first layer when transforming $x^0$ into $z^g_0$. As a result, the filter taps in the aggregation GNN architecture can have a shorter length and place more emphasis in high frequency features.

Pooling. Something similar applies to the pooling schemes. The summarization and downsampled vectors for the aggregation architecture are obtained as $[v^r_{f}]_n = p{\ell}([u^r_{f}]_n)$ and

In general, consider the output of inner layer $r - 1$ is $x^g_{r-1}$, consisting of feature $g$ at a subset $P_{r-1}$ of $P_{r-1}$ nodes [cf. (24)], for $g = 1, \ldots, F_{L_{r-1}}$. Then, this signal is zero padded to fit the original graph $\tilde{x}^g_{r-1} = \mathbf{P}_{r-1}^T x^g_{r-1}$ [cf. (25)] and the graph shift $S$ is applied $Q_r$ times, collecting the shifted versions at a subset of nodes $P_r$ to construct time-structure signal $z^g_{pr}(r, Q_r)$ [cf. (26)]. Each node $p \in P_r$ runs a regular CNN (2)-(5) with $L_r$ inner layers to produce $F_{L_r}$ features $z_{pL_r}(r, Q_r)$ [cf. (24)] that are then collected at each of the nodes $p \in P_r$ to produce $x^f_r$ [cf. (24)], for $f = 1, \ldots, F_{L_r}$. See Fig. 4 for an illustration of the architecture.

B. Practical Considerations

Local architecture. The single node aggregation GNN architecture is entirely local. Only one node $p \in V$ is selected, and that node gathers all the relevant information about the data by means of local exchanges only. Furthermore, the output at the last layer is also obtained at a single node, so there is no need to have actual physical access to every node in the network.

Regular CNN design. Since signal $x^g_1$ gathered at node $p$ exhibits a regular time structure, the state-of-the-art expertise in designing conventional CNNs can be immediately leveraged to inform the design of convolutional layers of aggregation GNNs.

Numerical normalization. For big networks, some of the entries of $S^k$ (as well as the components of $z^g_0$ associated with those powers) can grow too large, leading to numerical instability. To avoid this, aggregation schemes typically work with a normalized version of the graph shift operator that guarantees that the spectral radius of $S$ is one.

Choice of aggregating node. The choice of nodes that aggregate all the information has an impact on the overall performance of the algorithm. This decision can be informed by several criteria such as the degree, the frequency content of the signals of interest [7] or be determined by different measures of centrality in the network [34]. In particular, in the experiments carried out in Sec. V, we select nodes based on the leverage scores obtained by the two sampling schemes described in [29] and [32].

Filter taps. For a generic (inner) layer $1 < \ell < L_r$ the generation of the feature vectors $u^j_{f\ell} \in \mathbb{R}^{N_{\ell-1}}$ and $u^j_{f\ell} \in \mathbb{R}^{N_{\ell-1}}$ is as in (2) and (3), so that we have that

$$u^j_{f\ell} = \sum_{g=1}^{F_{L_{\ell-1}}} h_{g} f_j^{\ell} z^g_{p_{\ell-1}}.$$ 

The main difference in this case is on the type and length of the filter coefficients $h_{g} f_j^{\ell} \in \mathbb{R}^{K_r}$. While in classical CNNs the filter coefficients are critical to aggregate the information at different resolutions, here part of that aggregation has been already taken care of in the first layer when transforming $x^0$ into $z^g_0$. As a result, the filter taps in the aggregation GNN architecture can have a shorter length and place more emphasis in high frequency features.

Pooling. Something similar applies to the pooling schemes. The summarization and downsampled vectors for the aggregation architecture are obtained as $[v^r_{f}]_n = p{\ell}([u^r_{f}]_n)$ and
The computational cost of the multinode aggregation GNN at each outer layer \( r \) is that of processing the regular CNN for each node, \( O\left(\sum_{p=1}^{P_r} \sum_{f=1}^{F_r} N_{c-1} K_f F_{r-1} F_r \right) \) which can be easily distributed among the \( P_r \) involved nodes.

**Number of parameters.** The number of parameters of the multinode aggregation GNN is \( O\left(\sum_{p=1}^{P_r} \sum_{f=1}^{F_r} K_f F_{r-1} F_r \right) \). We observe, though, that the regular CNNs employed tend to be very small, since the initial \( Q_r \) regular CNN at each node as well as the length of the filters \( K_f \) are very small as well (typically, \( K_f \ll Q_r \), cf. Sec. [II]).

### V. NUMERICAL EXPERIMENTS

We test the proposed GNN architectures and compare their performance with the graph coarsening (multiscale hierarchical clustering) approach of [16]. In the first scenario (Sec. [V-A]), we address the problem of source localization on synthetic stochastic block model (SBM) networks. Then, we move the source localization problem to a more realistic setting of a Facebook network of 234 users (Sec. [V-B]). As a third experiment, we address the problem of authorship attribution (Sec. [V-C]). And finally, we test the proposed architectures in the problem of text categorization on the 20NEWS dataset (Sec. [V-D]).

We test the proposed Selection (Sec. [III]), Aggregation (Sec. [IV] and Multinode (Sec. [IV-A]) GNN architectures. For the selection of nodes involved in each of the architectures, we test three different strategies. First, we choose nodes based on their degree; second, we select them following the leverage scores proposed by the experimentally designed sampling (EDS) in [32]; and third, we determine the appropriate nodes by using the spectral-proxies approach (SP) in [29]. In all architectures, the last layer is a fully-connected readout layer, followed by a softmax, to perform classification.

Unless otherwise specified, all GNNs were trained using the ADAM optimizer [35] with learning rate 0.001 and forgetting factors \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \). The training phase is carried out for 40 epochs with batches of 100 training samples. The loss function considered in all cases is the cross-entropy loss between one-hot target vectors and the output from the last layer of each architecture, interpreted as probabilities of belonging to each class. Also, in all cases, we consider max-pooling summarizing functions and ReLU activation functions for the corresponding GNN layers.

#### A. Source Localization

Consider a connected stochastic block model (SBM) network with \( N = 100 \) nodes and \( C = 5 \) communities of 20 nodes each [36]. In SBM graphs, edges are randomly drawn between nodes within the same community, independently, with probability 0.8; while edges are randomly drawn between nodes of different communities, independently, with probability 0.2. Denote by \( A \) the adjacency matrix of such graph.

In the problem of source localization, we observe a signal that has been diffused over the graph and estimate the spatial origin of such diffused process. More precisely, consider \( \delta_c \) a graph signal that has a 1 at node \( c \) and 0 at every other node. Define \( x = A^t \delta_c \), as the diffused graph signal, for some unknown \( t \geq 0 \). The objective is to estimate the origin \( c \) of the diffusion. In this situation in particular, we are interested in estimating the community \( c \) (rather than the node) that originated the observed signal \( x \). We can thus model this scenario as a classification problem in which we observe graph signal \( x \) and have to assign it to one of the \( C = 5 \) communities.

In the simulations, we generate the training and test set by randomly selecting the origin \( c \) from a pool of \( C = 5 \) nodes (the largest-degree node of each community; recall that all nodes have, on average, the same degree) and randomly selecting the diffusion time \( t < 25 \), as well. We generate a training set of 10,000 signals and a test set of 200 signals. The training set is further split in 2,000 signals for validation, and the rest for training. We simulate 10 graphs, and for each graph, we simulate 10 realizations of training and test sets.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection (S) Degree</td>
<td>86.9(±5.9)%</td>
</tr>
<tr>
<td>Selection (S) EDS</td>
<td>90.0(±4.6)%</td>
</tr>
<tr>
<td>Selection (S) SP</td>
<td>91.1(±4.7)%</td>
</tr>
<tr>
<td>Aggregation (A) Degree</td>
<td>94.2(±4.7)%</td>
</tr>
<tr>
<td>Aggregation (A) EDS</td>
<td>96.5(±3.1)%</td>
</tr>
<tr>
<td>Aggregation (A) SP</td>
<td>95.2(±4.4)%</td>
</tr>
<tr>
<td>Multinode (MN) Degree</td>
<td>96.1(±3.4)%</td>
</tr>
<tr>
<td>Multinode (MN) EDS</td>
<td>96.0(±3.5)%</td>
</tr>
<tr>
<td>Multinode (MN) SP</td>
<td>97.3(±2.7)%</td>
</tr>
</tbody>
</table>

Table 1: Considering that SBM graphs are random, we generate 10 different instances of SBM graphs with \( N = 100 \) nodes and \( C = 5 \) communities of 20 nodes each. For each of these 10 graphs, we randomly generate 10 different datasets (training, validation and test set). We compute the classification accuracy of each realization, and average across all 10 realizations for each graph, obtaining 10 average classification accuracies. In the table, we show the classification accuracy, averaged across the 10 graph instances. The standard deviation from these 10 graphs is also shown.
For numerical reasons, the adopted graph shift operator is $S = A / \lambda_{\text{max}}$ where $\lambda_{\text{max}}$ is the maximum eigenvalue of $A$.

The architectures tested are as follows. For the selection GNN we consider two layers selecting 10 nodes in each. The number of output features in each layer are $F_1 = F_2 = 32$ and the filters consists of $K_1 = K_2 = 5$ taps [cf. (13)]. For the summarizing functions, we consider neighborhoods of size $\alpha_1 = 6$ and $\alpha_2 = 8$, respectively [cf. (15)]. In the aggregation GNN, we select the single node with highest: a) degree, b) EDS leverage score, or d) spectral-proxies (SP) norm, depending on the strategy chosen. Then, we construct the regular-structured signal [cf. (19)] and apply the aggregation GNN with two layers. The number of features on each layer is $F_1 = 16$ and $F_2 = 32$, with filters of size $K_1 = 4$ and $K_2 = 8$ [cf. (21)]. Max-pooling is applied to reduce the size of the regular signal by half on each layer, and the nonlinearity used is the ReLU. Finally, for the multinode GNN, we consider two outer layers selecting $P_1 = 10$ and $P_2 = 5$ nodes and shifting the signal $Q_1 = 7$ and $Q_2 = 5$ times to build the regular signal on each node [cf. (22)]. Then, for each outer layer, we apply two inner layers. In the first one, we obtain 16 features at each inner layer; and in the second outer layer, we get 16 and 32 for each inner layer. In all inner layers, the filters are of size 3, with max-pooling by 2, and a ReLU nonlinearity. We recall that the selection of nodes depends on the sampling strategy selected (degree, EDS or SP). We compare against a two-layer architecture using graph coarsening [16], reducing the number of nodes to a half on each layer, computing $F_1 = F_2 = 32$ features with filters consisting of $K_1 = K_2 = 5$ filter taps. In contrast with the previous cases where $S$ was set to the rescaled adjacency matrix, in the graph coarsening architecture we set $S$ to normalized Laplacian, since that was the specification in [16] and, more importantly, yields a better performance.

The plots in Fig. 5 show the value of the loss function on the training and validation sets as the training stage progresses. We observe that both drop with training, showing that the model is effectively learning from data. We see that it takes some time for the models to start learning (reaching half of the training stage in the case of aggregation), but then effectively lower the training loss. We also see that the Multinode GNN achieves a lower loss value, which translates in better performance on the test set, and that it also takes the least number of training steps before starting to lower the loss function. Finally, we note that the validation loss and the training loss are essentially the same, showing that there is no overfit in the models.

Accuracy results on the test set are presented in Table I. The accuracy results for all 10 realizations of each graph are averaged, and then all 10 graph mean accuracies are averaged to obtain the values shown in Table I. The error values in the table are the square root of the variance computed across the means obtained for each of the 10 graphs. We observe that the best performance is achieved by Multinode GNN with nodes chosen following the spectral proxies method. We observe that all multinode and aggregation GNNs outperform the graph coarsening approach, and so do selection GNNs following EDS and spectral proxies sampling.

B. Facebook network

For this second experiment, we also consider the source localization problem, but in this case, we test it on top of a real-world network. In particular, we built a 234-user Facebook network as the largest connected network within the larger dataset provided in [37]. We observe that the resulting network exhibits two communities of quite different size. The source localization problem formulation is the same than the one described in the previous section, where the objective is to identify which of the two communities originated the diffusion process. This is analogous to finding the start of a rumor. Again, we set $S = A / \lambda_{\text{max}}$. The datasets are generated in the same fashion as described in the previous section.

The three architectures used are as follows. For the selection GNN we use two layers, choosing 10 nodes after the first one, and use filters with $K_1 = K_2 = 5$ taps that generate $F_1 = F_2 = 32$ features on each layer. For the pooling stage, we use a max\{\} summarization with $\alpha_1 = 2$ and $\alpha_2 = 4$. In the aggregation GNN we select the best node based on one of the three sampling strategies (degree, EDS and SP) and the gather the regular-structured data at that node. We then process it with a two-layer CNN that generates $F_1 = 32$ and $F_2 = 64$ features, using $K_1 = K_2 = 4$. Max-pooling of size 2 is used on each layer (i.e. half of the samples gathered at the node are kept after each layer). In the case of the multinode GNN we use two-outer layers, selecting $P_1 = 30$ and $P_2 = 10$ nodes on each, and gathering $Q_1 = Q_2 = 5$ shifted versions...
of the signal at each node. Then, for the inner layers, we use two-layer architectures that generate 16 features on each layer in the first outer layer, and 16 and 32 features on each layer in the second outer layer. In all cases, we use filters of size 3 and max-pooling by a factor of 2. Finally, for the graph coarsening architecture, we adopt the normalized Laplacian as GSO, as described in [16], and use two-layers computing \( F_1 = F_2 = 32 \) features using graph filters with \( K_1 = K_2 = 5 \) filter taps. After each layer, the number of nodes is reduced by half.

For training we use 80 epochs. We also generate 10 different random realizations of the dataset to account for random variabilities in the setting. Results for all ten architectures are shown in Table II. We observe that all architectures achieve a very high classification accuracy. We note that selection GNN tends to outperform aggregation GNN. The best result is obtained for multinode GNN using spectral proxies and is 99.0% classification accuracy.

### C. Authorship attribution

As a third experiment, we study the problem of authorship attribution, as detailed in [38]. We consider excerpts of works written by a myriad of contemporary authors from the 19th century. We then build a word adjacency network (WAN) using functional words in these excerpts, and obtain a graph profile for each author, i.e., a graph that represents an author’s writing style by the way functional words (who act as nodes) are linked (weighted edges) in the excerpts written; see [38] for a full detail on the authors considered and the specific construction of WANs. Then, we take a new excerpt, of unknown authorship, and by looking at the frequency of the functional words, we want to determine who the author is.

In the framework presented in this paper, the signature word adjacency network constitutes the underlying graph support, and the frequency count of functional words becomes the graph signal.

In particular, we focus on texts authored by Emily Brontë. We consider a corpus of 682 excerpts of around 1000 words, authored by her; and take into consideration 211 functional words. Then, we take 546 of these excerpts as a training set, in order to both, build the signature WAN, and also as training samples. The constructed graph consists of \( N = 211 \) nodes, one for each functional word, the edges and their weights are determined by the precedence relationship between each word, as described in [38]; and each training sample consist of a graph signal, where the value associated to each node is the frequency count of that specific functional word. The remaining 136 excerpts are used as test samples. Once the signature WAN for Brontë is built, we construct a training set of 1092 text excerpts, 546 corresponding to the author, and 546 corresponding to other contemporary authors; and a test set of 272 excerpts, 136 belonging to Brontë, and 136 written by other authors. The excerpts corresponding to the training and test set, written by either Brontë or other contemporary authors, are chosen uniformly at random. The objective is to decide if the excerpts in the test set were written by Brontë.

Again, we consider the three GNN architectures proposed in this paper, as well as the graph coarsening GNN of [16]. For the selection GNN, we consider a two-layer architecture, where we choose 100 nodes (functional words) as determined by each of the three sampling strategies (degree, EDS and SP). For each layer we set \( F_1 = F_2 = 32 \), \( K_1 = K_2 = 5 \) and \( \alpha_1 = 2 \) and \( \alpha_2 = 4 \). In the aggregation GNN we consider three layers, after aggregating all the information at the chosen node (the choice depends on each sampling strategy). In the first layer we compute \( F_1 = 32 \) features with a filter of size \( K_1 = 6 \), and do max-pooling, reducing the number of samples by 4. The second and third layers use filters of size \( K_2 = K_3 = 4 \) to obtain \( F_2 = 64 \) and \( F_3 = 128 \) features respectively. Pooling is applied, reducing the size of the vector by a factor of 2 in each of the last two aggregation GNN layers. The multinode GNN employed consists of two outer layers, choosing \( P_1 = 30 \) and \( P_2 = 10 \) nodes, respectively, and aggregating information up to the \( Q_1 = Q_2 = 5 \) hop-neighborhood. For each outer layer, we have two inner layers, having 16 features on each of those for the first outer layer, and 16 and 32 features for the second outer layer. All filters are of size 3 and pooling reduces the size of the vectors by half. Finally, the graph coarsening GNN consists of two layers obtaining \( F_1 = F_2 = 32 \) features in each, with graph filters of size \( K_1 = K_2 = 5 \), and pooling reducing the size of the graph by half on each layer.

The graph shift operator \( \mathbf{S} \) is set to the adjacency matrix after normalizing the weights of each row (to add up to 1) and symmetrizing it, except for the case of graph coarsening.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection (S) Degree</td>
<td>96.0(±1.5)%</td>
</tr>
<tr>
<td>Selection (S) EDS</td>
<td>95.6(±1.0)%</td>
</tr>
<tr>
<td>Selection (S) SP</td>
<td>97.6(±1.2)%</td>
</tr>
<tr>
<td>Aggregation (A) Degree</td>
<td>95.8(±1.6)%</td>
</tr>
<tr>
<td>Aggregation (A) EDS</td>
<td>96.9(±1.2)%</td>
</tr>
<tr>
<td>Aggregation (A) SP</td>
<td>95.8(±1.4)%</td>
</tr>
<tr>
<td>Multinode (MN) Degree</td>
<td>97.6(±1.3)%</td>
</tr>
<tr>
<td>Multinode (MN) EDS</td>
<td>96.8(±1.2)%</td>
</tr>
<tr>
<td>Multinode (MN) SP</td>
<td>96.0(±0.8)%</td>
</tr>
<tr>
<td>Graph Coarsening (C) Clustering</td>
<td>95.2(±1.2)%</td>
</tr>
</tbody>
</table>

Table II: Classification accuracy averaged across 10 different realizations of the training and test sets for the same underlying graph. In parenthesis, we show the standard deviation of the classification accuracy.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection (S) Degree</td>
<td>69.6(±3.6)%</td>
</tr>
<tr>
<td>Selection (S) EDS</td>
<td>68.1(±3.3)%</td>
</tr>
<tr>
<td>Selection (S) SP</td>
<td>73.0(±4.8)%</td>
</tr>
<tr>
<td>Aggregation (A) Degree</td>
<td>69.5(±2.0)%</td>
</tr>
<tr>
<td>Aggregation (A) EDS</td>
<td>71.0(±2.8)%</td>
</tr>
<tr>
<td>Aggregation (A) SP</td>
<td>69.2(±4.0)%</td>
</tr>
<tr>
<td>Multinode (MN) Degree</td>
<td>80.4(±2.0)%</td>
</tr>
<tr>
<td>Multinode (MN) EDS</td>
<td>80.5(±2.6)%</td>
</tr>
<tr>
<td>Multinode (MN) SP</td>
<td>79.9(±2.8)%</td>
</tr>
<tr>
<td>Graph Coarsening (C) Clustering</td>
<td>65.2(±5.0)%</td>
</tr>
</tbody>
</table>

Table III: Classification accuracy averaged across 10 different realizations of the training and test sets (recall that the training and test sets are chosen at random from the available corpus, and the choice of training set affects the constructed underlying graph). In parenthesis, we show the standard deviation of the classification accuracy.
Across 80 epochs. And we run the experiment from the aforementioned adjacency matrix. For training we use deviation of the classification accuracy.

Each inner layer of the first outer layer creates 16 features, while each inner layer of the second outer layer uses 16 and 32 features, respectively. All filters involved are of length 5 and the pooling size is 4. Finally, for the graph coarsening architecture, we consider 2 layers, reducing the number of nodes by half on each layer, and computing \( F_1 = 32 \) and \( F_2 = 64 \) features, using filters of length \( K_1 = K_2 = 5 \).

Training is done for 80 epochs. Classification accuracy results, averaged out of 10 runs, are listed in Table IV. We note that the multinode GNN is the best performing architecture, followed by graph coarsening. The comparatively poor performance of the aggregation GNN is most likely due to the numerical instabilities that arise from performing a large number of neighborhood exchanges.

### Table IV: 20NEWS dataset on a word2vec graph embedding of \( N = 1,000 \) nodes. Classification accuracy averaged across 10 different runs. In parenthesis, we show the standard deviation of the classification accuracy.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection (S) Degree</td>
<td>55.7(±0.5)%</td>
</tr>
<tr>
<td>Selection (S) EDS</td>
<td>58.1(±0.5)%</td>
</tr>
<tr>
<td>Selection (S) SP</td>
<td>59.2(±0.4)%</td>
</tr>
<tr>
<td>Aggregation (A) Degree</td>
<td>49.0(±0.4)%</td>
</tr>
<tr>
<td>Aggregation (A) EDS</td>
<td>51.3(±0.5)%</td>
</tr>
<tr>
<td>Aggregation (A) SP</td>
<td>52.9(±0.5)%</td>
</tr>
<tr>
<td>Multinode (MN) Degree</td>
<td>65.7(±0.4)%</td>
</tr>
<tr>
<td>Multinode (MN) EDS</td>
<td>66.5(±0.5)%</td>
</tr>
<tr>
<td>Multinode (MN) SP</td>
<td>67.0(±0.5)%</td>
</tr>
<tr>
<td>Graph Coarsening (C) Clustering</td>
<td>62.8(±0.5)%</td>
</tr>
</tbody>
</table>

GNNs, where the GSO is the normalized Laplacian obtained from the aforementioned adjacency matrix. For training we use 80 epochs. And we run the experiment 10 times, to account for the randomness in the selection of training and test sets (and thus, for the randomness in the creation of the underlying WAN).

Results can be found in Table III, where we show the classification accuracy averaged over 10 different realizations of the training and test sets, as well as the estimated standard deviation. We first observe that, in this case, all proposed GNN architectures outperform the graph coarsening GNN. We note that the multinode GNN is the best performing architecture. We also observe that selecting nodes via the EDS sampling method works best for aggregation and multinode GNNs, but spectral proxies yield better results in the case of selection GNN. The best classification accuracy obtained is 80.5%, on average across all realizations, and achieved by the multinode GNN whose nodes are selected by means of EDS sampling.

### D. 20NEWS dataset

Finally, we consider the classification of articles in the 20NEWS dataset which consists of 16,617 texts (9,922 of which are used for training and 6,695 for testing) [39]. The graph signals are constructed as in [16]: each document \( x \) is represented using a normalized bag-of-words model and the underlying graph support is constructed using a 16-NN graph on the word2vec embedding [40] considering the 1,000 most common words. The GSO adopted is the normalized Laplacian as in [16].

The selection GNN architecture consists of 2 convolutional layers, selecting \( P_1 = 250 \) and \( P_2 = 100 \) nodes, according to each of the three different sampling strategies. Each layer uses graph filters of \( K_1 = K_2 = 5 \) taps to build \( F_1 = 32 \) and \( F_2 = 64 \) features. The pooling neighborhoods correspond to \( \alpha_1 = 7 \) and \( \alpha_2 = 12 \). For the aggregation GNN we also consider 2 layers, and use filters of length \( K_1 = K_2 = 11 \) to build \( F_1 = F_2 = 32 \) features on each layer. Pooling size is 4, and the data is aggregated at a single node chosen by each of the sampling strategies. The multinode GNN consists of 2 outer layers that select \( P_1 = 70 \) and \( P_2 = 30 \) nodes, respectively. The number of local exchanges to create a temporally-structured signal are \( Q_1 = 10 \) and \( Q_2 = 25 \). Each outer layer employs a regular CNN with 2 inner layers.

Each inner layer of the first outer layer creates 16 features, while each inner layer of the second outer layer uses 16 and 32 features, respectively. All filters involved are of length 5 and the pooling size is 4. Finally, for the graph coarsening architecture, we consider 2 layers, reducing the number of nodes by half on each layer, and computing \( F_1 = 32 \) and \( F_2 = 64 \) features, using filters of length \( K_1 = K_2 = 5 \).

Training is done for 80 epochs. Classification accuracy results, averaged out of 10 runs, are listed in Table IV. We note that the multinode GNN is the best performing architecture, followed by graph coarsening. The comparatively poor performance of the aggregation GNN is most likely due to the numerical instabilities that arise from performing a large number of neighborhood exchanges.

### VI. Conclusions

In this paper we proposed two architectures for extending convolutional neural networks to process graph signals. The selection graph neural network replaces the convolution operation with graph filtering by means of linear shift invariant graph filters. Pooling is reinterpreted as a neighborhood summarizing function that gathers the relevant regional information at a subset of nodes, followed by a downsampling. By keeping track of the location of these subsets of nodes in the original graph, convolutional layers can be further computed at deeper layers through the use of zero padding. In this way, the selection GNN respects the original topology that describes the data, while reducing the computational complexity at each layer. Furthermore, the resultant features at each layer can be appropriately analyzed in terms of the original graph (frequency analysis, local filtering).

The aggregation GNN collects, at a single node, diffused versions of the original signal. The resulting signal simultaneously possesses a regular temporal structure and includes all relevant information of the topology of the graph. Since the signal collected at this single node has a temporal structure, a regular CNN can be applied to it. In large scale networks, however, gathering all the information of the graph signal at a single node might be infeasible. In order to overcome this, we proposed a multinode variation of the aggregation GNN in which we use a subset of nodes to subsequently create meaningful features of increasing neighborhoods.

We have tested the proposed architectures in a source localization problem on both synthetic and real datasets, as well as for authorship attribution and the classification of articles of the 20NEWS dataset. We considered three different ways of choosing nodes in each architecture, based on three existing sampling techniques (namely, by degree, and by leverage scores computed from experimentally designed sampling and spectral proxies). We compared the results with an existing graph coarsening GNN that employs multiscale hierarchical clustering for the pooling stage. We observe that the multinode aggregation GNN exhibits the best performance.

All in all, the proposed GNN architectures exploit the advances in graph signal processing to present novel constructions of deep learning that are able to handle network data represented as signals supported on graphs.