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Abstract—Code smells are symptoms of poor design and implementation choices. Previous studies empirically assessed the impact of smells on code quality and clearly indicate their negative impact on maintainability, including a higher bug-proneness of components affected by code smells. In this paper, we capture previous findings on bug-proneness to build a specialized bug prediction model for smelly classes. Specifically, we evaluate the contribution of a measure of the severity of code smells (i.e., code smell intensity) by adding it to existing bug prediction models based on both product and process metrics, and comparing the results of the new model against the baseline models. Results indicate that the accuracy of a bug prediction model increases by adding the code smell intensity as predictor. We also compare the results achieved by the proposed model with the ones of an alternative technique which considers metrics about the history of code smells in files, finding that our model works generally better. However, we observed interesting complementarities between the set of buggy and smelly classes correctly classified by the two models. By evaluating the actual information gain provided by the intensity index with respect to the other metrics in the model, we found that the intensity index is a relevant feature for both product and process metrics-based models. At the same time, the metric counting the average number of code smells in previous versions of a class considered by the alternative model is also able to reduce the entropy of the model. On the basis of this result, we devise and evaluate a smell-aware combined bug prediction model that included product, process, and smell-related features. We demonstrate how such model classifies bug-prone code components with an F-Measure at least 13% higher than the existing state-of-the-art models.
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1 INTRODUCTION

In the real-world scenario, software systems change every day to be adapted to new requirements or to be fixed with regard to discovered bugs [1]. The need of meeting strict deadlines does not always allow developers to manage the complexity of such changes in an effective way. Indeed, often the development activities are performed in an undisciplined manner, and have the effect to erode the original design of the system by introducing technical debts [2]. This phenomenon is widely known as software aging [3]. Some researchers measured the phenomenon in terms of entropy [4], [5], while others defined the so-called bad code smells (shortly “code smells” or simply “smells”), i.e., recurring cases of poor design choices occurring as a consequence of aging, or when the software is not properly designed from the beginning [6]. Long or complex classes (e.g., Blob), poorly structured code (e.g., Spaghetti Code), or long Message Chains used to develop a certain feature are only few examples of code smells that can possibly affect a software system [6].

Besides approaches for the automatic identification of code smells in source code [7], [8], [9], [10], [11], [12], the research community devoted a lot of effort in studying the code smell lifecycle as well as in providing evidence of the negative effects of the presence of design flaws on non-functional attributes of the source code.

On the one hand, empirical studies have been conducted to understand when and why code smells appear [13], what is their evolution and longevity in software projects [14], [15], [16], [17], and to what extent they are relevant for developers [18], [19]. On the other hand, several studies showed the negative effects of code smells on software understandability [20] and maintainability [21], [22], [23], [24].

Recently, Khomh et al. [25] and Palomba et al. [26] have also empirically demonstrated that classes affected by design problems are more prone to contain bugs in the future. Although this study showed the potential importance of code smells in the context of bug prediction, these observations have been only partially explored by the research community. A prior work by Taba et al. [27] defined the first bug prediction model that includes code smell information. In particular, they defined three metrics, coined as antipattern metrics, based on the history of code smells in files and able to quantify the average number of antipatterns, the complexity of changes involving antipatterns and their recurrence length. Then, a bug prediction model exploiting antipattern measures besides structural metrics was devised and evaluated, showing that the performances of bug prediction models can increase up to 12.5% when considering design flaws.

In our preliminary study [28], we conjectured that taking into account the severity of a design problem affecting a source code element in a bug prediction model can
contribute to the correct classification of the bugginess of such a component. To verify this conjecture, we exploited the intensity index defined by Arcelli Fontana et al. [29] to build a bug prediction model that takes into account the presence and the severity of design problems affecting a code component. Specifically, we evaluated the predictive power of the intensity index by adding it in a bug prediction model based on structural quality metrics [30], and comparing its accuracy against the one achieved by the baseline model on six large Java open source systems. We also quantified the gain provided by the addition of the intensity index with respect to the other structural metrics in the model, including the ones used to compute the intensity. The results indicated that the addition of the intensity index as predictor of buggy components has a positive impact on the accuracy of a bug prediction model based on structural quality metrics. Moreover, the results show that the intensity index is more important than other quality metrics for the prediction of the bug-proneness of smelly classes.

On the basis of the positive results achieved so far, in this paper we extend our previous analyses [28] to further investigate the properties of the intensity index in the context of bug prediction. In particular:

1) We extend the empirical validation of the smell intensity-including (from now on, simply intensity-including) bug prediction model by considering a set of 45 releases of 14 software projects. This allows to substantially increase the generalizability of the achieved results.

2) Besides evaluating the contribution of the intensity index in the context of a structural-based bug prediction model [30], we extend our analysis to consider three more baseline models, all of them relying on process metrics. Specifically, we tested the contribution of the intensity index in the Basic Code Change Model devised by Hassan [3], the Developer-based Model proposed by Ostrand et al. [31], and the Developer Changes Based Model defined by Di Nucci et al. [32], [33].

3) We perform an empirical comparison of the performances achieved by our model and by the model suggested by Taba et al. [27].

4) We devise and discuss the results of a smell-aware bug prediction model, built by combining product, process, and smell-related information.

5) We provide a comprehensive replication package [34] including all the raw data and working data sets of our study.

The results confirm that the addition of the intensity index as predictor of buggy components generally increases the performance of structural-based baseline bug prediction models, but also highlight the importance of considering the severity of code smells in process metrics-based prediction models, where we observed improvements up to 47% in terms of F-Measure. Moreover, the models exploiting the intensity index obtain performances up to 16% higher than models built with the addition of antipattern metrics [27]. However, we observed interesting complementarities between the set of buggy and smelly classes correctly classified by the two models that pushed us to investigate the possibility of a combined model including product, process, and smell-related metrics. As a result, the smell-aware combined model is able to provide a consistent boost in terms of prediction accuracy (i.e., F-Measure) of +13% with respect to the best performing model.

Structure of the paper. Section 2 discusses the related literature on bug prediction models. Section 3 presents the specialized bug prediction model for smelly classes. In Section 4, we describe the design of the case study aimed at evaluating the accuracy of the proposed model, while Section 5 reports the results achieved. Section 6 discusses the threats to the validity of our empirical study. Finally, Section 7 concludes the paper and outlines directions for future work.

2 RELATED WORK

Although the main contribution of this paper spans in the field of bug prediction, the work is built upon previous knowledge in the field of bad code smell detection and management. For this reason, in this Section we provide an overview of the related literature in the context of both bug prediction and code smells.

2.1 Related Literature on Bug Prediction

Allocating resources for testing all the parts of a large software system is a cost-prohibitive task [35]. To alleviate this issue, the research community spent a lot of effort in the definition of approaches for making testing easier. Most of them try to identify the software code components having a higher probability to be faulty through the definition of prediction models, to allow developers to focus on that components when testing the system. Roughly speaking, a bug prediction model is a supervised method where a set of independent variables (the predictors) are used to predict the value of a dependent variable (the bug-proneness of a class) using a machine learning technique (e.g., Linear Regression [36]). The model can be trained using a sufficiently large amount of data available from the project under analysis, i.e., within-project strategy, or using data coming from other (similar) software projects, i.e., cross-project strategy.

Several factors can influence the performances of bug prediction models. For instance, Ghotra et al. [37] found that the accuracy of a bug prediction model can increase or decrease up to 30% depending on the type of classification applied, while Turhan et al. [38] showed that the performances of cross-project models can be hindered by data heterogeneity, paving the way to new local learning prediction models [39]. However, the key factor to achieve good performances is represented by the choice of the predictors used in the process of bug prediction.
In this sense, the existing literature mainly proposes a distinction between the use of product metrics and process metrics as indicators of the bug-proneness of a code component.

The value of product metrics in bug prediction has been widely explored, especially in the earlier papers in the field. Basili et al. [41] proposed the use of the Object-Oriented metric suite (i.e., CK metrics) [42] as indicators of the presence of buggy components. They demonstrated that 5 of them are actually useful in the context of bug prediction. El Emam et al. [43] and Subramanyam et al. [44] corroborated the results previously observed in [41]. On the same line, Gyimothy et al. [45] reported a more detailed analysis among the relationships between code metrics and the bug-proneness of code components. Their findings highlight that the Coupling Between Object metric [42] is the best metric among the CK ones in predicting defects. Ohisson et al. [46] conducted an empirical study aimed at evaluating to what extent code metrics are able to identify bug-prone modules. Their model has been experimented on a system developed at Ericsson and the results indicate the ability of code metrics in detecting buggy modules. Nagappan and Ball [47] exploited the use of static code analysis tools to predict the bug density of Windows Server, showing that it is possible to perform a coarse grained classification between high and low quality components with an accuracy of 83%. Nagappan et al. [48] also investigated the use of metrics in the prediction of buggy components across 5 Microsoft projects. Their main finding highlights that while it is possible to successfully exploit complexity metrics in bug prediction, there is no single metric that could act as a universally best bug predictor (i.e., the best predictor is project-dependent). Complexity metrics in the context of bug prediction is also the focus of the work by Zimmerman et al. [49], which reports a positive correlation between code complexity and bugs. Finally, Nikora et al. [50] showed that measurements of a system’s structural evolution (e.g., number of executable statements) can serve as predictors of the number of bugs inserted into a system during its development.

On the other hand, process metrics have been considered in several modern approaches for defect prediction. Khoshgoftaar et al. [51] assessed the role played by debug churns (i.e., the number of lines of code changed to fix bugs) in the identification of bug-prone modules, while Graves et al. [52] experimented both product and process metrics for bug prediction. Their findings contradict in part what observed by other authors, showing that product metrics are poor predictors of bugs. D’Ambros et al. [53] performed an extensive comparison of bug prediction approaches relying on process and product metrics, showing that there is not a technique that works better in all contexts. Hassan and Holt [54] introduced the concept of entropy of changes as a measure of the complexity of the development process. Moser et al. [40] performed a comparative study between the predictive power of product and process metrics.

Their study, performed on Eclipse, highlights the superiority of process metrics in predicting buggy code components. Moser et al. [55] also performed a deeper study on the bug prediction accuracy of process metrics, reporting that the past number of bug-fixes performed on a file (i.e., bug-proneness), and the number of changes involving a file in a given period (i.e., change-proneness) are the best predictors of buggy components. Bell et al. [56] confirm that the change-proneness is the best bug predictor. Hassan [5] exploits the entropy of changes to build two bug prediction models which mainly differ for the choice of the temporal interval where the bug proneness of components is studied. The results of a case study indicate that the proposed techniques have higher prediction accuracy than models purely based on the number of changes to code components. All the predictors above do not consider how many developers apply changes to a component, neither how many components they changed at the same time. Ostrand et al. [51], [57] propose the use of the number of developers who modified a code component in a given time period as a bug-proneness predictor, demonstrating that products and process metrics is poorly (positively) impacted by also considering the developers’ information. Di Nucci et al. [52], [53] exploited the role of structural and semantic scattering of changes performed by a developer in bug prediction. Their findings demonstrate the superiority of the bug prediction model built using scattering metrics with respect to other baseline models. Moreover, they also show that the proposed metrics are orthogonal with respect to other predictors.

Finally, there are two papers closely related to the one proposed here. The first one is the study conducted by Hall et al. [58], which found that some code smells are correlated with the presence of faults only in some circumstances, however the effect that these smells have on faults is small. The second one is the paper by Taba et al. [27], that reports the use of historical metrics computed on classes affected by design flaws (called antipattern metrics) as additional source of information for predicting bugs. They found that such metrics can increase the performances of bug prediction models up to 12.5%. This is clearly the closest work to the one presented in this paper. Unlike that work, we propose the use of a measure of intensity of code smells rather than the computation of historical metrics on classes/methods affected by smells. Section 2.2 reports a detailed comparison between our technique and the one proposed by Taba et al. [27].

### 2.2 Related Literature on Code Smells

Bad code smells have been introduced by Fowler to define symptoms of the presence of poor design or implementation choices applied during the development of a software system [6]. They have been several times the object of empirical studies aimed at investigating their evolution and their effect on source code compre-
hension and maintenance, as well as their impact on non-functional attributes of source code such as change- and fault-proneness.

Tufano et al. [16], [59] conducted a large scale empirical study aimed at investigating when and why code smells are introduced. Their findings show that code smells are generally introduced during the first commit of the artifact affected by the smell, even though several instances are introduced after several maintenance operations performed on an artifact over history. Moreover, code smells are introduced because of operations aimed at implementing new features or enhancing existing ones, even if in some cases also refactoring can be the cause of smell introduction.

Other studies on the evolution of design flaws demonstrated that in most cases the number of smells in software projects tends to increase over time, and that very few code smells are removed from a project [15]. Moreover, most of the times developers are aware of the presence of code smells, but they deliberately postpone their removal [60] to avoid APIs modifications [14] or simply because developers do not perceive them as actual problems [18], [21]. Finally, a recent study [61] found significant differences in the way code smells detected using different sources of information evolve over time: specifically, developers tend to maintain and refactor more code smells identified using textual information, while design problems affected by structural issues (e.g., too many dependencies between classes) are more difficult to understand and, therefore, more difficult to manage [61].

At the same time, several empirical studies showed the negative effect of code smells on program comprehension [20], as well as the impact of the interaction of more code smells on the reduction of the developers’ performance during maintenance tasks [22], [23].

More important in the context of this paper is the work made by the research community to investigate the influence of code smells on change- and fault-proneness. Khomh et al. [24], [25] found that classes affected by code smells tend to be significantly more change- and fault-prone [25] than classes not affected by design problems. Palomba et al. [26] confirmed such findings on a larger set of 13 code smell types, and also reported that the removal of code smells might be not always beneficial for improving source code maintainability. Also Gatrell and Counsell [62] and by Li and Shatnawi [63] confirmed the negative impact of code smells on fault-proneness; in addition, they suggested that refactoring a class, besides improving the architectural quality, reduces the probability of the class having errors in the future [22], [63].

All the reasons mentioned above pushed researchers in devising techniques for the detection of code smells in the source code. Most of these approaches aim at identifying the key symptoms characterizing the presence of specific code smells by using a set of thresholds based on the measurement of structural metrics (e.g., if the Lines of Code \( \geq \alpha \)), and then conflating them in order to lead to the final rule for detecting a smell [9], [12], [64], [65], [66], [67], [68]. These detection techniques mainly differ in the set of used structural metrics, which depends on the type of code smells to detect, and how the identified key symptoms are combined. Arcelli Fontana et al. [69] and Aniche et al. [70] defined methods for discarding false positive code smell instances or tailoring the thresholds of code metrics, respectively.

In recent years, alternative sources of information have been considered for code smell detection. Ratiu et al. [17] propose to use the historical information of the suspected flawed structure to increase the accuracy of the automatic problem detection. Palomba et al. [11], [71] showed how historical data can be successfully exploited to identify smells that are intrinsically characterized by their evolution across the program history – such as Divergent Change, Parallel Inheritance, and Shotgun Surgery – but also smells such as Blob and Feature Envy [11].

The use of Information Retrieval (IR) techniques [72] has been also exploited in order to detect code smells characterized by promiscuous responsibilities at different levels of granularity, such as Long Method, Feature Envy, Blob, Promiscuous Package, and Misplaced Class [10].

Arcelli Fontana et al. [7], [73] suggested the use of learning algorithms to discover code smells, pointing out that a training set composed of one hundred instances is sufficient to reach very high values of accuracy.

Kessentini et al. [74] formulated code smell detection as an optimization problem, leading to the usage of search algorithms to solve it [74], [75], [76], [77].

Finally, Morales et al. [78] proposed the use of developers’ context as a way for improving the practical usefulness of code smell detectors, devising an approach for automatic refactoring code smells.

### 3 A Specialized Bug Prediction Model for Smelly Classes

Previous work has proposed the use of structural quality metrics to predict the bug-proneness of code components. The underlying idea behind these prediction models is that the presence of bugs can be predicted by analyzing the quality of source code. However, none of them take into account the presence and the severity of well-known indicators of design flaws, i.e., code smells, affecting the source code. In this paper, we explicitly consider this information. Indeed, we believe that a more clear description and characterization of the severity of design problems affecting a source code instance can help a machine learner in distinguishing those components having higher probability to be subject of bugs in the future. To this aim, once the set of code components affected by code smells have been detected, we build a prediction model that, in addition to relying on structural metrics, also includes the information about the severity of design problems computed using the intensity index defined by Arcelli Fontana et al. [29].
Specifically, the index is computed by JCodeOdor, a code smell detector which relies on detection strategies applied on metrics. The tool is able to detect, filter and prioritize instances of six types of code smells:

- **God Class**: A large class implementing different responsibilities;
- **Data Class**: A class whose only purpose is holding data;
- **Brain Method**: A large method that implements more than one function;
- **Dispersed Coupling**: A class having too many relationships with other classes;
- **Shotgun Surgery**: A class where every change triggers many little changes to several other classes;
- **Message Chains**: A method containing a long chain of method calls.

The intensity index is an estimation of the severity of a code smell, and its value is defined as a real number in the range $[1, 10]$. In particular, given the set of classes composing the software system that a developer wants to evaluate, JCodeOdor adopts the following two steps to compute the intensity of code smells:

1. In the first step the tool aims at detecting code
smells in the system given as input, relying on
the detection strategies reported in Table 1. Each
detection strategy is a logical composition of predi-
cates, and each predicate is based on an operator
that compares a metric with a threshold [66], [80].
Our detection strategies are similar to those defined
by Lanza and Marinescu [66], which adopted the
metrics reported in Table 2 to detect the six code
smells described above. More specifically, Lanza
and Marinescu [66] observed that code smells often
exhibit (i) low cohesion and high coupling, (ii) high
complexity, and (iii) extensive access to the data
of foreign classes: for this reason, our approach
considers (i) cohesion (i.e., TCC) and coupling (i.e.,
CC, CDISP, CINT, CM, FANOUT), (ii) complexity
(i.e., CYCLO, MaMCL, MAXNESTING, MeMCL,
NMCS, WMCNAMM, WOC), and (iii) data access
(i.e., ATFD and ATLD) metrics. Furthermore, the
approach also computes size-related metrics such as
LOC, LOCNAMM, NOAM, NOLV, NOMNAMM,
and NOPA. To ease the comprehension of the detec-
tion approach, Table 2 reports the full metric names
and definitions, while Table 3 describes the rationale
behind the use of each predicate of the detection
strategies. Moreover, in Table 4 we provide data
on the distribution of the metrics used for code
smell detection on the dataset exploited in this paper
(more details on the systems and their selection are
provided in Section 4).

Following the detection rules, a code component is
detected as smelly if one of the logical propositions
shown in Table 1 is true, namely if the actual metrics
of the code component exceed the threshold values
composing a detection strategy. It is important to
note that the thresholds used by the tool have been
empirically calibrated on 74 systems of the Qualitas
Corpus dataset [81] and are derived from the sta-
tistical distribution of the metrics contained in the
dataset [82]. For metrics representing ratios defined
in the range [0,1] (e.g., the Tight Class Cohesion),
threshold values are fixed to 0.25, 0.33, 0.5, 0.66 and
0.75. For all other metrics, they are associated to
percentile values on the metric distribution [82]. For
sake of completeness, we report in Table 5 all the
threshold values associated to each of the detected
code smells. The thresholds are also mapped by the
tool onto a nominal value, i.e., VERY-LOW, LOW,
MEAN, HIGH, VERY-HIGH, to ease their interpre-
tation.

2) If a code component is detected as a code smell,
the actual value of a given metric used for the
detection will exceed the threshold value, and it
will correspond to a percentile value on the met-
ric distribution placed between the threshold and
the maximum observed value of the metric in the
system under analysis. The placement of the actual
metric value in that range represents the “exceeding
amount” of a metric with respect to the defined
threshold. Such “exceeding amounts” are then nor-
malized in the range [1,10] using a min-max nor-
malization process [83]: specifically, this is a feature
scaling technique where the values of a numeric
range are reduced to a scale between 1 and 10. To
compute z, i.e., the normalized value, the following
formula is applied:

\[ z = \frac{x - \min(x)}{\max(x) - \min(x)} \cdot 10 \] (1)

where \( \min \) and \( \max \) are the minimum and maxi-
num values observed in the distribution. This step
allows to have the “exceeding amount” of each
metric in the same scale. To have a unique value
representing the intensity of the code smell affect-
ing the class, the mean of the normalized “exceeding
amounts” is computed.

When considered as bug predictor, the intensity has
two relevant properties: (i) its value is derived from a
set of other metric values, and (ii) since it relies on
the statistical distribution of metrics, it can be seen as a
non-linear combination of their values.

We include the intensity index as an additional pre-
dictor of a structural and process metrics-based bug
detection strategy is a logical composition of pred-
dicates, and each predicate is based on an operator
that compares a metric with a threshold [66], [80].
Our detection strategies are similar to those defined
by Lanza and Marinescu [66], which adopted the
metrics reported in Table 2 to detect the six code
smells described above. More specifically, Lanza
and Marinescu [66] observed that code smells often
exhibit (i) low cohesion and high coupling, (ii) high
complexity, and (iii) extensive access to the data
of foreign classes: for this reason, our approach
considers (i) cohesion (i.e., TCC) and coupling (i.e.,
CC, CDISP, CINT, CM, FANOUT), (ii) complexity
(i.e., CYCLO, MaMCL, MAXNESTING, MeMCL,
NMCS, WMCNAMM, WOC), and (iii) data access
(i.e., ATFD and ATLD) metrics. Furthermore, the
approach also computes size-related metrics such as
LOC, LOCNAMM, NOAM, NOLV, NOMNAMM,
and NOPA. To ease the comprehension of the detec-
tion approach, Table 2 reports the full metric names
and definitions, while Table 3 describes the rationale
behind the use of each predicate of the detection
strategies. Moreover, in Table 4 we provide data
on the distribution of the metrics used for code
smell detection on the dataset exploited in this paper
(more details on the systems and their selection are
provided in Section 4).

Following the detection rules, a code component is
detected as smelly if one of the logical propositions
shown in Table 1 is true, namely if the actual metrics
of the code component exceed the threshold values
composing a detection strategy. It is important to
note that the thresholds used by the tool have been
empirically calibrated on 74 systems of the Qualitas
Corpus dataset [81] and are derived from the sta-
tistical distribution of the metrics contained in the
dataset [82]. For metrics representing ratios defined
in the range [0,1] (e.g., the Tight Class Cohesion),
threshold values are fixed to 0.25, 0.33, 0.5, 0.66 and
0.75. For all other metrics, they are associated to
percentile values on the metric distribution [82]. For
sake of completeness, we report in Table 5 all the
threshold values associated to each of the detected
code smells. The thresholds are also mapped by the
tool onto a nominal value, i.e., VERY-LOW, LOW,
MEAN, HIGH, VERY-HIGH, to ease their interpre-
tation.

2) If a code component is detected as a code smell,
the actual value of a given metric used for the
detection will exceed the threshold value, and it
will correspond to a percentile value on the met-
ric distribution placed between the threshold and
the maximum observed value of the metric in the
system under analysis. The placement of the actual
metric value in that range represents the “exceeding
amount” of a metric with respect to the defined
threshold. Such “exceeding amounts” are then nor-
malized in the range [1,10] using a min-max nor-
malization process [83]: specifically, this is a feature
scaling technique where the values of a numeric
range are reduced to a scale between 1 and 10. To
compute z, i.e., the normalized value, the following
formula is applied:

\[ z = \frac{x - \min(x)}{\max(x) - \min(x)} \cdot 10 \] (1)

where \( \min \) and \( \max \) are the minimum and maxi-
num values observed in the distribution. This step
allows to have the “exceeding amount” of each
metric in the same scale. To have a unique value
representing the intensity of the code smell affect-
ing the class, the mean of the normalized “exceeding
amounts” is computed.

When considered as bug predictor, the intensity has
two relevant properties: (i) its value is derived from a
set of other metric values, and (ii) since it relies on
the statistical distribution of metrics, it can be seen as a
non-linear combination of their values.

We include the intensity index as an additional pre-
dictor of a structural and process metrics-based bug
detection strategy is a logical composition of pred-
dicates, and each predicate is based on an operator
that compares a metric with a threshold [66], [80].

TABLE 3: Code Smell Detection Rationale and Details

<table>
<thead>
<tr>
<th>Rationale</th>
<th>Clause</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMCNAMM ≥ MEAN</td>
<td>Methods are not complex. Each method has a minimum cyclomatic complexity of one, hence also getter and setter add cyclomatic complexity to the class. We decide to use a complexity metric that exclude them from the computation.</td>
</tr>
<tr>
<td>NOAM ≥ MEAN</td>
<td>The class has many accessor methods.</td>
</tr>
<tr>
<td>NOLV ≥ MEAN</td>
<td>The class has many public attributes.</td>
</tr>
<tr>
<td>CC ≥ HIGH</td>
<td>Many classes call the method.</td>
</tr>
<tr>
<td>CM ≥ HIGH</td>
<td>Many methods to change.</td>
</tr>
<tr>
<td>FANOUT ≥ LOW</td>
<td>The method is subject to being changed.</td>
</tr>
<tr>
<td>DiS. Coup.</td>
<td>Calls are dispersed in many classes.</td>
</tr>
<tr>
<td>MAMCL ≥ MEAN</td>
<td>Maximum Message Chain Length. A Message Chains has a minimum length of two chained calls, because a single call is trivial. We use the MAMCL metric to find out the methods that have at least one chained call with a length greater than the mean.</td>
</tr>
<tr>
<td>NMCS ≥ MEAN</td>
<td>Number of Message Chain Statements.</td>
</tr>
<tr>
<td>MeMCL ≥ LOW</td>
<td>Mean of Message Chain Length. We would find out non-trivial Message Chains, so we need always to check against the Message Chain Statement length.</td>
</tr>
</tbody>
</table>

Finally, we build a prediction model using as predictors the intensity index and a set of other product/process metrics.

4 Empirical Study Definition and Design

The goal of the empirical study is to evaluate the contribution of the intensity index in prediction models aimed at discovering bug-prone code components, with the purpose of improving the allocation of resources in the verification & validation activities focusing on components having a higher bug-proneness. The quality focus is on the prediction performances as compared to the state-of-the-art approaches, while the perspective is of researchers, who want to evaluate the effectiveness of using information about code smells when identifying bug-prone components. More specifically, the empirical investigation aims at answering the following research questions:

**RQ1:** To what extent does the intensity index contribute to the prediction of bug-prone code components?

**RQ2:** How the proposed specialized model works when compared to a state-of-the-art model built using antipattern metrics?

**RQ3:** What is the gain provided by the intensity index to the bug prediction model when compared to the other predictors?

**RQ4:** What are the performances of a combined bug prediction model that includes smell-related information?

The first research question (RQ1) aims at providing information about the actual contribution given by the intensity index within bug prediction models built using different types of information, i.e., exploiting product and process metrics. With RQ2 we are interested in comparing our solution with the one proposed by Taba et al. [27], who defined the so-called antipattern metrics.
to improve the performances of bug prediction models. **RQ3** is concerned with a fine-grained analysis aimed at measuring the actual gain provided by the addition of the intensity metric within different bug prediction models. Finally, **RQ4** has the goal to assess the performances of a smell-aware combined bug prediction model built mixing together the features exploited by the experimented models. Figure 1 overviews the main steps performed to conduct the empirical study, i.e., (i) dataset selection and cleaning, (ii) prediction model building, and (iii) data analysis to answer our four research questions. The following subsections detail each
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of these three steps.

4.1 Dataset Selection and Cleaning

The context of the study consists of 34 releases of 11 open source software systems. Table 6 reports (i) the analyzed software systems, (ii) the number of releases considered for each of them, (iii) their size (min-max) in terms of minimum and maximum number of classes and KLOCs across the considered releases, (iv) the percentage (min-max) of buggy files (identified as explained later), and (iv) the percentage (min-max) of classes affected by design problems (detected as explained later). In addition, we also report the number of events per variables (EPV), i.e., the ratio between the number of occurrences of the least frequently occurring class of the dependent variable and the number of independent variables used to train the model. The selection of the dataset was driven by three main factors, as suggested by previous work [86]: in the first place, we only focused on publicly available datasets reporting a large set of bugs and providing oracles for all the projects in the study. To this aim, we started from the dataset by Jureczko et al. [30] contained in the PROMISE repository [87] because it provides a rich collection of 44 releases of 14 projects for which 20 code metrics as well as bugs occurring in each release are available. Furthermore, it is important to note that the dataset contains systems having different size and scope, allowing us to increase the validity of our study [37], [88]. In the second place, we took into account the findings by Mende et al. [89], who reported that models trained using small datasets may produce unstable performance estimates. To estimate how good a bug prediction dataset is, Tantithamthavorn et al. [90] suggested the use of the number of EPV. In particular, datasets having EPVs lower than 10 are particularly susceptible to unstable results. Thus, from the initial dataset we removed an entire system (i.e., APACHE XERCES) composed of 3 releases. Finally, to ensure data robustness [91] we discarded 7 releases of two systems (i.e., APACHE XALAN and APACHE LOG4J) having a rate of buggy classes higher than 75%, leading to the final dataset composed of 34 releases of 11 systems.

Once defined the context of our study, we performed a data preprocessing phase. Specifically, as reported in previous research [90], [92] bug prediction datasets may contain noise and/or erroneous entries that possibly negatively influence the results. To ensure the quality of the data, we performed a data cleaning following the algorithm proposed by Shepperd et al. [93], it includes a list of 13 corrections aimed at removing identical features, features with conflicting values or missing values etc. This step lead to the definition of a cleaned dataset where a total of 58 entries were removed from the original one. It is worth remarking that the data and scripts used in the study are publicly available in our online appendix [34].

4.2 Prediction Model Construction

To answer our research questions, we needed to instantiate the prediction model presented in Section 3 to define (i) the basic predictors, (ii) the code smell detection process, and (iii) the machine learning technique to use for classifying buggy instances.

4.2.1 Basic Predictors

As for the software metrics to use as basic predictors in the model, the related literature proposes several alternatives, with a main distinction between product metrics (e.g., lines of code, code complexity, etc) and process metrics (e.g., past changes and bug fixes performed on a code component). To have a detailed overview of the predictive power of the intensity index when applied in different contexts, we decided to test its contribution in prediction models using both product and process metrics as basic predictors.

To this aim, we firstly set up a bug prediction model composed of structural predictors, and in particular the 20 quality metrics exploited by Jureczko et al. [30]. The model is characterized by a mix of size metrics (e.g., Lines of Code), coupling metrics (e.g., Coupling Between Object Classes [42]), cohesion metrics (e.g., Lack of Cohesion of Methods [42]), and complexity metrics (e.g., McCabe Complexity [95]). In this case, the choice of the baseline was guided by the will to investigate whether the use of a single additional structural metric representing the intensity of code smells is able to add useful information in a prediction model already characterized by structural predictors, as well as by the set of code metrics used for the computation of the intensity index. It is important to note that this model might be affected by multi-collinearity [94], which occurs when two or more independent variables are highly correlated and can be predicted one from the other. Recent work [95], [96] showed that highly-correlated variables represent a problem for bug prediction models since they can create interferences to the analysis of the importance of variables, thus possibly leading to a decreasing of the prediction capabilities of the resulting model. We assessed the model for the presence of multi-collinearity in two different ways:

- Given the metrics composing each of the analyzed systems, we computed the Spearman’s rank correlation [97] between all possible pairs of metrics,
to determine whether there are pairs of strongly correlated metrics \( i.e., \) with a Spearman’s \( \rho > 0.8 \). In particular, this is a non-parametric measure of the statistical dependence between the ranking of two variables. If two independent variables are highly correlated, one of them should be removed from the model;

- We used a stepwise variable removal procedure based on the Companion Applied Regression (car) R package \footnote{http://cran.r-project.org/web/packages/car/index.html} and in particular based on the \textit{vif} (variance inflation factors) function \footnote{http://cran.r-project.org/web/packages/vif/index.html}. Basically, this function provides an index for each independent variable which measures how much the variance of an estimated regression coefficient is increased because of collinearity. The square root of the variance inflation factor indicates how much larger the standard error is, compared with what it would be if that variable were uncorrelated with the other predictor variables in the model. Based on this information, we could understand which metric produced the largest standard error, thus allowing the identification of the metric that was better to drop from the model.

We also set up three baseline prediction models based on process metrics. We used (i) the Basic Code Change Model (BCCM) proposed by Hassan \footnote{http://cran.r-project.org/web/packages/car/index.html} which uses the entropy of changes of a given time period to predict defects, (ii) the model based on the number of developers that worked on a code component (DM) in a specific time period \footnote{http://cran.r-project.org/web/packages/car/index.html}, and (iii) the Developer Changes Based Model (DCBM) \footnote{http://cran.r-project.org/web/packages/car/index.html} which considers how scattered are the changes applied by developers that worked on a code component in a given time window. While a number of other process metrics as well as prediction approaches relying on such metrics have been defined in the literature \footnote{http://cran.r-project.org/web/packages/car/index.html}, the selected models have different characteristics that allowed us to evaluate the contribution of the intensity index from several perspectives, \textit{i.e.,} when the entropy of the development process is considered or in case of different developer-related measurements.

Note that all the process metrics-based prediction models described above refer to a specific time period in which these metrics have to be computed. In our case, the information about entropy of changes, number of developers, and scattering metrics that are related to the specific release \( R \) of a software in our dataset refer to the time window between the previous release \( R - 1 \) and \( R \).

To measure the extent to which the contribution of the \textit{intensity} index is useful for predicting bugs, we experimented (i) the baseline models described above and (ii) the same baseline models where the intensity index is plugged as additional metric. For instance, we test the model based on the 16 software metrics and the model composed of the 16 software metrics plus the intensity index. It is worth remarking that, for non-

\begin{equation}
\text{smelly classes, the intensity value is set to 0. Applying this procedure, we were able to control the effective contribution of the index during the prediction of bugs.}
\end{equation}

\subsection*{4.2.2 Code Smell Detection}

Regarding the code smell detection process, our study was focused on the analysis of the code smells for which an intensity index has been defined (see Section \ref{sec:code_smell_detection}). The related literature offers a large amount of code smell detectors \footnote{http://cran.r-project.org/web/packages/car/index.html}, however all such tools classify classes strictly as being or not affected by a code smell, thus not computing a degree of intensity of code smells. At the same time, some other code smell prioritization approaches have been proposed \footnote{http://cran.r-project.org/web/packages/car/index.html}, \footnote{http://cran.r-project.org/web/packages/car/index.html}, but unfortunately they cannot handle all the code smells considered in this study. As an example, the Bayesian technique proposed by Khomh \textit{et al.} \footnote{http://cran.r-project.org/web/packages/car/index.html} assigns a probability that a certain class is affected by the God Class code smell, while it has not been defined for other smell types. For this reason, we relied on the detection performed by \textit{JCodeOdor} \footnote{http://cran.r-project.org/web/packages/car/index.html}, because (i) it has been empirically validated demonstrating good performances in detecting code smells (see Section \ref{sec:code_smell_detection}), and (ii) it detects all the code smells considered in the empirical study. Finally, it computes the value of the intensity index on the detected code smells.

To build a bug prediction model that discriminates actual \textit{smelly} and non-\textit{smelly} classes, we decided to discard the false positive instances from the set of candidate code smells given by the detection tool. To discard such instances we compared the results of the tool against an annotated set of code smell instances publicly available \footnote{http://cran.r-project.org/web/packages/car/index.html}. Specifically, we set the intensity of a class equals to 0 in case such a class represents a false positive with respect to all the considered code smells. Once concluded this process, we trained the prediction model taking into account the actually smelly classes only. Note that to ensure a fair comparison, we discarded false positive classes from all the other experimented baselines, so that all of them worked on the same dataset.

It is worth observing that the best solution would be that of considering all the actual smell instances in a software project (\textit{i.e.,} the \textit{golden set}). However, the smell instances which are not detected by \textit{JCodeOdor} (\textit{i.e.,} false negatives) do not exceed the structural metric thresholds that allow the tool to detect and assign them an intensity value. As a consequence, the intensity index assigned to these instances would be equal to zero, and still have no effect on the prediction model. While we can fix the results of \textit{JCodeOdor} in the case of false positives (by setting the intensity index to zero), we cannot assign an intensity index to false negatives. For this reason, we discarded them from the training of the model. The effect of including false positive and false negative instances in the training of the model is discussed in Section \ref{sec:code_smell_detection}.

\begin{equation}
\text{2. http://cran.r-project.org/web/packages/car/index.html}
\end{equation}
4.2.3 Machine Learning Technique

The final step was the definition of the machine learning classifier to use. We experimented several classifiers, namely Multilayer Perceptron [101], ADTree [102], Naive Bayes [103], Logistic Regression [104], Decision Table Majority [105], and Simple Logistic [36]. It is worth noting that most of the classifiers do not output a boolean value indicating the presence/absence of a bug, but rather a probability that a certain class is buggy or not. While we are aware of the possible impact of the cut-off selection on the performance of the classifier, finding the ideal settings in the parameter space of a single classification technique would be prohibitively expensive [106]. For this reason, we decided to test the different classification techniques using the default setting, i.e., a class is buggy if the probability found by the classifier is higher than 0.5, non-buggy otherwise.

We empirically compared the results achieved by the prediction model on the software systems used in our study (more details on the adopted procedure later in this section). A complete comparison among the experimented classifiers can be found in our online appendix [34]. Over all the systems, the best results on the baseline model were obtained using the Simple Logistic, confirming previous findings in the field [37], [53]. Thus, in this paper we report the results of the models built with this classifier. Simple Logistic uses a statistical technique based on a probability model. Indeed, instead of simple classification, the probability model gives the probability of an instance belonging to each individual class (i.e., buggy or not), describing the relationship between a categorical outcome (i.e., buggy or not) and one or more predictors [36].

4.3 Data Analysis and Metrics

Once the model has been instantiated, we validated its performance and answered our research questions as explained in the following.

4.3.1 Validation Methodology

To assess the performance of the model we adopted the 10-fold cross-validation strategy [107]. This strategy randomly partitions the original set of data into 10 equal sized subsets. Of the 10 subsets, one is retained as test set, while the remaining 9 are used as training set. The cross-validation is then repeated 10 times, allowing each of the 10 subsets to be the test set exactly once [107]. We used this test strategy since it allows all observations to be used for both training and test purpose, but also because it has been widely-used in the context of bug prediction (e.g., see [31], [108], [109], [110]).

4.3.2 RQ1 - The contribution of the Intensity Index

To answer RQ1 we computed two widely-adopted metrics in bug prediction, namely precision and recall [72]:

\[
\text{precision} = \frac{TP}{TP + FP} \quad \text{recall} = \frac{TP}{TP + TN}
\]  

where \( TP \) is the number of classes containing bugs that are correctly classified as bug-prone; \( TN \) denotes the number of bug-free classes classified as non-bug-prone classes; and \( FP \) measures the number of classes for which a prediction model fails to identify bug-prone classes by declaring bug-free classes as bug-prone. Along with precision and recall we computed the F-Measure, defined as the harmonic mean of precision and recall:

\[
F-Measure = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

Furthermore, we reported the Area Under the Curve (AUC) obtained by the prediction model. The AUC quantifies the overall ability of a prediction model to discriminate between buggy and non-buggy classes. The closer the AUC to 1, the higher the ability of the classifier to discriminate classes affected and not by a bug. On the other hand, the closer the AUC to 0.5, the lower the accuracy of the classifier. In addition, we also computed the Brier score [111], [112], a metric previously employed to interpret the results of machine learning models in software engineering [90], [113], that measures the distance between the probabilities predicted by a model and the actual outcome. Formally, the Brier score is computed as follow:

\[
\text{Brier-score} = \frac{1}{N} \sum_{i=1}^{N} (p_c - o_c)^2
\]

where \( p_c \) is the probability predicted by the model on a class \( c \), \( o_c \) is the actual outcome for class \( c \), i.e., 0 if the class is bug-free and 1 if it is buggy, and \( N \) is the total number of classes in a dataset. Low Brier scores indicate good classifier performances, while high scores indicate low performances.

Besides the analysis of the performance of the specialized bug prediction model and its comparison with the baseline model, we also investigated the behavior of the experimented models in the classification of smelly and non-smelly instances. Specifically, we computed the percentage of smelly and non-smelly classes correctly classified by each of the prediction models, to evaluate whether the intensity-including model is actually able to give a contribution in the classification of classes affected by a code smell, or whether the addition of the intensity index also affects the classification of smell-free classes.

In addition, we statistically compared the performances achieved by the experimented prediction models. While the use of the Mann-Whitney test [114] is widely spread in the literature [34], it is not recommended when comparing the prediction capabilities of more models over multiple datasets since the performances of a machine learner can variate between a dataset and another [27], [115]. For this reason, we compared the AUC performance distribution of the models using the Scott-Knott Effect Size Difference (ESD) test [90], [91]. It represents an effect-size aware variant of the Scott-Knott test [116] that (i) uses hierarchical
cluster analysis to partition the set of treatment means into statistically distinct groups, (ii) corrects the non-normal distribution of an input dataset, and (iii) merges any two statistically distinct groups that have a negligible effect size into one group to avoid the generation of trivial groups. To measure the effect size, the tests uses the Cliff’s Delta (or d) [12]. In the context of our study, we employed the ScottKnottESD implementation [3] provided by Tantithamthavorn et al. [90].

The rationale behind the usage of this test was that the Scott-Knott ESD can be adopted to control dataset-specific performances: indeed, it evaluates the performances of the different prediction models on each dataset in isolation, thus ranking the top models based on their performances on each project. For this reason, we had 34 different Scott-Knott ranks that we analyzed by measuring the likelihood of a model to be in the top Scott-Knott ESD rank, as done in previous work [90], [118], [119].

4.3.3 RQ2 - Comparison between Intensity Index and Antipattern Metrics

The goal of RQ2 is to compare the performances of prediction models based on the intensity index with the performances that is possible to achieve using other existing metrics which take into account smell-related information. To perform this comparison, we used the antipattern metrics defined by Taba et al. [27], i.e., the Average Number of Antipattern (ANA) in previous buggy versions of a class, the Antipattern Complexity Metric (ACM) computed using the entropy of changes involving smelly classes, and the Antipattern Recurrence Length (ARL) that measures the total number of releases in which a class has been affected by a smell. To compute the metrics, we first manually detected the public releases of the software projects considered in the study. Note that this step was required because our dataset does not include all the releases of the software systems.

Secondly, we used our ChangeHistoryMiner tool [13] to (i) download the source code of each release R of a software project p, (ii) detect code smell instances present in R, and (iii) compute the antipattern metrics. As done for the evaluation of the contribution of the intensity index, also in this case we plugged the antipattern metrics into the product- and process-based baseline models.

We compared the performances of the resulting models with the ones achieved by the model built using the intensity index using the same set of accuracy metrics (i.e., precision, recall, F-Measure, AUC-ROC, and Brier score). At the same time, we also statistically compared the models using the Scott-Knott ESD test. Finally, we also analyzed to what extent the two models are complementary in the classification of the bugginess of classes affected by code smells. Specifically, let m_{int} be the model built plugging in the intensity index; let m_{ant} be the model built by considering the antipattern metrics, we computed the following overlap metrics on the set of buggy and smelly instances of each system:

$$TP_{m_{int}\cap m_{ant}} = \frac{|TP_{m_{int}} \cap TP_{m_{ant}}|}{\|TP_{m_{int}} \cup TP_{m_{ant}}\|} \quad (5)$$

$$TP_{m_{int}\setminus m_{ant}} = \frac{|TP_{m_{int}} \setminus TP_{m_{ant}}|}{\|TP_{m_{int}} \cup TP_{m_{ant}}\|} \quad (6)$$

$$TP_{m_{ant}\setminus m_{int}} = \frac{|TP_{m_{ant}} \setminus TP_{m_{int}}|}{\|TP_{m_{int}} \cup TP_{m_{ant}}\|} \quad (7)$$

where $TP_{m_{int}}$ represents the set of bug-prone classes correctly classified by the prediction model $m_{int}$, while $TP_{m_{ant}}$ is the set of bug-prone classes correctly classified by the prediction model $m_{ant}$. The $TP_{m_{int}\cap m_{ant}}$ metric measures the overlap between the sets of true positives correctly identified by both models $m_{int}$ and $m_{ant}$, $TP_{m_{int}\setminus m_{ant}}$ measures the percentage of bug-prone classes correctly classified by $m_{int}$ only and missed by $m_{ant}$, and $TP_{m_{ant}\setminus m_{int}}$ measures the percentage of bug-prone classes correctly classified by $m_{int}$ only and missed by $m_{ant}$.

4.3.4 RQ3 - Gain Provided by the Intensity Index

As for RQ3, we conducted a fine-grained investigation aimed at measuring how important is the intensity index with respect to the other features (i.e., product, process, and antipattern metrics) composing the experimented models. In particular, we used an information gain algorithm [120] to quantify the gain provided by adding the intensity index in each prediction model. Formally, let $M$ be a bug prediction model, let $P = \{p_1, \ldots, p_n\}$ be the set of predictors composing $M$, an information gain algorithm [120] applies the following formula to compute a measure which defines the difference in entropy from before to after the set $M$ is split on an attribute $p_1$:

$$\text{InfoGain}(M, p_i) = H(M) - H(M|p_i) \quad (8)$$

where the function $H(M)$ indicates the entropy of the model that includes the predictor $p_i$, while the function $H(M|p_i)$ measures the entropy of the model that does not include $p_i$. Entropy is computed as follow:

$$H(M) = -\sum_{i=1}^{n} \text{prob}(p_i) \log_2 \text{prob}(p_i) \quad (9)$$

In other words, the algorithm quantifies how much uncertainty in $M$ was reduced after splitting $M$ on predictor $p_i$. In the context of our work, we applied the Gain Ratio Feature Evaluation algorithm [120] implemented in the WEKA toolkit [121], which ranks $p_1, \ldots, p_n$ in descending order based on the contribution provided by $p_i$ to the decisions made by $M$. In particular, the output of the algorithm is a ranked list in which the predictors having the higher expected reduction in entropy are placed on the top. Using this procedure, we evaluated the relevance of the predictors in the prediction model, possibly

understanding whether the addition of the intensity index gives a higher contribution with respect to the structural metrics from which it is derived (i.e., metrics used for the detection of the smells) or with respect to the other metrics contained in the models. During this step, we also verified—through the evaluateAttribute function of the WeKA implementation of the algorithm—whether a certain predictor mainly contributes to the identification of buggy or non-buggy classes, i.e., if there exists a positive or negative relationship between the predictor and the bug-proneness of classes. The algorithm was applied on each system of the dataset and for each set of predictors considered (i.e., based on structural metrics [30], entropy of changes [5], number of developer [56], scattering metrics [32, 33], and antipattern metrics [27]), and for this reason we had to analyze 34 ranks for each basic model. Therefore, as suggested by previous work [122, 123, 124], we adopted again the Scott-Knott ESD test [90], which in this case had the goal to find statistically significant relevant features composing the models.

4.3.5 RQ4 - Combining Basic Predictors and Smell-related Metrics

Until now, we assessed the contribution of the intensity index in prediction models based on different sets of metrics without considering a combination of product and process predictors. In RQ4 our goal is to find a combined set of metrics that uses smell-related information together with product and process metrics to achieve better performances. To build the smell-aware combined model, we defined the following process:

- The metrics belonging to the previously tested models, i.e., the 16 structural metrics [30], the entropy of changes [5], the number of developers [31], the scattering metrics [33], the antipattern metrics [27], and the intensity index [29] are put all together in a single dataset.
- To select the variables actually relevant to predict bugs and avoid multicollinearity [94], we applied the variable removal procedure based on the vif function described for RQ1.
- Finally, we tested the performances of the combined model using the same procedures and metrics used in the context of RQ1, i.e., precision, recall, F-measure, AUC-ROC, and Brier score. At the same time, we statistically compared the performances of the experimented models by means of Scott-Knott ESD test.

5 Analysis of the Results

In the following we discuss the results, aiming at providing an answer to our research questions. To avoid redundancies, we discuss the first two research questions together.

5.1 The performances of the proposed model and its comparison with the state-of-the-art

Before describing the results related to the addition of the intensity index in the different prediction models considered, it is worth reporting the output of the feature selection process aimed at avoiding multi-collinearity by removing irrelevant features from the structural model. In particular, for each considered project we discovered a recurrent pattern in the pairs of metrics highly correlated:

1) Weighted Method per Class (WMC) and Response for a Class (RFC);
2) Coupling Between Objects (CBO) and Afferent Couplings (CA);
3) Lack of Cohesion of Methods (LCOM) and Lack of Cohesion of Methods 3 (LCOM3);
4) Maximum Cyclomatic Complexity (MAX(CC)) and Average Cyclomatic Complexity (AVG(CC));

According to the results achieved using the vif function [94], we removed the RFC, CA, LCOM, and MAX(CC) metrics. Therefore, the resulting structural model is composed of 16 metrics.

Figure 2 depicts the box plots reporting the distributions of F-Measure, AUC-ROC, and Brier score achieved by the experimented models on the systems in our datasets. For sake of readability, we decided to report only the distribution of the harmonic mean of precision and recall (i.e., F-Measure) rather than also reporting the distributions of precision and recall. Detailed results for these two metrics can be found in our online appendix [34]. Figure 2 reports the performances of the (i) basic prediction model (label “Basic”), (ii) intensity-including prediction models (label “Int.”), and (iii) antipattern metrics-including prediction models (label “Ant. Metrics”) built using different basic predictors, i.e., structural metrics in Figure 2a, entropy of changes in Figure 2b, number of developers in Figure 2c, and scattering metrics in Figure 2d. Furthermore, Table 7 reports the average percentages of smelly and non-smelly classes correctly classified (with respect to bugginess) by each of the analyzed models.

Looking at Figure 2, models based on entropy of changes and scattering metrics tend to perform generally better than models built using structural metrics. For instance, DCBM (the model using the scattering metrics as predictors [53]) has a median F-Measure 12% higher than the structural model (69% vs 57%), while the improvement considering each dataset independently varies between 1% and 32%. This result confirms previous findings on the superiority of process metrics in the prediction of bugs [40, 55]. The only exception regards the Developer Model (DM) which uses the number of developers as predictor of the bugginess of a code component. However, also in this case the result confirms previous analyses conducted by Ostrand et al. [31] and by Di Nucci et al. [33] about the limited usefulness of this metric in bug prediction.
Fig. 2: Performances achieved by the experimented prediction models. Red dots indicate the mean of the distributions

(a) Performances of Structural Metric-based Models. Basic refers to the model built only using structural metrics, Int. refers to the model in which the intensity index is an additional predictor, Ant. Metrics refers to the model where the antipattern metrics are included as additional predictors.

(b) Performances of Entropy-based Models. Basic refers to the model built only using the entropy of changes, Int. refers to the model in which the intensity index is an additional predictor, Ant. Metrics refers to the model where the antipattern metrics are included as additional predictors.

(c) Performances of DM-based Models. Basic refers to the model built only using the number of developers, Int. refers to the model in which the intensity index is an additional predictor, Ant. Metrics refers to the model where the antipattern metrics are included as additional predictors.

(d) Performances of DCBM-based Models. Basic refers to the model built only using scattering metrics, Int. refers to the model in which the intensity index is an additional predictor, Ant. Metrics refers to the model where the antipattern metrics are included as additional predictors.
Looking deeply into the results, we observed that the box plots for the intensity-including model appear less disperse than the basic one, meaning that the addition of the intensity index makes the performances of the model more stable. Furthermore, the entire distributions report improved values with respect to the model that does not include the intensity index. For instance, an interesting example regards the JEdit 4.0 project, where the basic model reached 81% of precision and 67% of recall (F-Measure=73%). By adding the intensity index, the model obtained 83% of precision and 75% of recall (F-Measure=79%). Investigating more in depth the causes behind the increment of the performances, we found that the model including the intensity index was able to correctly classify all the smell instances in the system (i.e., 16% of the total classes). These results highlight how the addition of a measure reporting the severity of a smell is actually useful when predicting the bugginess of a code smell.

It is also important to highlight that the structural based intensity-including model also performs better than the basic one when considering the Brier score: from a practical point of view, this result means that the predictions provided by the model relying on the intensity index are closer to the actual outcome, thus being more accurate when defining the bugginess of classes. Analyzing the percentage of smelly and non-smelly classes correctly classified by the specialized bug prediction
model instantiated on the basis of the structural model, we can understand that the increment of the performances is mainly due to a better classification of instances composing the set of classes having design flaws (+24%), while the non-smelly classes are treated generally in the same way by both the models, even if also in this case a slight increment is visible (+2%). An interesting example regarding the previously mentioned JEdit project is represented by the class ColorOptionPane contained in the org.gjt.sp.jedit.options package. This class contains a Dispersed Coupling code smell having an intensity index of 4.5. The basic model classifies this class as buggy, since its structural metrics are considered by the model as indicators of the presence of a bug. Conversely, the low level of intensity allows the Basic + Intensity model to correctly mark this class as non-buggy. On the other hand, an example of code component correctly classified as buggy thanks to the use of the intensity index computed for the Message Chains smell is the JEditMetalTheme class from the org.gjt.sp.jedit.gui package. In this case, the Basic model misclassifies this class as non-buggy, while the specialized model correctly classifies it as buggy. It is important to note that the ColorOptionPane and JEditMetalTheme classes have similar metrics (as shown in Table 8), and the only predictor able to distinguish them is the intensity index.

When studying the Structural Model which includes the antipattern metrics defined by Taba et al. [27], we observed that it achieves performances similar to the basic model when considering the F-Measure. At the same time, the addition of the antipattern metrics provide benefits with respect to the Brier score, with an improvement of 0.04. We also found cases where the antipattern metrics allow the prediction model to be up to 10% more precise in the predictions. Thus, we can confirm what has been found in the previous empirical validation conducted by Taba et al. [27]. For example, the precision achieved by the Basic + Ant. Metrics model on the Apache Camel 1.4 project is 54%, while its recall reached 13% (F-Measure=20%). In this case, the value of precision is exactly 10% higher than the one of the basic model. We manually analyzed this specific case in order to understand the reasons behind this result. Surprisingly, we observed that in this project the code smell instances tend to frequently co-occur with buggy classes. As a result, several buggy classes contain more code smells. By definition, the antipattern metrics have the goal to measure the quantity, the complexity or the recurrence length of code smells. Since in Apache Camel 1.4 the quantity of code smells contained by a class is a particularly relevant feature, this aspect gave the possibility to the antipattern metrics to better characterize the bug-prone components. Note that in this project the Basic + Intensity model still outperforms the other baseline models (F-Measure=42%). However, we observed that in this particular situation the main contribution of the intensity index was given to the classification of non-smelly classes (the percentage of correctly classified non-smelly instances is 16% higher than the basic model), while the smelly classes have been classified better by the Basic + Ant. Metrics model (the percentage of correctly classified smelly instances is 4% higher than our model).

This result is particularly interesting because, while the Basic + Ant. Metrics model always achieved lower performance than the Basic + Intensity model (considering the median of the distributions, -8% of F-Measure, -3% of AUC-ROC, and +0.06 of Brier score), it is remarkable that in some cases the antipattern metrics can provide useful and complementary information with respect to the intensity index, paving the way to the possibility to obtain still better performances by considering both the intensity and the antipattern metrics. The claim is supported by the analysis of the overlap metrics computed on the set of buggy and smelly classes correctly classified by the two models, shown in Table 10. While 39% of the instances are correctly classified by both the models, a consistent portion of instances are classified only by our model (34%) or by the model using the antipattern metrics (27%). From a practical perspective, this means that the smell-related information taken into account by the Basic + Intensity and Basic + Ant. Metrics models are orthogonal and complement each other.

The observations made above were also confirmed from a statistical point of view. Indeed, as shown in Table 9 the intensity-including prediction model consistently appeared in the top Scott-Knott ESD rank in terms of AUC-ROC, meaning that its performance was statistically higher than the baselines in most of the cases (29 projects out of 34).

### Contribution in Process-based Models

When including the intensity index, all the experimented prediction models improved their performance with respect to the basic models. Moreover, we found interesting complementarities between the intensity-including and antipattern metrics-including models even though our solution tends to perform better than the one by Taba et al. [27].

Further analyzing the results, we observed that the use of the intensity index as additional feature can increase the number of correctly classified instances, resulting in a lower Brier score than the basic model. This is a quite expected result, since the addition of the intensity index

<table>
<thead>
<tr>
<th>Basic Model</th>
<th>Int. ∩</th>
<th>Int. \</th>
<th>Ant. \</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structural Metrics</td>
<td>30</td>
<td>39</td>
<td>27</td>
</tr>
<tr>
<td>BCCM [5]</td>
<td>45</td>
<td>38</td>
<td>17</td>
</tr>
<tr>
<td>DM [56]</td>
<td>54</td>
<td>38</td>
<td>8</td>
</tr>
<tr>
<td>DCBM [33]</td>
<td>42</td>
<td>37</td>
<td>21</td>
</tr>
</tbody>
</table>

### Table 10: Overlap analysis between the model including the intensity index and the model including the antipattern metrics.
adds an orthogonal source of information with respect to the process metrics. It is particularly evident in the case of the DM model, where the median F-Measure increased of 22% when the intensity is plugged-in. In the other cases, the addition of the intensity results in a median F-Measure 10% higher in the BCCM model and 6% higher in the case of the DCM model, with an individual dataset improvement ranging between 2% and 17%, and 1% to 9%, respectively. Moreover, it is important to note that the models including the smell intensity are able to assist in both the prediction of smelly and non-smelly classes. For instance, the percentage of non-smelly instances correctly classified by the BCCM + Intensity model is 13% higher with respect to the baseline. This means that the information about the quality of the source code is effectively used by the prediction model to better discriminate bug-prone code components.

An aspect to highlight is that in the cases when the prediction accuracy of the baseline process-based models are low, the intensity can increase the quality of the predictions up to 47%. This is the case of Apache Velocity 1.4 project, where the BCCM model reaches 33% of accuracy in the predictions. By adding the intensity index, the prediction model increases its performances to 80% (+47%), demonstrating that a better characterization of the classes having design problems can help in obtaining more accurate predictions. It is also interesting to analyze the results on the percentage of smelly classes correctly classified. On the Apache Velocity 1.4 project, the baseline model correctly classifies half of the smelly classes, while the model considering the intensity is able to capture 100% of the buggy and smelly classes.

Another interesting observation can be made analyzing the results obtained on the DCM model. Although the performances of such model are quite high (median F-Measure=70%, AUC-ROC=67%, Brier score=0.44), also in this case the addition of the intensity index is able to refine the predictions of the baseline model, ensuring slightly higher performances. This is mainly due to the better results obtained in the classification of smelly classes (overall, +24% of correctly classified smelly instances). Thus, we can claim that even in cases where the performances of the baseline models are high, the intensity index still helps in improving them.

Finally, when considering the model including the antipattern metrics we learnt that it has lower performances than the model including the intensity index. However, it is important to point out that the Basic + Ant. Metrics model still produces more accurate predictions than the basic models. More importantly, as in the case of the structural model we observed a strong complementarity between the set of buggy and smelly classes correctly classified by our model and by the Basic + Ant. Metrics (see Table [10]). This aspect confirms that also in the prediction models based on process metrics the addition of smell-related metrics is always convenient, and that better performances might be achieved by considering a combination of the intensity and the antipattern metrics.

The statistical analyses confirmed the findings discussed above (see Table [5]). Indeed, the likelihood to be ranked at the top by the Scott-Knott ESD test is always higher for the models including the intensity index. At the same time, the antipattern metrics-including models were confirmed to provide statistically better performances than the basic ones in most cases.

### TABLE 11: Gain Provided by Each Metric To The Prediction Model based on Structural Metrics.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Mean</th>
<th>St. Dev.</th>
<th>Class</th>
<th>SK-ESD Likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBO</td>
<td>0.41</td>
<td>0.23</td>
<td>buggy</td>
<td>67</td>
</tr>
<tr>
<td>LCOM1</td>
<td>0.34</td>
<td>0.25</td>
<td>non-buggy</td>
<td>74</td>
</tr>
<tr>
<td>WMC</td>
<td>0.33</td>
<td>0.05</td>
<td>buggy</td>
<td>61</td>
</tr>
<tr>
<td>Intensity</td>
<td>0.22</td>
<td>0.16</td>
<td>non-buggy</td>
<td>53</td>
</tr>
<tr>
<td>DAM</td>
<td>0.25</td>
<td>0.06</td>
<td>buggy</td>
<td>48</td>
</tr>
<tr>
<td>DIT</td>
<td>0.22</td>
<td>0.05</td>
<td>non-buggy</td>
<td>45</td>
</tr>
<tr>
<td>Average Number of Antipatterns</td>
<td>0.21</td>
<td>0.09</td>
<td>buggy</td>
<td>44</td>
</tr>
<tr>
<td>AMC</td>
<td>0.15</td>
<td>0.11</td>
<td>non-buggy</td>
<td>31</td>
</tr>
<tr>
<td>LOC</td>
<td>0.15</td>
<td>0.07</td>
<td>buggy</td>
<td>25</td>
</tr>
<tr>
<td>MFA</td>
<td>0.14</td>
<td>0.09</td>
<td>buggy</td>
<td>23</td>
</tr>
<tr>
<td>IC</td>
<td>0.11</td>
<td>0.03</td>
<td>non-buggy</td>
<td>17</td>
</tr>
<tr>
<td>CBM</td>
<td>0.09</td>
<td>0.04</td>
<td>non-buggy</td>
<td>14</td>
</tr>
<tr>
<td>Antipattern Complexity Metric</td>
<td>0.07</td>
<td>0.02</td>
<td>buggy</td>
<td>9</td>
</tr>
<tr>
<td>AVG(LCC)</td>
<td>0.02</td>
<td>0.05</td>
<td>buggy</td>
<td>5</td>
</tr>
<tr>
<td>CE</td>
<td>0.04</td>
<td>0.02</td>
<td>buggy</td>
<td>5</td>
</tr>
<tr>
<td>CAM</td>
<td>0.03</td>
<td>0.02</td>
<td>non-buggy</td>
<td>3</td>
</tr>
<tr>
<td>Antipattern Recurrence Length</td>
<td>0.03</td>
<td>0.02</td>
<td>buggy</td>
<td>2</td>
</tr>
<tr>
<td>MOA</td>
<td>0.02</td>
<td>0.01</td>
<td>non-buggy</td>
<td>2</td>
</tr>
<tr>
<td>NOC</td>
<td>0.01</td>
<td>0.02</td>
<td>non-buggy</td>
<td>2</td>
</tr>
<tr>
<td>NPM</td>
<td>0.01</td>
<td>0.01</td>
<td>buggy</td>
<td>2</td>
</tr>
</tbody>
</table>

**Summary for RQ1.** The addition of the intensity index as predictor of buggy components generally increases the performance of the baseline bug prediction models over all the analyzed projects in terms of F-Measure, AUC-ROC, and Brier score. We also observed cases in which the prediction accuracy increases up to 47% with respect to the performance achieved by models not considering the intensity metric. Our findings are also statistically significant.

**Summary for RQ2.** Even if the prediction models including the antipattern metrics slightly outperform the basic models, we experienced that they have lower performances than the proposed intensity-including models. However, we observed an interesting complementarity between the set of buggy and smelly classes correctly classified by the intensity-including and by the antipattern metrics-including models, which highlights the possibility to obtain still higher performances through a combination of smell-related information.

### 5.2 The gain provided by the intensity index and by the other predictors

While in the previous analyses we investigated the performances of bug prediction models with and without the addition of smell-related information, in this stage
TABLE 12: Gain Provided by Each Metric To The BCCM Prediction Model.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Mean</th>
<th>St. Dev.</th>
<th>Class</th>
<th>SK-ESD Likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entropy of Changes</td>
<td>0.84</td>
<td>0.08</td>
<td>non-buggy</td>
<td>92</td>
</tr>
<tr>
<td>Intensity</td>
<td>0.44</td>
<td>0.11</td>
<td>buggy</td>
<td>77</td>
</tr>
<tr>
<td>Average Number of Antipatterns</td>
<td>0.29</td>
<td>0.13</td>
<td>buggy</td>
<td>56</td>
</tr>
<tr>
<td>Antipattern Complexity Metric</td>
<td>0.07</td>
<td>0.03</td>
<td>non-buggy</td>
<td>18</td>
</tr>
<tr>
<td>Antipattern Recurrence Length</td>
<td>0.03</td>
<td>0.06</td>
<td>non-buggy</td>
<td>11</td>
</tr>
</tbody>
</table>

TABLE 13: Gain Provided by Each Metric To The DM Prediction Model.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Mean</th>
<th>St. Dev.</th>
<th>Class</th>
<th>SK-ESD Likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td># Developers</td>
<td>0.75</td>
<td>0.14</td>
<td>non-buggy</td>
<td>85</td>
</tr>
<tr>
<td>Intensity</td>
<td>0.39</td>
<td>0.15</td>
<td>buggy</td>
<td>61</td>
</tr>
<tr>
<td>Average Number of Antipatterns</td>
<td>0.34</td>
<td>0.13</td>
<td>buggy</td>
<td>56</td>
</tr>
<tr>
<td>Antipattern Complexity Metric</td>
<td>0.12</td>
<td>0.36</td>
<td>buggy</td>
<td>14</td>
</tr>
<tr>
<td>Antipattern Recurrence Length</td>
<td>0.07</td>
<td>0.03</td>
<td>non-buggy</td>
<td>8</td>
</tr>
</tbody>
</table>

Gain Provided to Structural-based Models. The results show that the Coupling Between Objects (CBO) is the metric having the highest predictive power, confirming the findings by Gyimóthy et al. [15]. In particular, we found CBO at the top of the ranked list on 28 out of the total 34 systems analyzed, with an average reduction of entropy of 0.41 and a standard deviation of 0.23 (i.e., we found one case where the expected reduction of entropy reaches 0.64, which means it is a very strong predictor). Interestingly, CBO provides a higher predictive power with respect to the correct assessment of buggy classes, meaning that the coupling between classes is an important factor characterizing classes affected by bugs. The Scott-Knott ESD test statistically confirmed the importance of the predictor, since the information gain given by the metric was statistically higher than other metrics in 67% of the cases. While CBO is the most relevant predictor for buggy classes, the Lack of Cohesion of Methods (LCOM3) was the most important with respect to non-buggy classes. According to the Scott-Knott ESD test, the metric appeared statistically more powerful than the other metrics in 74% of the datasets. To quantify the benefit of this predictor to the resulting model, we observed that on average the information gain provided by the metric was 0.34 with a standard deviation of 0.25. The Weighted Method per Class (WMC) also resulted to be a relevant metric for predicting buggy classes, looking both to the information gain and Scott-Knott ESD results. Indeed, it allowed an information gain equals to 0.33 (standard deviation of 0.05) and was at the top of the Scott-Knott ESD rank in 61% of the datasets.

Thus, in general we can observe that metrics related to coupling, cohesion, and complexity are highly important in the prediction of bugs. Just behind these metrics, the intensity index is the feature providing the highest gain in terms of reduction of entropy. We observed that the contribution given by the metric is valuable on all the object projects (minimum gain=0.16, maximum gain=0.48), confirming that its addition can effectively increase the accuracy of a structural prediction model. This is a quite surprising result, since our goal is not the addition of the most relevant predictor, but rather the introduction of a measure able to complement the information used by a prediction model by quantifying in a single value the severity of design problems affecting a class. A possible reason behind the result come from the fact that in the context of a structural-based bug prediction model the intensity works better in the classification of non-buggy classes: likely, this is because the degree of smelliness of a code component allows the model to balance the structural metric values of classes, as in the case shown in Table 5. Looking at the results of the statistical test, we observed that the intensity index is ranked on the top by the Scott-Knott ESD in 53% of the cases, thus confirming the high predictive power of the metric.

It is interesting to discuss the result achieved on the Apache Lucene 2.4 project, where the intensity metric is evaluated as the most important by the Gain Ratio Feature Evaluation algorithm, which quantifies as 0.47 the gain of the metric in reducing the entropy of the prediction model. Looking at the ranking, we observed that the single quality metrics from which the intensity index is computed (i.e., metrics used for the smell detection) are placed by the algorithm to the bottom of the ranked list.
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(e.g., in this case, LCOM3 is only partially relevant and it provides a small gain of 0.09). In other words, the single metrics do not reduce in the same measure the entropy with respect to the case in which such metrics are condensed in a single value representing the intensity of a code smell. As an example, the intensity index contributes in reducing the entropy of the prediction model 25% more than the LOC metric, and 6% more than WMC metric. It is worth noting that, as a consequence, the ability of the specialized bug prediction model to correctly classify smelly instances on Apache Lucene 2.4 increases of 22%. Another interesting observation can be made by looking more in depth into the results of Apache Velocity 1.4. Also in this case, the metrics used for the detection of smells are partially relevant for the prediction model when considered individually (e.g., CBO=0.27), while the intensity measure is instead considered as a very useful predictor (gain=0.46). Here the performance provided by the intensity-including bug prediction model are 25% better than the baseline model and this is due to the fact that the specialized model is able to correctly classify all the smelly instances in the system.

As for the antipattern metrics, we observed that the ANA (i.e., Average Number of Antipatterns) metric has a good ranking (mean gain=0.21) while the other two metrics, i.e., Antipattern Complexity Metric (ACM) and Antipattern Recurrence Length (ARL), only provide a partial contribution in the reduction of entropy of the model. Also in this case, the Scott-Knott ESD test statistically confirmed the findings: indeed, ANA was a top predictor in 44% of the datasets, as opposed to ACM and ARL metrics which appeared as statistically more powerful than other metrics only in 9% and 2% of the cases, respectively. It is important to note that the information gain analysis highlighted that ANA performed better in the classification of buggy classes, suggesting that it is somehow complementary with respect to the intensity index in the context of product-based bug prediction models. This result still indicates that taking into account the quantity of code smells in a class represents a useful source of information for improving the performances of bug prediction models.

Gain Provided to Process-based Models. Concerning the process metric-based models considered in this study, the results are similar. Indeed, Table 12 highlights how the intensity index has a mean information gain of 0.44 and it is ranked, overall, just behind the entropy of changes, that is the core metric of the BCCM model, while the ANA metric is much more important than the other antipattern metrics (+0.22 and +0.26 with respect to ACM and ARL, respectively). It is worth noting that in this case both the intensity index and ANA provided contributions in the identification of buggy classes, while the entropy of changes mainly helped in the characterization of non-buggy instances: thus, the results indicate that taking into account other factors such as the quality of source code actually provide an important contributions for prediction. The results discussed so far were confirmed statistically: indeed, the statistical ranking provided by the Scott-Knott ESD test is similar to the one produced by the information gain algorithm.

When considering the DM and DCBM models (see Tables 13 and 14) the results follow the same pattern: the intensity index is placed behind the core metrics of the models but before the antipattern metrics. Also in this case, the Scott-Knott ESD test statistically confirmed the findings.

As general observation, it is interesting to notice that the mean information gains of the intensity index and of the metric counting the number of antipatterns are generally higher in the process metrics-based models than in the structural metrics-based model. These metrics are computed by considering static properties of the source code and, therefore, are more relevant in the context of prediction models based on historical metrics because they add an orthogonal source of information.

On the light of these results, we can conclude that the intensity index provides a strong information gain to all the bug prediction models considered in the study. At the same time, we experienced that also the ANA metric has a good predictive power. This confirms somehow what we found when evaluating the overlap between the intensity-including and the antipattern metrics-including models: indeed, the high predictive power of such predictors suggest that their combination might provide further improvements to the basic bug prediction models.

Summary for RQ3. The intensity index has a higher predictive power with respect to the individual metrics from which it is derived. On all the projects of the study, we found that the intensity metric is one of the most important predictors of the model. As a consequence, the gain provided by the intensity index to the baseline prediction model is highly relevant. Moreover, we found that the metric able to quantify the number of code smells in a class has a good predictive power, confirming that better performances in the prediction of bugs can be achieved by considering both the intensity and the antipattern metrics.

5.3 The performances of the combined smell-aware bug prediction model

The results achieved in the previous research questions highlight the possibility to build a combined bug prediction model that takes into account smell-related information besides the product and process metrics. With this research question (RQ4), we aim at evaluating the performances of such prediction model. As explained in Section 3 we performed a feature selection procedure to discard irrelevant features. From the initial set composed
of 24 product, process, and smell-related metrics, this procedure found ten highly correlated variables:

1. Average Cyclomatic Complexity (AVG(CC)) and Weighted Method per Class (WMC);
2. Number of Children (NOC) and Depth of Inheritance Tree (DIT);
3. Efferent Coupling (CE) and Coupling Between Objects (CBO);
4. Number of Public Methods (NPM) and Measure of Functional Abstraction (MFA);
5. Cohesion Among Methods of Class (CAM) and Lack of Cohesion of Methods 3 (LCOM3);
6. Measure of Aggregation (MOA) and Data Access Metric (DAM);
7. Inheritance Coupling (IC) and Depth of Inheritance Tree (DIT);
8. Number of Developers and Structural Scattering;
9. Antipattern Complexity Metric (ACM) and Entropy of Changes;
10. Antipattern Recurrence Length (ARL) and Entropy of Changes;

According to the results of the vif function, we discarded seven structural metrics, i.e., AVG(CC), NOC, CE, NPM, CAM, MOA, IC, one process metric, i.e., Number of Developers, and two smell-related metrics, i.e., ACM and ARL. Therefore, the resulting model contains the following 14 metrics: nine structural metrics, i.e., CBO, WMC, LCOM3, DAM, DIT, AMC, LOC, MFA, CBM, three process metrics, i.e., entropy of changes, structural and semantic scattering, and two smell-related information, i.e., the intensity index and ANA. It is worth noting that the features selected in this stage perfectly correspond to the most powerful predictors identified in RQ3.

Figure 3 depicts the box plots reporting the distributions of F-Measure, AUC-ROC, and Brier score related to the smell-aware combined bug prediction model (label “Basic + ANA + Int.”). To facilitate the comparison with the models exploited in the context of RQ1 and RQ2, the figure also reports the performances of the best prediction model resulting in the previous analyses, i.e., the DBCM + Int. model (label “DBCM + Int.” in Figure 3). Moreover, to evaluate to what extent the smell-related information are actually needed in the context of a model mixing product and process metrics, we also report the performances achieved by the combined model built without using the smell-related metrics (label “Basic”). Finally, we also report the performances of the model built including only the ANA metric as additional predictor in the model mixing together product and process metrics (label “Basic + ANA” in Figure 3): this helped us in understanding the contribution given by adding the intensity index in a model already considering a combination of product, process, and smell-related information.

In the first place, the results highlight that the addition of smell-related information always boosts the performances of a combined model built using product and process metrics. Indeed, both the Basic + ANA and Basic + ANA + Int. provide improved performances than the Basic combined model considering all the evaluation metrics. Furthermore, it is important to note that also in this case the intensity index gives an important contribution in the prediction of buggy prone classes, i.e., Basic + ANA + Int. is the model achieving the best results: the F-Measure improvement varies between 2% and 14% when compared to the Basic one, while it ranges between 2% and 11% when compared with the Basic + ANA model. The evaluation of the other metrics, i.e., AUC-ROC and Brier score, confirm the findings indicating that the addition of the intensity index consistently contributes in boosting the performances of the other experimented
models.
Moreover, it is worth noting that the combined model also achieves higher performances with respect to the DBCM + Int. model when considering both the evaluation metrics and the percentage of smelly and non-smelly instances correctly classified (shown in Table 16). In particular, the model significantly outperforms the other in terms of median F-Measure (+13%), AUC-ROC (+12%), and Brier score (-0.27).

As expected, the results are statistically significant (see Table 15), as the devised Basic + ANA + Int. appeared in top Scott-Knott ESD rank in 94% of the cases, overcoming the other models built using a combination of metrics and the one relying on scattering plus the intensity metrics. When considering buggy and smelly instances, it is worth observing that the addition of the intensity index allows the combined model to correctly classify a larger number of such instances than (i) the Basic + ANA one (+9%), (ii) the Basic one (+12%), and (iii) the DBCM + Int. one (+16%). At the same time, it slightly improves also the classification of non-smelly classes (+1% with respect to the other combined models).

On the one hand, the reason behind the strong improvement obtained by the combined models is that the combination of predictors having different nature provides an improvement of the performances of the models exploiting single types of predictors, as pointed out by D’Ambros et al. [53]. On the other hand, it is important to remark that, as demonstrated by the first three research questions, the addition of smell-related information helps in characterizing both the classes affected by code smells and those components not affected by any design flaw.

An interesting example regards the project Apache POI 2.5.1. In this case, by mixing product and process metrics only the resulting precision is 76%, while the recall reaches 84% (F-Measure=80%). Even though the performances are higher than the one achieved by the DBCM + Int. model (+8% of precision, +5% of recall), at the same time they are strongly lower than the ones obtained by the combined model which takes into account the smell metrics. Indeed, the latter model achieves 100% of precision and recall (+24% of precision and 16% of recall) since it is able to perfectly characterize both smelly and non-smelly classes.

In conclusion, we can claim that bug prediction models taking into consideration the presence of design problems are able to perform much better than the other models.

### Table 16: Percentage of Smelly and Non-Smelly Classes Correctly Classified by the Combined Models

<table>
<thead>
<tr>
<th>Basic Model</th>
<th>Configuration</th>
<th>% Cor. Class. Smelly Instances</th>
<th>Cor. Class. Non-Smelly Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combined</td>
<td>Basic</td>
<td>81</td>
<td>90</td>
</tr>
<tr>
<td>Combined</td>
<td>Basic + ANA</td>
<td>84</td>
<td>90</td>
</tr>
<tr>
<td>Combined</td>
<td>Basic + ANA + Intensity</td>
<td>93</td>
<td>91</td>
</tr>
<tr>
<td>DBCM [33]</td>
<td>Basic + Intensity</td>
<td>77</td>
<td>88</td>
</tr>
</tbody>
</table>

### Table 17: Performance of JCodeOdor on the software projects object of the empirical study

<table>
<thead>
<tr>
<th>Code Smell</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th># TP</th>
<th># FP</th>
<th># FN</th>
</tr>
</thead>
<tbody>
<tr>
<td>God Class</td>
<td>77%</td>
<td>85%</td>
<td>81%</td>
<td>85</td>
<td>25</td>
<td>15</td>
</tr>
<tr>
<td>Data Class</td>
<td>79%</td>
<td>86%</td>
<td>83%</td>
<td>83</td>
<td>22</td>
<td>13</td>
</tr>
<tr>
<td>Brain Method</td>
<td>73%</td>
<td>77%</td>
<td>75%</td>
<td>79</td>
<td>29</td>
<td>23</td>
</tr>
<tr>
<td>Shotgun Surgery</td>
<td>70%</td>
<td>84%</td>
<td>77%</td>
<td>76</td>
<td>32</td>
<td>14</td>
</tr>
<tr>
<td>Dispersed Coupling</td>
<td>82%</td>
<td>85%</td>
<td>84%</td>
<td>87</td>
<td>19</td>
<td>15</td>
</tr>
<tr>
<td>Message Chains</td>
<td>78%</td>
<td>86%</td>
<td>82%</td>
<td>87</td>
<td>24</td>
<td>14</td>
</tr>
<tr>
<td>Overall</td>
<td>76%</td>
<td>84%</td>
<td>80%</td>
<td>496</td>
<td>154</td>
<td>94</td>
</tr>
</tbody>
</table>

### Summary for RQ4
As expected, combined models perform better than prediction models relying on single types of predictors. However, the contribution of smell-related information are valuable also when product and process metrics are used together. At the same time, the addition of the intensity index in a combined model built using product, process, and the ANA metric is still valuable and consistently boosts the performances of the prediction model.

### 6 Threats to Construct Validity

Threats to construct validity are related to the relationship between theory and observation. Above all, we relied on JCodeOdor [29] for detecting code smells.

The intensity index computed by the tool derives by a set of code metrics characterizing cohesion, coupling, complexity, size, and data access of classes. A first problem threatening our observations might be the redundancy of such metrics [125]. To verify the validity of the intensity computation, we assessed multicollinearity between metrics using the same procedure as the one adopted in the context of RQ1 and RQ4, i.e., we computed the Spearman’s rank correlation between all possible pairs of metrics and then we exploited a stepwise variable removal using the vif function. As a result, we found all the Spearman’s correlation values to be lower than 0.6, thus indicating weak correlations between them. Moreover, the vif function did not report the need to remove variables. Thus, we can claim that the intensity computation is not threatened by multicollinearity between the variables it is derived from. Complete results of this analysis are available in our online appendix [34].

Still, our observations might have been threatened by the presence of a high number of code smell co-occurrences in our dataset [23]. In these cases, we built...
smell-aware bug prediction models using the maximum intensity computed by \textit{JCodeOdor}: while the maximum value likely highlights the code smell that impact more the maintainability of the class, the co-occurrence of other code smells might hide information that are not captured by our model. To measure the extent to which this phenomenon happened in our study, we computed the percentage of classes in our dataset affected by more smells: as a result, we found that only a small portion of classes, on average 8% of the project classes, contains more than one smell: thus, we can claim that the problem of co-occurrence is quite limited in our case.

We have validated the code smell detector performance on the software projects analyzed in this paper. Table 17 reports precision, recall, and F-Measure values obtained by considering the instances of all the projects as a single dataset (i.e., overall). A detailed analysis of the performance of the detector for each project can be found in our online appendix [34]. We can observe that the performance of the detector ranges between 75% and 84% in terms of F-Measure. Despite the quite high precision and recall (i.e., overall, 76% and 84%, respectively), the tool still identifies 154 false positives and 94 false negatives among the 45 systems considered. To make the set of code smells as close as possible to the golden set, in our study we fixed the output of the tool by (i) setting to zero the intensity index of the false positive instances, and (ii) discarding the false negatives, for which we could not assign an intensity value. As such manual adjustments are not always feasible, we evaluated the effect of including false positives and false negatives in the construction of the bug prediction model.

In the first place, we re-run the analyses described in Section 4 and validate the performances of the models including the false positive instances using the same metrics used to assess the performances of the other prediction models (i.e., precision, recall, F-Measure, AUC-ROC, and Brier score). As a result, we observed that these models always perform better than the baselines that do not include any smell-related information, while their performances are slightly lower (2% in terms of median F-Measure) than the ones of the prediction models built discarding the false positive instances.

Secondly, we evaluated what is the impact of including false negative instances. Since their intensity index is equal to zero, they have been considered as non-smelly classes. The results showed that the intensity-including models still produce more accurate results than the basic models, by boosting their median F-Measure of 5%. At the same time, there is a decrement of 4% in terms of F-Measure with respect to the performances of the prediction models built discarding false negatives.

Finally, we considered the case where both false positives and false negatives are included in the prediction model. We observed that the Basic + Intensity models have a median F-Measure 5% lower than the models where the false positive and false negative instances have been filtered out. However, they are still better than basic models (median F-Measure=+4%). Thus, we concluded that a fully automatic code smell detection process still improves the performance of the baseline bug prediction model.

It is important to remark that the selection of the code smell detector might have influenced the results. However, among all the detectors proposed in literature [99], \textit{JCodeOdor} is the only one suitable for our purpose since it is the only one able to compute an intensity index for the code smells considered in the study. More specifically, most of the previous approaches do not rank code smells based on their severity but classify code components using a boolean value reporting the presence/absence of a smell [9, 10, 11, 12, 130]; on the other hand, Table 18 reports the code smell prioritization techniques defined in literature and whether they defined an intensity index for the code smells considered in our study. As it is possible to observe, most of them [67, 68, 126, 128] are only able to treat the God Class smell, not defining an intensity index for the other code smells. At the same time, the tool proposed by Vidal et al. [129] is able to deal with five of the considered smells, however it does not treat the Message Chains one. Conversely, the tool by Arcelli Fontana et al. [29] detects and prioritize all the code smells in our study. Moreover, it is also worth to note that the performances of the employed detector are quite high and the presence of false positives does not have an extreme negative impact on the bug prediction capabilities: from a practical point of view, this means that the use of a more accurate code smell detection tool computing an intensity index can only improve the results achieved in this study.

Another threat to construct validity regards the annotated set of bugs and code smells used in the empirical study. As for bugs, we rely on the publicly available oracles in the PROMISE repository [87] to ensure qual-

<table>
<thead>
<tr>
<th>Tool</th>
<th>God Class</th>
<th>Data Class</th>
<th>Brain Method</th>
<th>Shotgun Surgery</th>
<th>Dispersed Coupling</th>
<th>Message Chains</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arcelli Fontana et al.</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Arccoverde et al.</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Khomh et al.</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Marinescu</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oliveto et al.</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tsantalis et al.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vidal et al.</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 18: Code Smells treated by Existing Prioritization Approaches
ity and robustness of data we performed (i) a careful selection of projects considering only the ones having a percentage of buggy classes lower than 75% and EPV ratios higher than 10, as suggested in previous work [90], [91], and (ii) a preliminary data preprocessing following the guidelines provided by Shepperd et al. [92] in order to remove noisy data. For code smells, we rely on the oracles publicly available in [100], previously used in [10], [11], [13], [18], [131]. However, we cannot exclude that the oracle we used misses some bugs or smells, or else include some false positives.

Threats to conclusion validity concern the relation between the treatment and the outcome. To evaluate the experimented bug prediction models we employed a number of metrics, i.e., precision, recall, F-Measure, AUC-ROC, and Brier score, able to provide an overview of their performances under different perspectives, thus allowing us to better report pros and cons of using the intensity index as additional predictor. We also assessed the model for the presence of multi-collinearity through the use of proper statistical methods such as the Spearman’s rank correlation [97], removing irrelevant features using the variance inflation factors function [94]. Moreover, we analyzed to what extent the intensity index is important with respect to the other metrics by analyzing the gain provided by the addition of the severity measure in the model.

In the context of RQ3, we measured the contribution of the intensity index in bug prediction model performances by exploiting the Gain Ratio Feature Evaluation algorithm [120]. While the usage of other procedures (e.g., the Wrapper approach [132]) might have lead to different results, it is important to note that this algorithm was the most suitable for our study since it allowed us to quantify the exact entropy reduction achieved using the intensity index.

Still in this category there is a possible threat related to the validation methodology exploited. As shown by Tantithamthavorn et al. [90], ten-fold cross validation might provide unstable results in cases when the number of events per variables (EPV) is lower than 10. For this reason, we limited our analyses to software projects having a number of EPV higher than 10.

Finally, threats to external validity concern the generalization of results. We analyzed a large set of 34 releases of 11 software systems coming from different application domains and with different characteristics (size, number of classes, etc.). Note that we had to focus our analyses on the only systems for which an oracle reporting the set of actual bugs was available. Another threat in this category regards the choice of the baseline models. However, we evaluated the contribution of the smell-related information in the context of bug prediction models widely used in the past [33], [53] that take into account predictors of different nature, i.e., product and process metrics.

7 Conclusion and Future Work

Bug prediction models help developers in the analysis and testing of the source code components more likely containing defects. While a lot of work has been done for the definition of product or process metrics having high predictive power, the research community only partially explored the role of code smells in the process of bug prediction.

In this paper, we evaluated to what extent the addition of the intensity index (i.e., a metric that quantifies the severity of code smells) [29] in existing state-of-the-art bug prediction models is useful to increase the performances of the baseline models. Specifically, we firstly set up four baseline prediction models, i.e., a model based on a set of structural metrics [30], the BCCM model proposed by Hassan [5], the DM model defined by Ostrand et al. [31], and the DCBM model proposed by Di Nucci et al. [33]. Then, we compared the performances of such models with and without the addition of the intensity index, in order to control the actual contribution of the severity of code smells. Moreover, we also compared the models mentioned above with the same baseline models built by adding the antipattern metrics defined by Taba et al. [27] instead of the intensity index.

The results indicated how the addition of the intensity index as predictor of buggy components generally increases the performance of the baseline bug prediction models, reaching an improvement of 7%, 10%, 21%, 8% of the F-Measure in the cases where the basic predictors are the structural metrics, the entropy of changes, the number of developers, and the scattering metrics, respectively. When compared with the models built using the antipattern metrics, we observed that the models including the intensity index obtain an accuracy up to 16% higher. More notably, we observed interesting complementarities between the set of buggy and smelly classes correctly classified by the two different configuration of models.

In the second step of our analyses, we quantified the actual gain provided by the intensity index with respect to the other metrics composing the models, confirming the high predictive power of the intensity index over all the baseline models. We also noticed how the ANA metric (i.e., Average Number of Antipatterns) has a good predictive power if compared to the other antipattern metrics.

Based on these results, we built a smell-aware prediction model which combines product, process, and smell-related information. The performances of this new model outperform the ones of all the other experimented models, confirming once again the usefulness of considering code smells in bug prediction.

According to our experiments, the intensity always positively contributes to state-of-the-art prediction models, even when they already have high performances. In particular, the intensity index helps discriminating bug-prone code elements affected by code smells in bug
prediction models based on product metrics, process metrics, and a combination of the two. Our results also suggest that the intensity of code smells is helpful in all these cases, and cannot be replaced by a simple indicator of the presence or absence of a code smell. More importantly, the presence of a limited number of false positive smell instances identified by the code smell detector does not impact the accuracy and the practical applicability of the proposed smell-aware bug prediction model.

As for future work, we first plan to further analyze how the intensity index impacts the performances of bug prediction models, by performing a fine-grained analysis into the role of each smell type independently on the prediction power. Furthermore, since our study has focused on global bug prediction, future effort will be devoted to the analysis of the contribution of smell-related information in the context of local-learning bug prediction models. Finally, our future research agenda includes the definition of new factors influencing the performances of prediction models.
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