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Abstract: It is fundamental for 3D city maps to efficiently classify objects of point clouds in urban scenes. However, it is still a large challenge to obtain massive training samples for point clouds and to sustain the huge training burden. To overcome it, a knowledge-based approach is proposed. The knowledge-based approach can explore discriminating features of objects based on people’s understanding of the surrounding environment, which exactly replaces the role of training samples. To implement the approach, a two-step segmentation procedure is carried out in this paper. In particular, Fourier Fitting is applied for second adaptive segmentation to separate points of multiple objects lying within a single group of the first segmentation. Then height difference and three geometrical eigen-features are extracted. In comparison to common classification methods, which need massive training samples, only basic knowledge of objects in urban scenes is needed to build an end-to-end match between objects and extracted features in the proposed approach. In addition, the proposed approach has high computational efficiency because of no heavy training process. Qualitative and quantificational experimental results show the proposed approach has promising performance for object classification in various urban scenes.
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1. Introduction

Point clouds collected by mobile LiDAR systems are frequently used for various 3D city mapping applications, such as urban planning, city infrastructure construction, and intelligent transportation systems, etc. Taking intelligent transportation systems as an example, updated city maps that include the location of urban objects and traffic signs are useful for navigation, which could be used to decrease traffic congestion, lessen the risk of accidents, and develop self-driving systems [1,2].

3D city maps could be created and updated from various perspectives by mapping objects. Many elements, including user requirements, map contents, accuracy, scale, and so on, are all very important in 3D mapping. Before an object can be mapped, it needs to be classified in point clouds. Many approaches in recent publications already acquired excellent results for point cloud classification for this line of research [3–11]. However, these approaches still have three main challenges.

(1) These approaches all strongly belong to the category of supervised learning. Lots of training samples are required to learn discriminating features of different classes. However, most available benchmarks of point clouds are manually labeled, which is labor-intensive and time-consuming.
(2) In these publications, training and test samples are strongly correlative with several “sameness”. For example, researchers normally divide a complete dataset into several files, with half for training and the other half for testing. These files should share some “sameness”, such as sensor, period, and area of data acquisition. The robustness for these methods is challenged when applied in other scenes.

(3) Due to necessary training process, most of above approaches achieve performance at the cost of the heavy computation burden.

To overcome these problems, the following solutions provide good inspiration.

1) Knowledge-based approaches can be employed, which explore discriminating features of objects based on people’s understanding of the surrounding environment. Therefore, massive training samples are not needed. Already in the early 90s, knowledge-based system had been proposed for image and point cloud processing [12–15]. Recently, the line of research has been active again [16].

2) To enhance the robustness of methods, it is critical to exploit discriminating characteristics of urban objects which are not easily affected by the external environment. Geometric features, which are reflected by several closely spaced points, have always been considered for discriminating feature extraction. Furthermore, knowledge-based approaches can help to realize the extraction of geometric features.

3) The knowledge-based approach can save lots of computation time with no heavy training process.

Based on the above inspirations, the knowledge-based approach is investigated in three parts, i.e., close spaces of points, the defining of geometric features, and knowledge-based object classification.

Firstly, segmentation is a common way of grouping the point clouds into spaced neighborhood [3,17–24]. A Link-Chain method based on a super-voxel segmentation of sparse 3D data obtained from LiDAR sensors was presented to segment and classify 3D urban point clouds [3]. Vosselman et al. [18] performed a voxelization to divide the point cloud space in a 3D grid of small regular cubes whose resolution depends on the size of the grid cells. Yang et al. [21] generated multi-scale supervoxels from scattered mobile laser scanning points to improve the estimation of local geometric structures of neighboring points. Alexander et al. [24] described a connected component segmentation approach for segmenting organized point cloud data. In this paper, a two-step segmentation procedure is performed. In the first step, a cubic bounding box based on \( x \), \( y \), and \( z \) coordinates of points is set up and then segmented into lots of small cubes. Based on the results of the first segmentation, Fourier Fitting (FF) for second adaptive segmentation is applied. As there are points of multiple object classes lying within a single block of the first segmentation, FF can adaptively separate these points into several groups. FF had been used in some point cloud and satellite data research [25,26]. The outputs of the two-step segmentation are respectively called the 3D block and the 3D sub-block.

Secondly, available geometric features from many closely spaced points need to be extracted. Some approaches had been known in the literature for feature extraction of laser scanner point clouds [5,27–29]. Pouria et al. [5] extracted seven main features (geometrical shape, height above ground, and planarity, etc.) to train their classifier for object recognition, including cars, bicycles, buildings, pedestrians, and street signs, in 3D point clouds of urban street scene. Wang et al. [27] listed the geometric features and additional statistical features to classify Ground, Building, and Vegetation. Li et al. [28] proposed a knowledge-based approach that uses geometric features including size, shape, height. The study of three eigenvalues obtained from the covariance matrix of each segment was developed to detect geometrical shapes of urban objects [29]. Chehata et al. [30] defined height difference between the LiDAR point and the lowest point found in a large cylindrical volume. The feature helped discriminate ground and off-ground object in his work. In the paper, the height information and geometrical eigen-features are defined as an initial set of features from which to begin the research.
Finally, made-up labels for geometrical features are created to classify objects. For instance, height difference of points in blocks, $\Delta h$, is represented by made-up label $L_i$, $i \in \{1, 2, 3\}$. $L_i$ has three probable levels, (i) $L_1 = 0 : \Delta h < HD_1$, (ii) $L_2 = 1 : HD_1 \leq \Delta h < HD_2$, (iii) $L_3 = 2 : \Delta h \geq HD_2$. Here $HD_1$ and $HD_2$ are two experiential thresholds of height difference. Every sub-block is presented by a vector expression of the combination of made-up labels. Based on people’s understanding of surrounding environment, each combination finally points directly to an object class. An end-to-end match between combinations of made-up labels and object classes is therefore built.

In summary, the paper presents an adaptive end-to-end classification approach for mobile laser scanning point clouds based on the knowledge in urban scenes. This paper includes the experiments in a point cloud benchmark, which quantificationally demonstrate the feasibility of the knowledge-based approach for classifying objects. The approach is also qualitatively tested in another urban scene to demonstrate its robustness. The main contribution of the work in the paper include:

(1) A knowledge-based approach to extract discriminating geometrical features is proposed. The motivation is to overcome the requirement of massive training samples, also to avoid the time-consuming training process;

(2) FF for second segmentation is introduced. In most cases, there are points of multiple object classes lying within a single block of the first segmentation. Fourier Fitting can adaptively divide these points into several sub-blocks;

(3) An end-to-end match is built between actual object classes and the combinations of made-up labels. It can intentionally highlight discriminating characteristics for each object class and realize quick object classification.

The remainder of this paper is organized as follows. Section 2 introduces the proposed approach. Section 3 discusses the experiment and result analysis, and Section 4 presents the conclusion and future work.

2. Methodology

The propose of this paper is to exploit discriminating features of urban objects which are not easily affected by the external environment, and to build an end-to-end match between the combinations of made-up labels and object classes. In the section, four parts including class defining, segmentation, feature exploring, and the rule of end-to-end match, are discussed to complete a whole procedure. Figure 1 gives the proposed workflow.

![Figure 1. The proposed workflow.](image)
2.1. Class Defining

The type of object class, which greatly determines the methods of segmentation and the types of extracted features, should be initially defined. The datasets selected in the paper include one mobile laser scanning benchmark covering the main street in Paris, France [31], and another one from a company Cyclomedia, which mainly covers city scenes in Schiedam, Netherlands. Considering the variety of objects in these two datasets, three classes (i.e., Facade, Ground and Others) are defined in the paper.

2.2. Segmentation

A two-step segmentation procedure is carried out in the paper. The complete point cloud will be firstly segmented into 3D blocks and further into 3D sub-blocks secondly. A block normally consists of one or several sub-blocks. There is no intersection of points among 3D blocks and among 3D sub-blocks.

2.2.1. First Segmentation

Logically, objects own their individual locations on the plane of \( x \) and \( y \) coordinates, except the special case that the projected areas of several objects overlap on the plane, for instance, a tree and the bike under it. At the first segmentation, a cubic division is applied. The point cloud is divided into 3D blocks through the following process. Given the point cloud dataset, the maximum and minimum of \( x \), \( y \) coordinates on the 2D plane is figured out, i.e., \( x_{\text{min}}, x_{\text{max}}, y_{\text{min}}, y_{\text{max}} \). Then a plane bounding rectangle of the whole point cloud is set up, i.e., \([x_{\text{min}}, y_{\text{min}}] \times [x_{\text{max}}, y_{\text{max}}]\). The rectangle is divided into a \( M \times N \) grid of tiles, whose length and width of each tile are both \( R \). \( N_y \) is the smallest integer larger than \((y_{\text{max}} - y_{\text{min}})/R\), \( N_x \) is the smallest integer larger than \((x_{\text{max}} - x_{\text{min}})/R\). Adding the z coordinate for each point in each tile, the 2D tile could be extended to a 3D block, of which the height is decided by the distance of the highest and lowest points inside the 3D block.

2.2.2. Second Segmentation

In some cases, there are points of multiple object classes lying within a single 3D block of the first segmentation. Therefore, spatial distribution of points per 3D block is explored during the second segmentation.

The simplest way is to vertically slice a 3D block into several sub-blocks with a fixed interval. In Figure 2, the variable on the horizontal axis is \( z \) coordinate of points, called physical height \( h \) (m), and the variable on the vertical axis is the number of points. Figure 2 shows that points separately locate in two ranges on the horizontal axis. There is no point in the middle range. Equal slice with a fixed interval (e.g., 2.5 m) forcibly separates these clustered points resulting probably in breaking their integrality, and resulting in empty sub-blocks to occupy memory and computation time. Figure 3 also shows similar examples.

Instead of the segmentation with a fixed interval, FF is used. In early 1800s, the French mathematician Fourier [32] proposed that “any function can be represented by an infinite sum of sine and cosine terms.” The relationship between the physical height and the number of points can be fitted to a periodic function. The troughs of the fitting wave are boundaries, where points of multiple object classes within a single 3D block are adaptively separated into several 3D sub-blocks. The formula for FF is as follows:

\[
y = a_0 + a_1 \cos(\omega x) + b_1 \sin(\omega x)
\]  

especially,
\[y = a_0 + a_1 \cos(w \times x) + b_1 \sin(w \times x)\]
\[= a_0 + \sqrt{a_1^2 + b_1^2} \sin(w \times x + \arctan \frac{a_1}{b_1})\]

\[x = -\frac{\pi}{2} + 2k \pi - \frac{\arctan \frac{a_1}{b_1}}{w}, k = 0, 1, 2, \ldots\]

when \(y\) gets the minimum value.

**Figure 2.** The relationship between physical height and the number of points.

**Figure 3.** The relationship between physical height and the number of points.

In Figure 4, several examples based on FF are visualized during the second segmentation. Figure 4a, for example, shows the histogram of the physical height of points and the number of points in a 3D block. There is one obvious gap on the horizontal axis. Correspondingly, there is exactly one wave trough in the fitting curve (Figure 4b). The discrete points (blue) are the numbers of points in every height interval. The waveform (red) is the fitting curve. The trough value 10 is the boundary threshold of the physical height to segment points into two sub-blocks.
Figure 4. Example-based FF during the second segmentation. The left is the relationship between the physical height and the number of points (a,c,e,g), and the right is the corresponding fitting curve (b,d,f,h).
2.3. Features Exploring

In the section, the focus is to explore height difference and geometrical eigen-features of objects.

2.3.1. Height Difference

Height difference, $\Delta h$, is used to filter ground points in the paper, as the terrain of both datasets selected is almost flat. $\Delta h$ is the distance of the $z$ coordinate between the lowest and highest points of all points belonging to a 3D block. It is computed in each 3D block at the end of the first segmentation. The 3D blocks in grounds present a low height difference. However, vertical objects including facades and others, show a large height difference between their lowest and highest points. Two thresholds $HD_1$ and $HD_2$ of height difference are set. $HD_1$ is to filter ground points. $HD_2$ is to filter high objects, i.e., class Facade in the paper.

2.3.2. Geometrical Eigen-Features

Normally, the linearity feature can be used to detect line structures, the planarity feature can discriminate planar structures, and the scattering feature allows the exhibition of 3D structures [33, 34]. At the end of the second segmentation, three geometrical eigen-features (e.g., linearity $L_\lambda$, planarity $P_\lambda$, and scattering $S_\lambda$) are defined to identify the shape of points in 3D sub-blocks. Details are given below.

Given a 3D point set $P_{set} = \{p_i = (x_i, y_i, z_i) | i = 1, 2, ..., n\}$ within a 3D block, an efficient method to compute and analyze the 3D point set $P_{set}$ is to diagonalize the covariance matrix of $P_{set}$. In a matrix form, the covariance matrix of $P_{set}$ is written as

$$C(P_{set}) = \frac{\sum_{p_i \in P_{set}} w_i (p_i - \bar{p})^T (p_i - \bar{p})}{\sum_i w_i}$$

where $\bar{p}$ represents the mean of the points, that is, $\bar{p} = \frac{1}{n} \sum_{i=1}^{n} p_i$, and $n$ represents the number of points in $P_{set}$. $w_i$ is the weight of point $p_i$, generally $w_i = 1$. The eigenvectors and eigenvalues of the covariance matrix are computed by using a matrix diagonalization technique, that is, $V^{-1}CV = D$, where $D$ is a diagonal matrix containing the eigenvalues, i.e., $\lambda_1, \lambda_2, \lambda_3$ of $C$. $V$ is an orthogonal matrix that contains the corresponding eigenvectors. The obtained eigenvalues are greater than or equal to zero, that is, $\lambda_1 \geq \lambda_2 \geq \lambda_3 \geq 0$. It is worth noting that the occurrence of eigenvalues identical to zero must be avoided by adding an infinitesimal small value. Situation $\lambda_1 >> \lambda_2, \lambda_3$ represents a stick-like ellipsoid, meaning a linear structure. Situation $\lambda_1 \approx \lambda_2 >> \lambda_3$ indicates a flat ellipsoid, representing a planar structure. Situation $\lambda_1 \approx \lambda_2 \approx \lambda_3$ corresponds to a volumetric structure. Based on the geometrical property, three geometrical eigen-features are defined [35]. Here the definitions of the eigen-features of linearity $L_\lambda$, planarity $P_\lambda$, and sphericity $S_\lambda$ are given as follows:

$$L_\lambda = \frac{\lambda_1 - \lambda_2}{\lambda_1}$$

$$P_\lambda = \frac{\lambda_2 - \lambda_3}{\lambda_1}$$

$$S_\lambda = \frac{\lambda_3}{\lambda_1}$$

where $L_\lambda + P_\lambda + S_\lambda = 1$.

2.4. The Rule of End-To-End Match

In Section 2.2, lots of 3D blocks are achieved at the first segmentation. These 3D blocks are further divided into the lots of 3D sub-blocks based on FF at the second segmentation. During the process of the two-step segmentation, height difference and geometrical eigen-features are extracted according to Section 2.3. In this section, made-up labels in terms of extracted features for classifying the objects
are introduced. The base of made-up labeling is the knowledge, that is, people’s understanding of the extracted features. Simply speaking, every sub-block is given a made-up label based on height difference of points. Then we use the three eigen-features of points inside the sub-block to generate another label. As a result, the sub-block is presented by a 2D vector expression of the combination of these two made-up labels. The process includes the following two aspects in detail.

On the one hand, each 3D block is given a made-up label at the end of the first segmentation based on two thresholds of height difference $HD_1, HD_2$. For example, given a 3D block $B$ and in which height difference of points is $\Delta_B$. The made-up label $L_B$ of the 3D block $B$ at the first segmentation is marked as follows:

$$L_B = \begin{cases} 0, & \text{if } \Delta_B < HD_1 \\ 1, & \text{if } HD_1 \leq \Delta_B < HD_2 \\ 2, & \text{if } \Delta_B \geq HD_2 \end{cases}$$ (2)

On the other hand, given a sub-block $b$ which is a subset of the 3D block $B$, three eigen-features of $b$ separately are $L_{b,\lambda}, P_{b,\lambda}$, and $S_{b,\lambda}$. The shape of points in the sub-block $b$ is identified based on two thresholds $l_{\lambda}, p_{\lambda}$. The made-up label $L_b$ of the sub-block $b$ at the second segmentation follows the rule: $L_b$ is set to be 0 if $P_{b,\lambda} > p_{\lambda}$, or set to be 1 for $L_{b,\lambda} > l_{\lambda}$, or 2 for other cases.

As $b$ is a subset of $B$, the made-up label of $b$ is as the same as $B$’s at the first segmentation. Therefore, combining these two made-up results, the sub-block $b$ is manually marked as $[L_B, L_b]$, $L_B \in \{0, 1, 2\}, L_b \in \{0, 1, 2\}$. In total there are nine combinations of made-up labels. Without loss of generality, suppose that the combination of made-up labels of $b$ is $[2, 0]$, the first element “2” means the height difference $\Delta h$ of points of the block $B$ is larger than $HD_2$ at the first segmentation. The second element “0” means the shape of clustered points of the sub-block $b$ looks linear at the second segmentation. The idea to set rules of end-to-end match is simple. The three defined classes are counted, which each combination of made-up labels corresponds to for the training dataset. Then an optimal surjective relation from the combinations of made-up labels to the three classes are produced. The expected diagram is in Figure 5.

![Figure 5. Surjective relation from made-up label combinations to three defined classes.](image-url)
In the paper, several sub-blocks are achieved, each of which store a few points, one single point, or no point. In the training process, the class for the entire sub-block is defined as the class of points inside it by voting. In most cases, there are points of multiple categories lying within a single sub-block. A vote approach is applied to decide the class of the sub-block, that is, the class with the most points in the sub-block will be treated as the representative class of the sub-block. In the rare case where two or more classes have equal number of points, just a random one is picked.

3. Experiment and Result Analysis

3.1. Datasets

3.1.1. Paris-Rue-Madame Dataset

The Paris-Rue-Madame dataset [31] contains 3D mobile laser scanning data from Rue Madame, a street in the 6th Parisian district, France. It includes two files. Figure 6 presents one of the 3D point clouds of this dataset colored by the physical height (Z coordinate), and the object class.

![Figure 6. 3D point clouds colored by its available fields from Rue Madame. (a) physical height (Z coordinate); (b) Object class.](image)

3.1.2. The Cyclomedia Dataset

Provided by a company Cyclomedia, the dataset mainly covers city scenes in Schiedam, Netherlands. It contains 6,332,595 points in the Cyclomedia dataset without label information.

3.2. Evaluative Criteria

Precision, recall and overall accuracy (OA) are employed to evaluate the performance of the method. Those expressions are listed as follows.

Precision—a measure of exactness or quality.

\[
P_i = \frac{TP}{TP + FP} = \frac{F_{i,1,1}}{F_{i,1,1} + F_{i,2,1}}\]

Recall—a measure of completeness or quantity.

\[
R_i = \frac{TP}{TP + FN} = \frac{F_{i,1,1}}{F_{i,1,1} + F_{i,1,2}}\]
Overall accuracy (OA):
\[ R_i = \frac{TP + TN}{TP + FP + FN + TN} = \frac{F_{i,1,1} + F_{i,2,2}}{F_{i,1,1} + F_{i,1,2} + F_{i,2,1} + F_{i,2,2}} \]

where four related variables \( F_{i,1,1}, F_{i,1,2}, F_{i,2,1}, \) and \( F_{i,2,2} \) are listed in Table 1.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_{i,1,1} )</td>
<td>true positives (TP), point samples in class ( i ) are assigned to the class ( i ).</td>
</tr>
<tr>
<td>( F_{i,1,2} )</td>
<td>false negatives (FN), point samples in other classes are assigned to the class ( i ).</td>
</tr>
<tr>
<td>( F_{i,2,1} )</td>
<td>false positives (FP), point samples in class ( i ) are assigned to other classes.</td>
</tr>
<tr>
<td>( F_{i,2,2} )</td>
<td>true negatives (TN), point samples in other classes are assigned to other classes.</td>
</tr>
</tbody>
</table>

3.3. Parameter Setting

- The size per tile, \( R \)

  The size of the tile at the first segmentation could refer to various objects in urban scenes. A range of the tile size is experimentally set in \([0.2, 0.6]\), and the step length is 0.1 m in the paper.

- Height difference, \( \Delta h \)

  In Section 2.3.1, \( HD_1 \) is for ground point filtering. \( HD_2 \) is for high object filtering, such as facades. The range of \( HD_1 \) is experimentally set in \([0.2, 0.6]\), and the step length is 0.1 m. Also, the range of \( HD_2 \) is set in \([3, 7]\), and the step length is 1 m in the paper.

- \( l_\lambda \) and \( p_\lambda \)

  In the paper, the range of \( l_\lambda \) and \( p_\lambda \) is set in \([0.5, 0.8]\), and the step length is 0.1. In particular, \( l_\lambda \) always equals to \( p_\lambda \).

  Figure 7 shows the two overall accuracies of the proposed approach tested by the training file of the Paris-Rue-Madame dataset [31] versus the variation of above parameters. The blue line shows the OA across the original and re-labeled classes. The orange line shows the OA across the re-labeled and the final predicted classes. The term re-labeled class and final predicted class will be explained in detail in Section 3.4. In Figure 7a, two overall accuracies are both larger than 94%, and the optimal point is located at \( R = 0.5 \) m. The optimal points in Figure 7b–d are respectively located at \( HD_1 = 0.2 \) m, \( HD_2 = 3 \) m, and \( l_\lambda = p_\lambda = 0.8 \). The following parameters of all experiments in the training process are set to be: \( R = 0.5 \) m, \( HD_1 = 0.2 \) m, \( HD_2 = 3 \) m, and \( l_\lambda = p_\lambda = 0.8 \). It is worth noting that overall accuracies keep stable in three blue lines of Figure 7b–d as \( R \) all is fixed at 0.5 m.

3.4. Result Analysis: Paris-Rue-Madame Dataset

The dataset contains two PLY files with 10 million points each. Each file contains a list of \((X, Y, Z, \text{reflectance, label, class})\) points, where class determines the object category. This database contains 642 objects categorized in 26 classes, which are further organized into three classes as shown in Table 2. The first file is chosen for training and the second file is for testing in this paper.
Figure 7. The overall accuracies (OA) of the proposed approach tested by the training file of the Paris-Rue-Madame dataset versus the variation of above parameters. (a) OA versus R; (b) OA versus $HD_1$; (c) OA versus $HD_2$; (d) OA versus $l_{\lambda}$ and $p_{\lambda}$.

Table 2. Three classes and the number of points in the Paris-Rue-Madame database. (NoPs: Number of points).

<table>
<thead>
<tr>
<th>Class Name</th>
<th>NoPs First File</th>
<th>NoPs Second File</th>
</tr>
</thead>
<tbody>
<tr>
<td>Others</td>
<td>897,524</td>
<td>1,099,746</td>
</tr>
<tr>
<td>Facade</td>
<td>4,769,417</td>
<td>5,209,018</td>
</tr>
<tr>
<td>Ground</td>
<td>4,333,059</td>
<td>3,691,236</td>
</tr>
<tr>
<td>Total</td>
<td>10,000,000</td>
<td>10,000,000</td>
</tr>
</tbody>
</table>

3.4.1. The Feasibility of Fourier Fitting

FF is introduced in Section 2.2.2. The aim is to separate points of multiple object classes lying within a single block of the first segmentation. The feasibility of FF is tested by two steps. It contains (i) re-label the class for the entire sub-block as the class of points inside it by voting; (ii) compare the label changes for each point before and after re-labeling. Examples in Figure 4 already visually present the positive role of FF. Here the feasibility of FF on the training file of the Paris-Rue-Madame database are quantificationally demonstrated.

Table 3 shows statistical results of re-labeling on the training file of Paris-Rue-Madame database. The OA is 96.46%. Most points of three classes still stay in the original classes. The error rate of re-labeling is less than 0.05, which means that FF could adaptively group points of the same class into the same sub-block. Figure 8 shows the training file of the Paris-Rue-Madame database before and after re-labeling. Because of the low error rate, two sub-figures in Figure 8 looks almost the same.
Table 3. Overall results across the original and re-labeled classes on training file of the Paris-Rue-Madame database. O-xxx: Original-xxx. R-xxx: Relabeled-xxx. OA: overall accuracy.

<table>
<thead>
<tr>
<th>Class</th>
<th>R-Others</th>
<th>R-Facade</th>
<th>R-Ground</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>O-Others</td>
<td>809,775</td>
<td>1288</td>
<td>86,461</td>
<td>0.9022</td>
</tr>
<tr>
<td>O-Facade</td>
<td>2640</td>
<td>4,751,876</td>
<td>14,901</td>
<td>0.9963</td>
</tr>
<tr>
<td>O-Ground</td>
<td>91,020</td>
<td>157,935</td>
<td>4,084,104</td>
<td>0.9425</td>
</tr>
</tbody>
</table>

Recall 0.8963 0.9676 0.9758

OA 0.9646

Figure 8. The training file of the Paris-Rue-Madame database before and after re-labeling. (a) original scene; (b) the re-labeled scene.

3.4.2. End-To-End Match

Section 2.4 states the significance behind the combinations of made-up labels. The section presents how to build the end-to-end match with this significance. Based on the knowledge, the first match of end-to-end is between class Ground and the combinations \([0, *]\) (\(*)\ means all made-up labels at the second segmentation, including “0” for planarity, “1” for linearity and “2” for scattering). Figure 9 shows the comparison of the filtering results of ground points between the proposed method and CloudCompare software. Figure 9b shows the errors scattered around the boundaries of different objects by CloudCompare software. In Figure 9c, the main mistakes of the proposed method locate within the area where the height of points is over 0.2 meter. In the red box of Figure 9c, Z means the physical height of the point is 0.516600 m. Table 4 shows the comparison of ground point filtering with precision and recall between these two methods. The proposed method performs better on both precision and recall. Considering the advantages and disadvantages of these two methods for ground point filtering, the combination of these two methods will be used to improve the filtering result of ground points in future work.

The ground truth of class Facade and Others and point clouds in terms of the corresponding combinations are compared in Figure 10. Figure 10a presents the ground truth of facade points in color orange, and Figure 10b shows the points in combinations \([2, 1]\) and \([2, 2]\). There are no sub-blocks in the form of \([2, 0]\) for the training file of the Paris-Rue-Madame database. The main body of class Facade is colored in orange \((2, 1)\). Points in color rosy red \((2, 2)\) are attachments of facade, which also belong to class Facade. Figure 10c presents the ground truth of class Others in color red. Points of the combinations \([1, *]\) (\(*)\ means all made-up labels at the second segmentation, including “0” for planarity, “1” for linearity and “2” for scattering) are displayed in Figure 10d. Figure 10e gives the whole view of final classification result.
Figure 9. The comparison of the filtering results of ground points between the proposed method and CloudCompare software. (a) original scene; (b) CloudCompare software; (c) the proposed method.

Table 4. The comparison of ground point filtering with precision and recall between CloudCompare software and the proposed method.

<table>
<thead>
<tr>
<th></th>
<th>The CloudCompare</th>
<th>The Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.9738</td>
<td>0.9856</td>
</tr>
<tr>
<td>Recall</td>
<td>0.9201</td>
<td>0.9240</td>
</tr>
</tbody>
</table>

Finally, the knowledge-based end-to-end match is built from the combinations of made-up labels to three original classes: the combinations [0, *] matches class Ground, the combinations [2, *] matches class Facade, and the combinations [1, *] matches class Others.

Table 5 gives the overall results across the re-labeled and final predicted classes of the training file of Paris-Rue-Madame database by the end-to-end rule. The entry at the (i + 1)-th row and the (j + 1)-th column denotes the number of points of the re-labeled class of corresponding row that are classified as the class of corresponding column, i, j = 1, 2, 3. The OA is 95.41%. The proposed method performs well on class Facade with both precision and recall. The street from Rue Madame slopes slightly. Part points of class Others located in low terrain easily confuse with points of class Ground. In Table 5, 292,514 points of class Others are misclassified into class Ground. In reverse, 35,395 points of class Ground are misclassified into class Others.
Figure 10. The ground truth of class Facade and Others and point clouds in terms of the corresponding combinations. (a) ground truth of class Facade; (b) the form [2, 1] and [2, 2]; (c) ground truth of class Others; (d) the form [1, ∗]; (e) the final classification result.

Table 5. Overall results across the re-labeled and final predicted classes of the training file of Paris-Rue-Madame database. P-xxx: Predicted-xxx.

<table>
<thead>
<tr>
<th>Class</th>
<th>P-Others</th>
<th>P-Facade</th>
<th>P-Ground</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-Others</td>
<td>602,111</td>
<td>8810</td>
<td>292,514</td>
<td>0.6665</td>
</tr>
<tr>
<td>R-Facade</td>
<td>50,636</td>
<td>4,813,912</td>
<td>46,551</td>
<td>0.9820</td>
</tr>
<tr>
<td>R-Ground</td>
<td>35,395</td>
<td>24,997</td>
<td>4,125,074</td>
<td>0.9856</td>
</tr>
<tr>
<td>Recall</td>
<td>0.8750</td>
<td>0.9930</td>
<td>0.9240</td>
<td></td>
</tr>
<tr>
<td>OA</td>
<td></td>
<td></td>
<td></td>
<td>0.9541</td>
</tr>
</tbody>
</table>
3.4.3. Performance Test

The second file of the Paris-Rue-Madame database is used as a test. Tables 6 and 7 separately show the overall results across the classes. The OA is 97.30% and 95.22% respectively. In Table 7, misclassification mainly happens between class Ground and Others as slight slope in the street of the 6th Parisian district. Table 8 shows a comparison with the results [36] in the same dataset [31]. Considering the difference of class defining, the results of two same classes Ground and Facade are selected out to make a comparison. The proposed method performs better except for precision of class Ground. The expected use case in the paper is 3D city maps, there is no need to focus on improving the accuracy of misclassification. Figure 11 show the test file before and after re-labeling, and the final classification result. It displays that the proposed method could perform on object classification of these three classes. The red area on the lower right in Figure 11c shows the mistake of ground point filtering.

In addition, the algorithm runs on a computer with Intel(R) Core(TM) i7-7700HQ CPU @ 2.80 GHz with 4 cores, RAM 16.0 GB. The programming language is in MATLAB. The computation time for the complete test process is less than 80 min.

![Figure 11](image_url)

**Figure 11.** The test file before and after re-labeling, and the final result. (a) original scene; (b) after re-labeling; (c) the final result.
Table 6. Overall results across the original and re-labeled classes on test file of the Paris-Rue-Madame database.

<table>
<thead>
<tr>
<th>Class</th>
<th>R-Others</th>
<th>R-Facade</th>
<th>R-Ground</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Others</td>
<td>1,027,226</td>
<td>6564</td>
<td>65,956</td>
<td>0.9341</td>
</tr>
<tr>
<td>Facade</td>
<td>1914</td>
<td>5,198,408</td>
<td>8696</td>
<td>0.9980</td>
</tr>
<tr>
<td>Ground</td>
<td>21,166</td>
<td>165,372</td>
<td>3,504,698</td>
<td>0.9495</td>
</tr>
<tr>
<td>Recall</td>
<td>0.9780</td>
<td>0.9680</td>
<td>0.9791</td>
<td></td>
</tr>
<tr>
<td>OA</td>
<td></td>
<td></td>
<td></td>
<td>0.9730</td>
</tr>
</tbody>
</table>

Table 7. Overall results across the re-labeled and final predicted classes on test file of the Paris-Rue-Madame database.

<table>
<thead>
<tr>
<th>Class</th>
<th>P-Others</th>
<th>P-Facade</th>
<th>P-Ground</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-Others</td>
<td>954,408</td>
<td>14,940</td>
<td>80,958</td>
<td>0.9087</td>
</tr>
<tr>
<td>R-Facade</td>
<td>63,126</td>
<td>5,301,491</td>
<td>5727</td>
<td>0.9872</td>
</tr>
<tr>
<td>R-Ground</td>
<td>231,687</td>
<td>81,848</td>
<td>3,265,815</td>
<td>0.9124</td>
</tr>
<tr>
<td>Recall</td>
<td>0.7640</td>
<td>0.9821</td>
<td>0.9841</td>
<td></td>
</tr>
<tr>
<td>OA</td>
<td></td>
<td></td>
<td></td>
<td>0.9522</td>
</tr>
</tbody>
</table>

Table 8. A comparison with the results [36] in the same dataset [31].

<table>
<thead>
<tr>
<th></th>
<th>Weinmann et al. [36]</th>
<th>The Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Facade</td>
<td>0.964</td>
<td>0.958</td>
</tr>
<tr>
<td>Ground</td>
<td>0.960</td>
<td>0.911</td>
</tr>
</tbody>
</table>

3.5. Result Analysis: Cyclomedia Dataset

In the section, the proposed method is applied to the Cyclomedia dataset which does not contain label information. In 2007, West et al. proposed the concept of transfer learning [37], “a research problem in machine learning that focuses on storing knowledge gained while solving one problem and applying it to a different but related problem.” A simple example is that the knowledge gained while learning to identify cars could apply when trying to identify trucks. Here, the knowledge and the rule of end-to-end match of urban objects in the Paris-Rue-Madame database is transferred applying to the Cyclomedia dataset. Figure 12 gives the original scene and the final result of the Cyclomedia dataset. The parameter values are set to be: $R = 0.5$ m, $HD_1 = 0.5$ m, $HD_2 = 5$ m, and $L_\lambda = P_\lambda = 0.7$. The process of parameter setting for the Cyclomedia dataset is the same to which of the Paris-Rue-Madame dataset. As the scenes change from Rue Madame to Schiedam, the parameters differ.

![Figure 12](image.png)
The color of points in Figure 12a is the original RGB value acquired by sensors. In Figure 12b, most points of classes Facade and Ground are properly classified. However, part of trees and high-poles are confused with buildings. The main cause of the confusion is that $\Delta h$ of this part of trees and high-poles in the Cyclomedia dataset is larger than $H_D$. According to the rule of end-to-end match in Section 2.4, these parts are misclassified as class Facade. In addition, it contains 6,332,595 points in the Cyclomedia dataset, and the computation time for the complete procedure is approximately one hour.

3.6. Discussion

To create a comfortable life environment, almost objects in urban city exist based on human knowledge. In other words, basic pattern of artificial objects in public places is similar in different cities and countries. Height difference and geometrical eigen-features just reflect these similar characteristics of objects. In the paper, the knowledge-based end-to-end match is built between the combinations of made-up labels and three defined classes: the combination $[0, \ast]$ matches class Ground; the combination $[2, \ast]$ matches class Facade; the combination $[1, \ast]$ matches class Others. Taking the Cyclomedia dataset as an example to explain the second match. Statistical results show that a 3D block is segmented into five 3D sub-blocks in most cases, and the physical height of facades in the Cyclomedia dataset is higher than 15 meters. The average height of each sub-block is more than 3 meters. Then it is easy to imagine that the shape of points in sub-blocks of class Facade accompanying with the tile size 0.5 m looks linear. That is why the main body of class Facade is colored in orange ((2, 1)).

It is worth noting three special situations for correcting part made-up labels of 3D sub-blocks.

- **Situation I**: small $h$ but large $\Delta h$

  This situation suits for the ground points, which overlap with other objects on the plane of $x$ and $y$ coordinates during the first segmentation. Generally, for the sub-blocks, which only contain ground points after the two-step segmentation, their first made-up labels are corrected by comparing the physical height of points inside them with threshold $H_D$.

- **Situation II**: large $h$ but small $\Delta h$

  The height difference $\Delta h$ of the attachment of facades probably is lower than $H_D$. As the same operation as in situation I, the physical height of points of 3D blocks in the form of $[0, \ast]$ is compared with threshold $H_D$ to adjust their first made-up labels.

- **Situation III**: majority

  It is possible that there are points of multiple object classes lying within a single sub-block after the two-step segmentation. It is common at the boundary of multiple objects. For example, it mainly contains ground points in a 3D sub-block, mixing up with a few points of a car. $H_D$ of the sub-block is impacted by these car points, resulting the misclassification of these ground points. The problem is solved by voting the neighborhoods of the 3D sub-block. A 2D example is given in Figure 13. Centered grid $C$ is labeled by symbol I, the labels of its neighborhoods are counted. By voting, the grid $C$ is labeled by symbol II. In the rare case where two or more symbols have equal number, just a random one is picked. The local correction of the Paris-Rue-Madame database and the Cyclomedia dataset are shown in Figure 14. Figure 14a,c show the points mixture of multiple objects. Figure 14b,d show the modified results.

However, due to the complexity of urban scenes and the limitation of defined features, there are still some confusions in Figure 15. While more features are defined, these three defined classes could be segregated into a multi-class (>3) problem to classify complex objects. There will be a unique end-to-end match between one combination of made-up labels and one object. What is more, these discriminating features can be used in other point cloud applications. For instance, they can help to label raw datasets and generate training samples. In addition, the proposed method has good performance at the cost of
resetting parameters while applying in different urban scenes. Fortunately, the computation time is not a burden because the proposed approach does not need heavy training process.

**Figure 13.** Voting based on neighborhoods.

**Figure 14.** The comparison before and after correction of the Paris-Rue-Madame database and the Cyclomedia dataset. (a) before (The Paris-Rue-Madame database); (b) after (The Paris-Rue-Madame database); (c) before (the Cyclomedia dataset); (d) after (the Cyclomedia dataset).

**Figure 15.** Some remaining confusions.
4. Conclusions and Future Work

In this paper, an adaptive end-to-end approach based on knowledge for object classification is proposed. In comparison to common classification methods which need massive training samples, only basic knowledge of objects in urban scenes is needed. FF is used to adaptively produce sub-blocks at the second segmentation. Overall accuracies across the original and re-labeled classes are both over 96% as in Tables 3 and 6, which demonstrates the feasibility of FF. Two types of features, height difference ($\Delta h$) and geometrical eigen-features, are defined to provide made-up labels for points of sub-blocks. The final result on the test file of the Paris-Rue-Madame dataset is 95.22%. The proposed approach is also tested on the Cyclomedia dataset. In summary, qualitative and quantificational experimental results show the proposed approach has promising performance for objects classification in various urban scenes. Additionally, the proposed approach can save lots of the computation time without heavy training process.

In future work, it is the core to define more discriminating features for classifying confused objects into right classes. For instance, part of trees and high pole-likes are mixed with facades, point density will be an option for this problem. Generally, for a “linear” object, points of which should be close in space and have the same/similar principal direction. For a “planar” object, points of which should be close in space and have the same/similar normal vector. Also, for a “spherical” object, points of which should be close in space but without the constraints of principle direction and normal vector. Therefore, in the next step, considering improving the performance in confused objects, region growing [38] with these three features is a good option. In addition, the thresholds $HD_1$ and $HD_2$ fixed in the paper, can be flexibly adjusted based on the diverse objects in urban scenes.
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