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Structural health monitoring data fusion for in-situ life prognosis of composite structures

Nick Eleftheroglou, Dimitrios Zarouchas, Theodoros Loutas, Rene Alderliesten, Rinze Benedictus

A novel framework to fuse structural health monitoring (SHM) data from different in-situ monitoring techniques is proposed aiming to develop a hyper-feature towards more effective prognostics. A state-of-the-art Non-Homogeneous Hidden Semi Markov Model (NHHSMM) is utilized to model the damage accumulation of composite structures, subjected to fatigue loading, and estimate the remaining useful life (RUL) using conventional as well as fused SHM data. Acoustic Emission (AE) and Digital Image Correlation (DIC) are the selected in-situ SHM techniques. The proposed methodology is applied to open hole carbon/epoxy specimens under fatigue loading. RUL estimations utilizing features extracted from each SHM technique and after data fusion are compared, via established and newly proposed prognostic performance metrics.

1. Introduction

When the degradation process of a component/structure is monitored, maintenance can be planned dynamically (condition based maintenance) instead of periodically (scheduled maintenance) based on health monitoring data [1,2]. This requires prognostic capability for predicting the damage evolution of the degradation state of the component/structure in the future. The word prognostics is originally a Greek word which means to know in advance, to foresee [3]. In engineering, prognostics are defined as the estimations of the remaining useful life (RUL) of a component, which is degrading during its operation time [4].

In general, prognostic modeling options can be classified into four types; reliability based, physics-based, data-driven and hybrid [3,5]. In industrial applications of components and machinery almost all the aforementioned approaches have found applications. In structural prognostics on the other hand, relevant literature is quite limited. Chiachio et al. [6,7] and Corbetta et al. [8] have recently utilized a Bayesian filtering framework that incorporates information from empirical damage models and health monitoring data in order to enable predictions of the remaining useful life of composite materials. They utilized state-of-the-art empirical models for matrix cracking, delaminations and crack growth to predict through the use of particle filtering the future damage states and thus estimate the remaining life. However, the parameters of those empirical models, i.e. the fitting parameters of Paris relation power-law relationship [9,10], depend on the type of failure, loading case, geometry and stacking sequence, limiting the applicability of these models to coupons rather than in complex composite structures.

In contrast, the main idea behind prognostic data-driven models is to use health monitoring representative training data from the studied component (independent on its complexity in terms of loading conditions, geometry etc.), in order to estimate a mathematical model's parameters (θ). Then, based on the trained model a probability density function of the RUL can be determined. Characteristic examples of data-driven prognostic approaches for composite materials/structures are presented hereafter.

Liu et al. [11] utilized Gaussian processes, as a mathematical model, to perform non-linear regression. Gaussian process was trained with acoustic emission (AE) data and Lamb wave signals in order to estimate the RUL of composite beams. By comparing the RUL estimations of Lamb wave signals and AE data, it can be seen that Lamb’s RUL estimations were better than AE’s RUL estimations. The same research team in [12] proposed a prognostic methodology, which consisted of real time sensor signals from strain gages, direct cross-correlation analysis and a Gaussian process trained with off-line data to perform the non-linear regression prognostic task. Notched carbon/epoxy composite specimens under fatigue loading were used. Eleftheroglou and Loutas
and Eleftheroglou et al. [14] proposed the use of a multi-state degradation model, i.e. the Non-Homogenous Hidden Semi Markov Model (NHHSMM), for the in-situ prognostics of open hole carbon/epoxy specimens under fatigue loading. They used AE or strain measurements [14] to estimate the parameters of the NHHSMM and successfully used it to obtain RUL estimates in unseen data with uncertainty quantification. In Loutas et al. [15] two data-driven prognostic models, i.e. NHHSMM and Bayesian Neural Networks (BNN), utilizing AE measurements, were compared via several prognostic performance metrics. Fatigue tests were performed in open hole carbon/epoxy specimens. The NHHSMM clearly excelled the performance metrics at this study. The aforementioned case studies represent some prognostic models that are encountered in the literature on application to composite structures/materials.
In the SHM community [16,17], it has been long known that various health monitoring techniques have different sensitivities to composite structures’ failure mechanisms. The process of extracting information from different monitoring techniques and integrate them into a consistent, accurate and reliable data set is known as data fusion and it has been already successfully applied to damage diagnostics [18–20]. In principle, data fusion can be implemented in three levels; raw multi-sensor data fusion, feature-level fusion and decision-level fusion. Raw data fusion should be treated with caution as sensor recordings may have different acquisition, pre-filtering and amplification settings. In addition, raw data fusion needs to have as input commensurate data. As a result, feature-level and decision-level fusion are more common [21].

By combining features extracted from different sensors or monitoring techniques and integrating them into a single feature, is known to enhance the diagnostics performance [21,22]. Data fusion for structural prognostics purposes has never been attempted according to the authors best knowledge. We expect the prognostic performance to be improved when fusing SHM data from various monitoring techniques. In order to quantify this statement various prognostic performance metrics are employed for the comparison.

In this study a data-driven approach is followed utilizing a sophisticated stochastic model, i.e. the Non-Homogeneous Hidden Semi Markov model (NHHSMM), since the physics of composite structures’ damage evolution is not yet fully understood or explained by a mathematical model of global validity and recent advances in SHM technologies enable us to continuously monitor composite structures during their operation time [23]. Furthermore, we follow the feature-level data fusion strategy combining features extracted from two different SHM techniques and introducing new hyper-features of higher monotonicity that it is expected to improve the RUL estimations. Acoustic Emission (AE) and Digital Image Correlation (DIC) techniques are employed to monitor the damage evolution during fatigue loading. The first provide data related to the failure mechanisms that occur after energy release due to damage formulation in micro-scale level and the latter measures surface strain fields.

The main objective of this paper is to investigate the potential of SHM data fusion for structural prognostics of composite structures. Emphasis is given in improving the prognostic performance. The main contributions of the present study are listed below:

- A novel data fusion methodology is proposed that is able to combine heterogeneous monitoring data i.e. AE and DIC data.
- Application of a sophisticated data-driven prognostic model, i.e. NHHSMM, for the very first time with fused data.
- Two new prognostic performance metrics are proposed i.e. Modified Mann–Kendal (MMK) monotonicity metric and Confidence Intervals Distance Convergence (CIDC) metric.

The remainder of this paper is organized as follows. In Section 2, the selected RUL prediction methodology is described where its feature extraction process, SHM data fusion methodology, prognostic model and prognostic performance metrics are discussed. A case study analysis follows in Section 3 and finally the paper is concluded in Section 4.

2. Remaining useful life prediction methodology

The goal of the remaining useful life prediction methodology is to estimate the composite structure’s RUL probability density function. In order to facilitate that, health monitoring data are utilized to train a mathematical model (i.e. estimate its parameters θ), which will provide the RUL estimations. Fig. 1 summarizes the RUL prediction methodology, which is proposed in this paper.

In the framework of this study, SHM data i.e. AE and DIC data during constant amplitude fatigue tests in open-hole composite coupons are used. The available SHM data can be divided to training and testing sets. However, the raw AE and DIC data include noise so a feature extraction process is required in order to produce features with strong prognostic suitability. A detailed description of the term ‘prognostic suitability’ is given in Section 2.1. In the case that more than one monitoring techniques are available, a data fusion strategy can be implemented to enhance the prognostic performance of the available SHM data (Section 2.2). The current study proposes a new feature-level data fusion strategy, which combines features from the AE and DIC techniques.

Based on the available training SHM features the parameters θ of the mathematical model, that is utilized to provide with the RUL predictions, are estimated (Section 2.3). In the present study we utilize a stochastic multi-state degradation model, such as NHHSMM, based on its successful implementation in our previous investigations [13,14]. Three different NHHSMMs are trained after using features extracted from the training set of AE, DIC and fused AE & DIC. After training the respective NHHSMMs, health monitoring observations from an unseen case (testing set) may feed the models after the relevant pre-processing and obtain the mean/median RUL estimations and the associated 90% confidence intervals (Section 2.4). Special metrics are introduced (Section 2.5) so as to evaluate the performance of the SHM data.

2.1. Data pre-processing and feature extraction

A set of metrics in order to illustrate a feature extraction process has been proposed in the relevant literature and consists of monotonicity, prognosability and trendability [24–27]. Monotonicity characterizes a parameter’s general increasing or decreasing trend, prognosability measures the spread of a parameter’s failure value and finally, trendability indicates whether degradation histories of a specific parameter have the same underlying trend.

In order to produce features with strong prognostic capability, the aforementioned metrics can be used as feature design properties. In this paper, the feature extraction process is based on monotonicity since a feature that is sensitive to the degradation process is desirable to have a monotonic trend [25,26,28]. Prognosability is excluded from the present feature extraction process since NHHSMM dictates that the last observation of the monitoring data must be unique and common for all the degradation histories [13,29,30]. The feature extraction process does not take into account the influence of trendability since the target of this work is to identify monotonicity’s influence in prognostics.

A second key element of the NHHSMM is that the monitoring data’s domain should be discrete [13,29,30]. Different methods, such as vector quantization and clustering can be used to discretize the available monitoring data [31]. In this paper the unsupervised k-means algorithm is used to cluster and quantize the features extracted from the SHM data. The target of using k-means algorithm is to find the optimal number of discrete levels, which delivers features with maximum monotonicity. To quantify the monotonicity we introduce the Modified Mann–Kendall (MMK) criterion, Eq. (1).

\[
\text{MMK} = \frac{\sum_{i=1}^{D} \sum_{j=1, j>1}^{D} (t_j - t_i) \text{sgn}(y(t_i) - y(t_j))}{\sum_{i=1}^{D} \sum_{j=1, j>1}^{D} (t_j - t_i)} \times 100\%
\]  

(1)

where \(y(t_i)\) the feature value at time of measurement \(t_i\), \(D\) the number of measurements and \(\text{sgn}(x) = \begin{cases} -1 & \text{if } x < 0 \\ 0 & \text{if } x = 0 \\ 1 & \text{if } x > 0 \end{cases} \).

The advantages of the MMK criterion, over the classical Mann–Kendall criterion [32], are explained below:

- Mann–Kendall (MK) values have not any informative meaning. For example, in the current case study the MK values’ range is \((10^5, 4 \times 10^5)\). However, MMK value as defined in (1) expresses a percentage of monotonicity in the range \([-1,1]\). If MMK = 1 the degradation history is strictly increasing, if MMK = −1 the degradation history is strictly decreasing. In any other case the degradation
history is not strictly monotonic.

- Secondly, based on the MMK criterion each degradation history has the same monotonicity weight. On the other hand, the classical MK criterion is biased since a longer degradation history gives a higher MK value.

The objective of the feature extraction process as implemented in this study, is to obtain quantized degradation histories with the as high monotonicity as possible using features from AE data, DIC data and fused ones.

2.2. Data fusion methodology

The fusion scheme receives as inputs the quantized AE and DIC features, where the following equation explains the rationale behind the fusion process.

\[ f_f(DIC, AE) = \sum_{j=0}^{M} \sum_{i=0}^{M} a_{ij}DIC^j \cdot AE^i \]  

where \( f_f \) is the fused output feature, \( a_{ij} \) are constant coefficients that control the weight of the exponential DIC and AE features’ product and \( M \) the maximum polynomial degree power that these features can use. The Modified Mann–Kendall (MMK) criterion, Eq. (1), is adopted to enable the data fusion process and is expressed in Eq. (3). MMK is used as an objective function to be maximized and thus determine which polynomial degree \( M \) and constant coefficients \( a_{ij} \) give the most monotonic fused feature.

\[ \text{MMK}(a_{ij}, M) = \left \{ \begin{array}{ll} \sum_{k=1}^{K} \sum_{i=1}^{M} \sum_{j=1}^{M} \left \{ f_f^j(i_{(k)}) - i_{(k)} \right \} \text{sgn} \left \{ f_f^j(i_{(k)}, M) - f_f^j(i_{(k)}, M) \right \} \cdot 100 \% & \text{if } \sum_{k=1}^{K} \sum_{i=1}^{M} \sum_{j=1}^{M} \left \{ f_f^j(i_{(k)}) - i_{(k)} \right \} \text{sgn} \left \{ f_f^j(i_{(k)}, M) - f_f^j(i_{(k)}, M) \right \} \\
0 & \text{otherwise} \end{array} \right. \]  

where \( K \) is the number of available quantified degradation histories (e.g. the number of tested specimens), \( f_f^j(i_{(k)}) \) the fused feature value at time of measurement \( t_{(k)} \) for the \( k \)th specimen, \( d_k \) the number of the \( k \)th specimen’s measurements and \( \text{sgn}(x) = \left \{ \begin{array}{ll} -1 & \text{if } x < 0 \\
0 & \text{if } x = 0 \\
1 & \text{if } x > 0 \end{array} \right. \)

The constant polynomial coefficients \( a_{ij} \) for each polynomial degree \( M \), are based on the optimization problem described in Eq. (4) with the monotonicity obtained by the MMK criterion as the objective function. For the aforementioned optimization problem, different optimization techniques were used i.e. Nelder–Mead, Neural Networks, Particle Swarm Optimization (PSO), Genetic Algorithms and OptQuest/NLP (QNL). For this exercise, it was found that QNL [33] is the most efficient optimization technique regarding the computational time of the parameters \( a_{ij} \) and \( M \). The unconstrained optimization problem is formulated as:

\[ a_{ij}^{\text{opt}} = \text{argmax}_{a_{ij}} \text{MMK}(a_{ij}, M) \]  

In conclusion, the outputs of the proposed data fusion methodology are the optimum polynomial degree \( M \) and the optimum constant coefficients \( a_{ij} \) based on the MMK monotonicity, Eq. (4).

2.3. Stochastic modeling

The aim of the NHHSMM is to correlate the damage accumulation process, which is normally hidden, with the SHM data (observations). NHHSMM has the capabilities, as a state space model, to achieve this correlation as it consists of a bi-dimensional stochastic process where the first process forms a finite Semi Markov chain (SMC) not directly observed i.e. the damage sequence and the second process, conditioned on the first, forms a sequence of conditionally independent random variables i.e. the SHM features. Only a brief description of the model is presented hereafter in order to aid the coherence of the paper’s structure. The interested reader can refer to Moghadass and Zuo [29,30], who set the original framework, as well as Eleftheroglou and Loutas [13], who implemented it in structural prognostics, for a more detailed description.

The model’s parameters \( \theta \) are obtained via a maximum likelihood estimation approach. Moghadass and Zuo [29,30] proposed a method for defining the Maximum Likelihood Estimator (MLE) \( \theta^* \) of the model parameter \( \theta \), which maximizes the likelihood function \( L(\theta, y^{(1:K)}) \).

\[ \theta^* = \text{argmax}_{\theta} \left \{ \sum_{k=1}^{K} \log(\Pr(y^{(k)} | \theta)) \right \} \]  

where \( y^{(k)} \) is the \( k \)th degradation history, \( K \) is the total number of available degradation histories. Setting initial values for \( \theta \) and solving the aforementioned optimization problem the model’s parameters are estimated from the training dataset (fused or standalone).

2.4. Prognostic measures

Conditional on the testing SHM dataset and model’s parameters \( \theta \), prognostic measures can be calculated via the conditional reliability function [29,30]. The conditional reliability function, \( \Pr\left(\text{RUL}_{tp} \leq t_p, Y_{1:tp} | \theta \right) \), represents the probability that the composite structure continues to operate after a time \( t \), less than the life-time \( L \) (\( L > t \)), further than the present time \( t_p \) given that the composite structure has not failed yet (\( L > t_p \)), conditional on the testing SHM dataset \( Y_{1:tp} \) up to \( t_p \) and the model’s parameters \( \theta \). In this study the mean, median and confidence intervals of RUL constitute the prognostic measures. They can be calculated via the cumulative distribution function (CDF) of RUL. The CDF of RUL is defined at any time point via the conditional reliability according to the following Eq. (6):

\[ \Pr(\text{RUL}_{tp} \leq t_p | Y_{1:tp}, \theta) = 1 - R(t + t_p | Y_{1:tp}, \theta) \]  

2.5. Prognostic performance metrics

Eight prognostic performance metrics are employed in order to evaluate the predictive performance of the three NHHSMMs trained with the different types of SHM features. Six of them are metrics widely used in literature [34,35] i.e. Precision, Mean Squared Error (MSE), Mean Absolute Percentage Error (MAPE), Median Absolute Percentage Error (MdAPE), Cumulative Relative Accuracy (CRA), Convergence (Cov). The aforementioned prognostic performance metrics are defined in the following:

1. Precision

\[ \text{Precision} = \frac{\sum_{i=1}^{n}(\text{RUL}_{i}(t_i) - \text{RUL}_{\text{actual}}(t_i))^2}{\text{RUL}_{\text{actual}}(t_i)} \] , where \( \text{RUL}_{\text{actual}}(t_i) \) is the mean value of error \( E_m \) and \( E_m(t_i) = \text{RUL}_{\text{actual}}(t_i)-\text{RUL}_{\text{forecast}}(t_i) \) and \( t_i \in [1,D] \) is the discrete time moment when the \( i \)th SHM observation is recorded.

2. Mean Squared Error (MSE)
3.3. SHM data fusion results

The results of the optimization study, Eq. (4), are presented for various polynomial degrees \(M\) in Fig. 11. The MMK monotonicity converges for a polynomial degree \(M \geq 5\). Therefore, the polynomial degree is selected as \(M = 5\).

For determined polynomial degree \(M = 5\), Table 2 summarizes the optimization results regarding the constant coefficients \(a_{ij}\).

The fused features for polynomial degree \(M = 5\) and the aforementioned polynomial coefficients \(a_{ij}\) are depicted in Fig. 12.

Fig. 13 presents the MMK monotonicity for each SHM feature i.e., AE, DIC and fused data and it is observed that the fused data has the highest monotonic rate. The data fusion process is presented in Appendix too.
3.4. Remaining useful life estimations

Seven degradation histories $Y = [y^{(1)}, y^{(2)}, \ldots, y^{(7)}]$ were available for each SHM technique (AE, DIC and fused data). The training dataset employs six degradation histories in order to estimate the NHHSMM’s parameters $\theta$ and keeps the seventh degradation history as the testing prognostic dataset.

The mean/median RUL and the 90% confidence intervals can be calculated using Eq. (2). The level of confidence intervals depends on the application, i.e. for aerospace applications 90% and 95% are common values [39] and 90% will be adopted for this study. Figs. 14 and 15 present the RUL estimations of the three available SHM techniques for specimen03 and specimen04, respectively. The choice of presenting the results of those specimens was random, similar results were obtained for the other specimens.

Table 1

<table>
<thead>
<tr>
<th>Specimen #</th>
<th>Fatigue test conditions</th>
<th>Cycles to failure ($\times 10^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>$R = 0$</td>
<td>63</td>
</tr>
<tr>
<td>A2</td>
<td></td>
<td>25</td>
</tr>
<tr>
<td>A3</td>
<td>$f = 10$ Hz</td>
<td>22</td>
</tr>
<tr>
<td>A4</td>
<td>$A = 42.66 \times 90%$ kN</td>
<td>24.5</td>
</tr>
<tr>
<td>A5</td>
<td></td>
<td>14</td>
</tr>
<tr>
<td>A6</td>
<td>[0/ $\pm 45/90$]</td>
<td>25</td>
</tr>
<tr>
<td>A7</td>
<td></td>
<td>30</td>
</tr>
</tbody>
</table>

Fig. 4. Axial strain distribution of specimen02.
The RUL estimations converge quite satisfactorily with the actual RUL values. Based on Figs. 14 and 15 the strain data provides the best RUL estimations, fused data is ranked second while AE provides the worst estimations. In order to quantify these observations we utilize eight prognostic performance metrics.

3.5. Prognostic performance metrics implementation

In Figs. 16–23 the results of the performance metrics, defined in Section 2.5, are presented. Based on these results, it is confirmed that DIC data provides the best RUL estimations since DIC RUL estimations score better in all prognostic performance metrics. For example, based on Fig. 16, AE RUL estimations of specimen01 (SP1) excel at precision metric since the precision of the AE RUL estimations are lower than the precision of the DIC and Fusion RUL estimations. The optimum values of the prognostic performance metrics are following:

- Precision: minimum value
- MSE: minimum value
- MAPE: minimum value
- MdAPE: minimum value
- CRA: maximum value
- Monotonicity: minimum value
- G_{min}: minimum value
- CIDC: minimum value

4. Conclusions

A RUL prediction methodology that utilized two different sources of SHM data for remaining fatigue life prognosis in composite structures and a new data fusion methodology, on a feature-level, were presented in this paper. Open-hole carbon/epoxy specimens were subjected to constant amplitude fatigue loading up to failure and DIC and AE techniques were employed, to monitor the fatigue tests and provide the required SHM data. In addition, six prognostic performance metrics were employed and two new were introduced, in order to compare the performance of the RUL estimations. The following conclusions can be withdrawn:

- A new data fusion approach was developed and the main objective was to produce hyper-features with high monotonicity. Although the degradation histories of the fused data had monotonicity higher than the monotonicity of the degradation histories of DIC and AE features, the fused data didn’t provide always better estimations, indicating that the requirement of monotonicity is not enough and extra criteria should be involved. Nevertheless, the results demonstrate the potential of the proposed data fusion methodology and its evolvement by adding extra criteria, such as trendability, will enhance the performance of the fused data.
- In order to accommodate the phenomenon of the structural degradation over time and the belief that as the amount of data

![Fig. 5. Axial strain degradation histories of seven open-hole specimens.](image)

![Fig. 6. MMK monotonicity convergence of DIC data versus the number of clusters (V).](image)
Fig. 7. Clustered axial strain degradation histories of seven open-hole specimens.

Fig. 8. AE degradation histories of seven open-hole specimens.

Fig. 9. MMK monotonicity convergence of AE data versus the number of clusters (V).
increases the confidence intervals should converge, two new prognostic performance metrics, Modified Mann–Kendal (MMK) monotonicity and Confidence Intervals Distance Convergence (CIDC) were proposed and materialized these statements. Their results were similar to the results of the other metrics and their applicability was verified.

The feature extraction process for the strain data was straightforward, as after the determination of the critical specimen’s point, the axial strain data was extracted via the DIC technique. The well-established analytical model of Lekhnitskii enhanced the feature performance indicating that mechanics can play an informative role on the feature selection process. In contrast, extensive signal processing was performed in order to identify monotonic histories that describe sufficiently the damage accumulation process using AE data.

Consequently, the current work characterizes the DIC data as the optimum prognostic performance data, compare it with the AE and fusion data. This statement is consistent with the selected stochastic model i.e. NHHSMM, the selected data fusion process and the selected prognostic performance metrics.

Considering the importance of delivering a RUL prediction methodology that is generic enough and able to provide reliable estimations, future work includes a new fusion approach that will take into consideration not only the monotonicity but also the trendability of degradation histories, more representative operating conditions, i.e. variable amplitude fatigue, generic element geometries and additional SHM techniques.
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Table 2
Optimization results for $M = 5$.

<table>
<thead>
<tr>
<th>DIC0</th>
<th>AE0</th>
<th>AE1</th>
<th>AE2</th>
<th>AE3</th>
<th>AE4</th>
<th>AE5</th>
</tr>
</thead>
<tbody>
<tr>
<td>−39,955</td>
<td>−953,757</td>
<td>−743,892</td>
<td>471,0798</td>
<td>882,5275</td>
<td>1,985,843</td>
<td></td>
</tr>
<tr>
<td>DIC1</td>
<td>−783,606</td>
<td>1,989,894</td>
<td>−746,044</td>
<td>381,3022</td>
<td>−344,348</td>
<td>0</td>
</tr>
<tr>
<td>DIC2</td>
<td>412,001</td>
<td>411,5522</td>
<td>271,9862</td>
<td>829,036</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DIC3</td>
<td>−922,063</td>
<td>−183,044</td>
<td>−16,7071</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DIC4</td>
<td>292,6789</td>
<td>906,5035</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DIC5</td>
<td>336,2406</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 10. Clustered AE degradation histories of seven open-hole specimens.

Fig. 11. Modified Mann–Kendal value versus the polynomial degree.
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Fig. 12. Fused degradation histories of seven open-hole specimens.

Fig. 13. Comparison between DIC, AE and Fusion MMK monotonicity.

Fig. 14. Estimated mean RUL and 90% confidence intervals for specimen03.
Fig. 15. Estimated mean RUL with 90% confidence intervals for specimen04.

Fig. 16. Precision prognostic performance metric of each specimen and SHM technique.

Fig. 17. MSE prognostic performance metric of each specimen and SHM technique.
Fig. 18. MAPE prognostic performance metric of each specimen and SHM technique.

Fig. 19. MDAPE prognostic performance metric of each specimen and SHM technique.

Fig. 20. CRA prognostic performance metric of each specimen and SHM technique.
Fig. 21. Monotonicity prognostic performance metric of each specimen and SHM technique.

Fig. 22. CEM prognostic performance metric of each specimen and SHM technique.

Fig. 23. CIDC prognostic performance metric of each specimen and SHM technique.
Appendix

Raw AE data (3.1.)

Cumulative windowing process

Windowed cumulative AE data

The most monotonic windowed cumulative AE data

Windowed cumulative I/A (Figure 8)

Feature extraction process k-means algorithm & MMK

Clustered I/A (Figure 10)

Possible data fusion models polynomial degrees (M) [1,10] (Equation 2)

Optimization problem of \( a_i \) (Equation 3)

Coefficients’ estimation for each polynomial degree M (OQNLP)

Optimization problem of M (Figure 11)

Optimum data fusion model: polynomial degree M & coefficients \( a_i \) (Table 2)

Data fusion degradation histories (Figure 12)
References


