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RESIDUAL-BASED VARIATIONAL MULTISCALE MODELING IN A DISCONTINUOUS GALERKIN FRAMEWORK
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Abstract. We develop the general form of the variational multiscale method in a discontinuous Galerkin framework. Our method is based on the decomposition of the true solution into discontinuous coarse-scale and discontinuous fine-scale parts. The obtained coarse-scale weak formulation includes two types of fine-scale contributions. The first type corresponds to a fine-scale volumetric term, which we formulate in terms of a residual-based model that also takes into account fine-scale effects at element interfaces. The second type consists of independent fine-scale terms at element interfaces, which we formulate in terms of a new fine-scale “interface model.” We demonstrate for the one-dimensional Poisson problem that existing discontinuous Galerkin formulations, such as the interior penalty method, can be rederived by choosing particular fine-scale interface models. The multiscale formulation thus opens the door for a new perspective on discontinuous Galerkin methods and their numerical properties. This is demonstrated for the one-dimensional advection-diffusion problem, where we show that upwind numerical fluxes can be interpreted as an ad hoc remedy for missing volumetric fine-scale terms.
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1. Introduction. The variational multiscale (VMS) method was proposed by Hughes and collaborators in the 1990s [31, 32, 39] as a strategy for capturing the subgrid-scale behavior of discrete solutions of partial differential equations (PDEs) in the variational form. Already in the first work on the VMS method, it was recognized that stabilized formulations could be obtained by consistent incorporation of fine-scale effects [31]. Many classical stabilization techniques for advection-type problems, such as streamline upwind/Petrov–Galerkin [14], Galerkin/least-squares [33], and pressure-stabilizing/Petrov–Galerkin [52], could then be reinterpreted as residual-based fine-scale models [11, 24, 38]. In addition, Hughes and collaborators established the VMS method as a framework for large-eddy simulations [34]. While initially fine-scale models used in this framework were based on eddy viscosity assumptions [30, 35, 36, 44], more recently residual-based representations have been used for the subgrid scales [8, 9, 16]. In the wider context of finite element discretizations of the Navier–Stokes equation, the VMS method in its residual-based form has also frequently been employed as a stabilization technique [27, 28, 40, 54].

Discontinuous Galerkin (DG) methods, first proposed by Reed and Hill in 1973 [47], have established themselves as an important paradigm for higher-order flow analysis over the last two decades [43, 53]. The success of DG methods is based on
a number of attractive properties, such as a rigorous mathematical foundation, the ability to use arbitrary orders of basis functions on general unstructured meshes, and a natural stability property for advective operators [26]. Furthermore, DG methods are locally conservative, offer straightforward \(h/p\)-adaptivity, and are well suited for parallel computing. For diffusion operators, there exist a variety of numerical flux formulations to tie discontinuous elements together, e.g., symmetric and nonsymmetric interior penalty methods [3, 50], the local DG method [19, 55], and the compact DG method [45]. A significant disadvantage of DG methods is the proliferation and increased global coupling of degrees of freedom with respect to standard continuous Galerkin methods. A remedy is the concept of hybridization [18, 29, 41, 42], where additional unknowns on element interfaces are introduced that reduce global coupling and facilitate static condensation strategies.

In the past, several authors have investigated the use of the VMS method in a DG context. Examples are the multiscale DG methods introduced in [10, 15, 37] and methods for constructing discontinuous fine-scale bubble functions [21, 49]. These methods, however, maintain a continuous solution space for the coarse-scale problem and only use discontinuous subgrid scales for the fine-scale problem to capture element boundary layer effects. This approach is thus fundamentally different from the original VMS idea that we follow in this paper, that is, the decomposition of the true solution into a discontinuous coarse-scale function space and an accompanying discontinuous fine-scale function space. While several authors have investigated the enhancement of DG methods with fine-scale eddy viscosity models [22, 23, 46], DG methods based on a residual-based VMS subgrid-scale model are still largely unexplored. To some extent, this may be attributed to the importance of coarse-scale continuity in the derivation of the VMS method, highlighted for example in [1, 32, 38].

In this paper, we develop a framework for deriving VMS finite element formulations, irrespective of the continuity of the coarse-scale basis. This stands in contrast to the classical approach, where sufficient continuity of the coarse scales is always assumed. We also explore a new residual-based VMS formulation in the context of DG methods. Specifically, we use the discontinuity on the element interfaces as a measure for the fine-scale boundary values such that we no longer need to assume vanishing fine scales on element boundaries. With the formalism developed in our work, we aim to make a first step towards a complete integration of VMS in DG.

Our paper is structured as follows: in section 2, we derive a general VMS formulation that can accommodate discontinuous basis functions, including element interior ("volumetric") and element boundary ("interface") components of the fine scales. In section 3, we transfer the fine-scale volumetric component into a residual-based model suitable for DG discretizations. In section 4, we consider the one-dimensional Poisson problem to experimentally verify our new formulation for DG discretizations with linear finite elements, highlighting the importance of the fine-scale contributions. We demonstrate that existing DG formulations can be naturally rederived by particular fine-scale models in our VMS formulation. In this context, we discuss the fine-scale models associated with the interior penalty method. We also provide initial thoughts and some numerical experiments related to the extension of our formulation to multidimensional problems and higher-order DG discretizations. In section 5, we consider the one-dimensional steady advection-diffusion problem, where we use our VMS formulation to investigate the relationship between upwinding and volumetric fine-scale models. We show that upwind numerical fluxes can be interpreted as an ad hoc remedy for missing volumetric fine-scale terms.
2. Variational multiscale formulation in a discontinuous approximation space. In this section, we derive a general VMS formulation that is able to accommodate discontinuous function spaces. In the scope of this article, we restrict ourselves to linear second-order PDEs. A boundary value problem with such a PDE is

\[
\begin{aligned}
\mathcal{L}u = f & \quad \text{in } \Omega \subset \mathbb{R}^d, \\
u = u_D & \quad \text{on } \partial \Omega
\end{aligned}
\]

with domain \( \Omega \), dimension \( d \), domain boundary \( \partial \Omega \), source term \( f \), and Dirichlet boundary data \( u_D \). The differential operator \( \mathcal{L} \) acts on the scalar solution \( u \). We note that an extension of the following derivations to Neumann boundary conditions is straightforward. We assume throughout this paper that the exact solution of (1) has continuous first derivatives, that is,

\[ u \in C^1. \]

Our goal is to use a DG method to find a finite element solution to problem (1). To allow the use of discontinuous approximation functions later on, we enlarge the space with respect to (2) and consider solutions in the space of per-element continuous functions:

\[ V(u_D) = \{ v \in L^2(\Omega) : v|_K \in H^2(K) \forall K \in \mathcal{T}, v = g \text{ on } \partial \Omega \}, \]

where \( K \) indicates an element, and \( \mathcal{T} = \{ K \} \) is the computational mesh.

The weak formulation of (1) is obtained by means of the method of weighted residuals with Dirichlet constraints being enforced strongly. Using the notation defined in Table 1, the weak formulation reads as follows:

Find \( u \in V(u_D) \) such that (s.t.)

\[
\begin{aligned}
\sum_{K \in \mathcal{T}} (w, \mathcal{L}u)_K &= \sum_{K \in \mathcal{T}} (w, f)_K \quad \forall w \in \mathcal{V}(0), \\
[u] &= 0 \quad \text{on } \bigcup_{K \in \mathcal{T}} \partial K \setminus \partial \Omega, \\
[\nabla u] &= 0 \quad \text{on } \bigcup_{K \in \mathcal{T}} \partial K \setminus \partial \Omega,
\end{aligned}
\]

where \( w \) is a test function such that \( w = 0 \) on \( \partial \Omega \).

The discontinuous nature of \( \mathcal{V}(\cdot) \) requires that the weak formulation is defined on a per-element basis. This ensures the existence of derivatives, which would otherwise lead to Dirac layers at element boundaries in the upcoming derivations. Transmission conditions in the second and third line of (4) couple the solution from element to element, thereby ensuring the continuity and uniqueness of the solution.

The VMS method suggests the split of the solution into a coarse-scale (finite element) component and a complementary fine-scale component. The following is a typical DG function space, which serves as the basis for the coarse-scale solution:

\[ \mathcal{V}(g) = \{ v \in L^2(\Omega) : v|_K \in P^p(K) \forall K \in \mathcal{T}, v = g \text{ on } \partial \Omega \}. \]

\( P^p(K) \) denotes the space of polynomial functions, defined on element \( K \), up to order \( p \).

Notice that the function space \( \mathcal{V}(g) \) satisfies

\[ \mathcal{V}(g) \subset \mathcal{V}(\cdot). \]
Table 1
Collection of frequently used definitions.

<table>
<thead>
<tr>
<th>Definition</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jump operator</td>
<td>$[w] = w^+n^+ + w^-n^-$</td>
</tr>
<tr>
<td>Average operator</td>
<td>${w} = \frac{1}{2}(w^+ + w^-)$</td>
</tr>
<tr>
<td>Volume $L^2$-inner product</td>
<td>$(w, u)_K = \int_K w u$</td>
</tr>
<tr>
<td>Surface $L^2$-inner product</td>
<td>$\langle w n, u \rangle_{\partial K} = \int_{\partial K} w n u$</td>
</tr>
<tr>
<td>Numerical interior domain</td>
<td>$\Omega_K = \bigcup_{K \in T} K$</td>
</tr>
<tr>
<td>$\langle w, u \rangle_{\Omega_K} = \sum_{K \in T} (w, u)_K$</td>
<td></td>
</tr>
<tr>
<td>Interior facets</td>
<td>$\Gamma = \left[ \bigcup_{K \in T} \partial K \right] \setminus \partial \Omega$</td>
</tr>
<tr>
<td>$\langle [w].1 \rangle_{\Gamma} = \sum_{K \in T} \langle w n.1 \rangle_{\partial K \setminus \partial \Omega}$</td>
<td></td>
</tr>
<tr>
<td>$\langle {w}.1 \rangle_{\Gamma} = \sum_{K \in T} \langle \frac{1}{2}w.1 \rangle_{\partial K \setminus \partial \Omega}$</td>
<td></td>
</tr>
</tbody>
</table>

The goal of the VMS method is to find a coarse-scale solution $\bar{u}$, defined as some projection of the true solution $u$ onto the space $V(\cdot)$. The difference between the true solution $u$ and the coarse-scale solution $\bar{u}$ is defined as the fine-scale solution $u'$. We denote the projector used to define $\bar{u}$ as $P$, so $P : V(\cdot) \rightarrow V(\cdot)$. This projector is assumed to be a linear mapping. By definition, the projection $P$ is also idempotent, that is, $P(Pu) = Pu$. We obtain the following definitions:

\begin{align*}
(7) & \quad \bar{u} \equiv Pu \in \overline{V}(\cdot), \\
(8) & \quad u' \equiv u - \bar{u} \Rightarrow u = \bar{u} + u', \\
(9) & \quad Pu' = P(u - \bar{u}) = Pu - P(Pu) = 0 \Rightarrow u' \in \ker(P) \subset V(\cdot).
\end{align*}

Note that $u'$ is an element of the space $\ker(P)$, which we therefore denote the fine-scale space:

\begin{equation}
V'(g) = \{ v \in V(g) : Pv = 0 \}.
\end{equation}

Functions in $V'(\cdot)$ may be discontinuous across element boundaries.

The final assumption on $P$ is that it is a surjective mapping. This means that for every $\bar{v} \in \overline{V}(\cdot)$, there exists at least one $v \in V(\cdot)$ such that $Pv = \bar{v}$. Since $\overline{V} \subset V$, and $P$ is idempotent, this implies that $P\bar{v} = \bar{v}$ for every $\bar{v} \in \overline{V}(\cdot)$. By construction of $V'$, this means that $\overline{V} \cap V' = \{0\}$. As a consequence, the spaces $\overline{V}$ and $V'$ form a direct sum decomposition of $V$:

\begin{equation}
V = \overline{V} \oplus V'.
\end{equation}

Due to (11), any true solution $u \in V$ maps uniquely into a coarse-scale solution $\bar{u} \in \overline{V}$ and a fine-scale solution $u' \in V'$. This property is important for the well-posedness of the VMS formulation.
With these definitions at hand, the VMS approach can be used to obtain the variational DG formulation. First, the transmission conditions are written in terms of coarse-scale and fine-scale solutions:

\begin{align}
[u] &= 0 = [\bar{u} + u'] = [\bar{u}] + [u'] \Rightarrow [\bar{u}] = -[u'] & \text{on } \Gamma, \\
[\nabla u] &= 0 = [\nabla \bar{u} + \nabla u'] = [\nabla \bar{u}] + [\nabla u'] \Rightarrow [\nabla \bar{u}] = -[\nabla u'] & \text{on } \Gamma,
\end{align}

where \( \Gamma \) denotes the interior facets (see Table 1).

In the next step, definitions (7)–(9) and relations (12) are substituted into the weak form (4). We assume that Dirichlet boundary conditions can be perfectly represented in the coarse-scale function space. Therefore, the fine-scale solution equals zero on the domain boundary. We find the following variational formulation:

Find \( \bar{u}, u' \in \mathcal{V}(u_D) \times \mathcal{V}'(0) \) s.t.

\begin{align}
(\bar{w}, L(\bar{u} + u'))_{\Omega_K} &= (\bar{w}, f)_{\Omega_K} \quad \forall \bar{w} \in \mathcal{V}(0), \\
(w', L(\bar{u} + u'))_{\Omega_K} &= (w', f)_{\Omega_K} \quad \forall w' \in \mathcal{V}(0), \\
[u_\pm] &= -[u'] & \text{on } \Gamma, \\
[\nabla u_\pm] &= -[\nabla u'] & \text{on } \Gamma,
\end{align}

where \( \Omega_K \) denotes the set of element interior domains (see Table 1).

The first line in (13) represents the variational coarse-scale formulation, which will be the basis for the VMS finite element discretization. It includes the effect of the fine scales on the coarse-scale solution, which will have to be modeled to close the formulation. The second line represents the fine-scale problem, which will be the basis of the fine-scale volumetric model. We deliberately keep the space of fine-scale test functions broader than the space of fine-scale solution functions. This will help us in the development of fine-scale models in section 3.

We can then rewrite the variational coarse-scale formulation as follows:

Find \( \bar{u} \in \mathcal{V}(u_D) \) s.t.

\begin{align}
B(\bar{w}, \bar{u}) + s(\bar{w}, \bar{u}; \Gamma) + (L^*\bar{w}, u')_{\Omega_K} + k(\bar{w}, u'; \Gamma) = L(\bar{w}) \quad \forall \bar{w} \in \mathcal{V}(0),
\end{align}

where \( B(\cdot, \cdot) \) and \( L(\cdot) \) represent the bilinear and linear forms typically found in finite element formulations of the PDE at hand. The differential operator \( L^* \) is the adjoint of \( L \). The term \( s(\cdot, \cdot; \Gamma) \) contains surface terms on \( \Gamma \) that we obtain by performing integration by parts on \( (\bar{w}, L\bar{\bar{u}})_{\Omega_K} \). Similarly, the term \( k(\cdot, \cdot; \Gamma) \) appears when we transform \( (\bar{w}, L\bar{u}')_{\Omega_K} \) into \( (L^*\bar{w}, u')_{\Omega_K} \).

The variational coarse-scale formulation (14) includes sums over all elements in the mesh, but the solution on each element does not yet communicate with the solution in other elements. To achieve element coupling, the fine-scale solution \( u' \) on an element interface is re-expressed as follows:

\begin{align}
u_\pm' n_\pm &= \frac{1}{2} (u'^+ + u'^-) n_\pm + \frac{1}{2} (u'^+ n^+ + u'^- n^-) = \{u'\} n_\pm + \frac{1}{2} [u'], \\
\nabla u_\pm' \cdot n_\pm &= \frac{1}{2} (\nabla u'^+ + \nabla u'^-) \cdot n_\pm + \frac{1}{2} (\nabla u'^+ \cdot n^+ + \nabla u'^- \cdot n^-) = \{\nabla u'\} \cdot n_\pm + \frac{1}{2} [\nabla u'].
\end{align}
where quantities with $+$ or $-$ refer to the edge of the current element and the edge of the neighboring element, respectively. The transmission conditions in the third and fourth lines of (13) couple the solution between elements. Substituting these conditions into (15), we can remove a number of dependencies on the fine-scale solution to find the following new relations:

$$
\begin{align*}
  u^\pm n^\pm &= \{u^\prime\} n^\pm - \frac{1}{2} [\bar{u}], \\
  \nabla u^\pm \cdot n^\pm &= \{\nabla u^\prime\} \cdot n^\pm - \frac{1}{2} [\nabla \bar{u}].
\end{align*}
$$

(16)

When we substitute these relations into $k(\bar{w}, u^\prime; \Gamma)$, the variational coarse-scale formulation (14) becomes globally coupled.

We note that at this stage, no simplifications or approximations have been introduced. Therefore, when solving (14), we obtain the exact coarse-scale solution $\bar{u}$ when the correct fine-scale contributions are incorporated. Recall that the split of the solution into coarse-scale and fine-scale components is defined by the projector $P$. Therefore, this projector is explicitly and inextricably tied to the remaining fine-scale terms. These terms can be divided into the following two components: the volumetric (intraelement) contribution represented by $(\mathcal{L}^\ast \bar{w}, u^\prime)_{\Omega_K}$ and the fine-scale interface (interelement) contributions that appear by substitution of (16) into (14).

The fine-scale interface terms originate from the lack of continuity in the solution. As such, they are a fundamental part of the VMS method in a DG framework. In a numerical implementation, these terms may be treated explicitly or implicitly. Explicit treatment suggests the substitution of predefined expressions of the form

$$
\begin{align*}
  \{u^\prime\} &= \Phi^e, \\
  \{\nabla u^\prime\} &= \Theta^e.
\end{align*}
$$

(17)

We will use this approach to verify our VMS formulation in the next section. In practice, however, the average fine-scale quantities are unknowns, which suggests an implicit treatment. This implies that the fine-scale interface terms need to be written in terms of coarse-scale terms to obtain expressions of the form

$$
\begin{align*}
  \{u^\prime\} &= \Phi^i(\{\bar{u}\}, [\bar{u}], \{\nabla \bar{u}\}, [\nabla \bar{u}], \ldots), \\
  \{\nabla u^\prime\} &= \Theta^i(\{\bar{u}\}, [\bar{u}], \{\nabla \bar{u}\}, [\nabla \bar{u}], \ldots).
\end{align*}
$$

(18)

Much of the remaining body of this article will be dedicated to understanding the nature of the projectors that are enforced by implicit fine-scale interface models of the form (18).

3. Discontinuous residual-based modeling of the volumetric fine-scale term. In $C^1$-continuous VMS methods, the complete scale interaction is captured by the volumetric fine-scale term. A key assumption in the classical continuous VMS model is that the fine-scale solution vanishes at element boundaries [1, 38]. For a DG formulation, this assumption is particularly unsuitable. The fine-scale solution at element boundaries is naturally tied to the jump of the coarse-scale solution through (16). An appropriate volumetric fine-scale model must take the fine-scale discontinuities at element boundaries into account. In this section, we derive a solution of the fine-scale problem stated in the second line of (13) that incorporates the related nonhomogeneous element-boundary conditions.
The fine-scale weak formulation of (13) involves a sum over all elements. For a single element $K$, the variational fine-scale formulation is written in a form that introduces the residual of the coarse-scale solution as a forcing term. This results in the following:

\begin{equation}
\text{Find } u' \in \mathcal{V}'(0) \text{ s.t.}
(w', \mathcal{L}u')_K = (w', f)_K - (w', \mathcal{L}u)_K = (w', \mathcal{R}_u)_K \quad \forall w' \in \mathcal{V}(0).
\end{equation}

We can use Green’s identities to rewrite the leftmost term of (19), which results in the following:

\begin{equation}
\text{Find } u' \in \mathcal{V}'(0) \text{ s.t.}
(\mathcal{L}^*w', u')_K + k(w', u'; \partial K) = (w', \mathcal{R}_u)_K \quad \forall w' \in \mathcal{V}(0).
\end{equation}

The resulting interface terms are summarized in $k(\cdot, \cdot ; \partial K)$, which corresponds to the $k(\cdot, \cdot ; \Gamma)$ in (14), although now acting on the element boundary $\partial K$.

The fine-scale volumetric model can be obtained by making use of the Green’s function, defined as follows:

\begin{equation}
\begin{align*}
&\begin{cases}
g(x, y) \in \mathcal{V}(0), \\
\mathcal{L}^*g(x, y) = \delta_x & \text{for } y \in K, \\
g(x, y) = 0 & \text{for } y \in \partial K.
\end{cases}
\end{align*}
\end{equation}

We note that the specific form of the Green’s function depends on the PDE. The first line in (21) ensures that the Green’s function is a suitable test function and may be substituted in (20) in place of $w'$. The following identities hold, where the parameter of integration and differentiation is $y$:

\begin{equation}
\int_K \mathcal{L}^*g(x, y) u' \, dy = \int_K \delta_x u' \, dy = u' = -k(g(x, y), u'; \partial K) + \int_K g(x, y) \mathcal{R}_u \, dy.
\end{equation}

The term $k(g(x, y), u'; \partial K)$ involves integration on element boundaries, enforcing per-element fine-scale boundary conditions. The fine-scale solution $u'$ assumes boundary values that are prescribed by an explicit or implicit interface model (17) or (18) substituted into (16). For the Poisson equation, the term $k(g(x, y), u'; \partial K)$ reads

\begin{equation}
k(g(x, y), u'; \partial K) = \int_{\partial K} \nabla g(x, y) \cdot n \, u' \, dy.
\end{equation}

These expressions are defined locally on each element, a favorable property for implementation in a finite element setting. However, the evaluation of the integrals is computationally expensive. In the variational coarse-scale formulation (14), the fine-scale solution in each element contributes only in a weighted sense, which enables further simplifications. In the next section, we will consider numerical experiments on a one-dimensional domain that use DG discretizations with linear basis functions. In this case, the volumetric fine-scale term can be written as

\begin{equation}
(\mathcal{L}^*\bar{w}, u')_K = \left(\mathcal{L}^*\bar{w}, -k(g(x, y), u'; x_j) - k(g'(x, y), u'; x_{j+1}) + \int_K g(x, y) \mathcal{R}_u \, dy\right)_K.
\end{equation}

Here, $x_j$ and $x_{j+1}$ refer to the left and right node of a one-dimensional element.
For linear basis functions and constant model parameters, the coarse-scale residual $\mathcal{R}_u$ is constant on each element, $\mathcal{L}^* \bar{w}$ is constant, and the boundary values $u'(x_j)$ and $u'(x_{j+1})$ do not vary in space. These terms can therefore be taken out of their respective integrals, and the integrals are reduced to multiplications with average Green’s function quantities:

$$\left( \mathcal{L}^* \bar{w}, u' \right)_K = \left( \tau \mathcal{R}_u + \gamma_0 u'(x_j) - \gamma_1 u'(x_{j+1}) \right)_K,$$

where

$$\tau = \frac{1}{|K|} \int_K \int_K g(x, y) \, dy \, dx,$$

$$\gamma = \frac{1}{|K|} \int_K \int_{\partial K} \frac{d}{dy} g(x, y) \, dy \, dx.$$

The exact definition of $\gamma$ depends on the definition of the functional $k(g'(x, y), u'; \partial K)$. Equation (27) is based on the example functional of equation (23). For the one-dimensional case, the boundary integration in (27) may be written as the sum of two nodal values, hence the use of $\gamma_0$ and $\gamma_1$ in (25). The form shown in (27) corresponds to a multidimensional problem. It should be noted, however, that in this case $u'$ would not be constant across all of $\partial K$, and (25) would always lead to an approximation.

### 4. A variational multiscale discontinuous Galerkin method for second-order elliptic problems.

In this section, we employ the VMS principles presented above for the solution of a boundary value problem based on a second-order elliptic operator. Following the notations in (1), we define a standard Poisson problem as follows:

$$\begin{cases}
-\Delta u = f & \text{in } \Omega \subset \mathbb{R}^d, \\
u = u_D & \text{on } \partial \Omega.
\end{cases}$$

The Laplace operator is omnipresent in engineering, e.g., for modeling diffusion in transport problems or balance of momentum in elasticity. We note that its numerical treatment in a DG context had posed a challenge for many years until a number of breakthrough developments were achieved in the late 1990s (see, e.g., [2, 3, 17]).

#### 4.1. Variational multiscale formulation.

Based on the strategy discussed in section 2, we define the following variational formulation on a per-element basis:

Find $u \in \mathcal{V}(u_D)$ s.t.

$$\begin{cases}
(w, -\Delta u)_{\Omega_K} = (w, f)_{\Omega_K} & \forall w \in \mathcal{V}(0), \\
[u] = 0 & \text{on } \Gamma, \\
[\nabla u] = 0 & \text{on } \Gamma.
\end{cases}$$

To obtain (29), we multiply (28) with a test function $w$, integrate over each element domain, and sum over all elements. The transmission conditions in lines two and three ensure the uniqueness of the solution.

The solution and test functions are split into coarse-scale and fine-scale components. For now, we leave the projector $\mathcal{P}$ that defines the fine-scale space $\mathcal{V}^\prime(\cdot)$ unspecified. Using the split and exploiting the linearity of the Laplace operator, we can rewrite (29) into the following variational formulation:
Find $\bar{u}, u' \in V(u_D) \times V'(0)$ s.t.

\begin{align}
\begin{cases}
(\bar{w}, -\Delta \bar{u})_{\Omega_K} + (\bar{w}, -\Delta u')_{\Omega_K} = \langle \bar{w}, f \rangle_{\Omega_K} & \forall \bar{w} \in \nabla(0), \\
(\bar{w}', -\Delta u')_{\Omega_K} = \langle \bar{w}', f + \Delta \bar{u} \rangle_{\Omega_K} = \langle \bar{w}', \mathcal{R}\bar{u} \rangle_{\Omega_K} & \forall w \in V(0), \\
[\bar{u}] = -[u'] & \text{on } \Gamma, \\
[\nabla \bar{u}] = -[\nabla u'] & \text{on } \Gamma.
\end{cases}
\end{align}

(30)

In order to provide a mechanism to introduce a fine-scale model later on, we separate the fine-scale solution from the differential operator with the help of the following general form of Green's identity:

\begin{align}
(\bar{w}, \mathcal{L} u')_{\Omega_K} = (\mathcal{L}^* \bar{w}, u')_{\Omega_K} + k(\bar{w}, u'; \partial K).
\end{align}

(31)

For the Poisson problem, the identity $\mathcal{L}^* = \mathcal{L} = -\Delta$ holds, and the term $k(\bar{w}, u'; \partial K)$ follows as

\begin{align}
k(\bar{w}, u'; \partial K) &= -\langle \bar{w}, \nabla u' \cdot n \rangle_{\partial K} + \langle \nabla \bar{w} \cdot n, u' \rangle_{\partial K}, \\
k(\bar{w}, u'; \Gamma) &= \sum_{K \in T} \langle \bar{w}, \nabla u' \cdot n \rangle_{\partial K} + \langle \nabla \bar{w} \cdot n, u' \rangle_{\partial K}.
\end{align}

(32), (33)

Substituting (31) into (30) and performing integration by parts on the first term, we find the variational coarse-scale formulation:

\begin{align}
(\nabla \bar{w}, \nabla \bar{u})_{\Omega_K} - \sum_{K \in T} \langle \bar{w}, \nabla \bar{u} \cdot n \rangle_{\partial K} - (\Delta \bar{w}, u')_{\Omega_K} + k(\bar{w}, u'; \Gamma) = \langle \bar{w}, f \rangle_{\Omega_K} & \forall \bar{w} \in \nabla(0).
\end{align}

(34)

Note that at this stage, the element boundary values of all variables, that is, $\bar{u}$, $\nabla \bar{u}$, $u'$, and $\nabla u'$, are evaluated from their element interior definition. The PDE is “contained” in each element. Yet, interelement coupling is required to solve the global system. As proposed in section 2, this element coupling will be enforced through manipulation of the fine-scale boundary terms. To this end, we substitute the fine-scale boundary identities of (16) into the term $k(\cdot, \cdot; \Gamma)$ to find

\begin{align}
k(\bar{w}, u'; \Gamma) &= \sum_{K \in T} \left[ -\langle \bar{w}, \{\nabla u'\} \rangle_{\partial K} + \left\langle \frac{1}{2} \bar{w}, \{\nabla \bar{u}\} \right\rangle_{\partial K} \\
&\quad + \langle \nabla \bar{w} \cdot n, \{u'\} \rangle_{\partial K} - \left\langle \frac{1}{2} \nabla \bar{w}, \{\bar{u}\} \right\rangle_{\partial K} \right].
\end{align}

(35)

We note that all fine-scale contributions that appear in (35) are single-valued on element interfaces. Therefore, their sum across all elements yields

\begin{align}
k(\bar{w}, u'; \Gamma) = -\langle \|\bar{w}\|, \{\nabla u'\} \rangle_{\Gamma} + \langle \{\bar{w}\}, \{\nabla \bar{u}\} \rangle_{\Gamma} + \langle \{\nabla \bar{w}\}, \{u'\} \rangle_{\Gamma} - \langle \{\nabla \bar{w}\}, \{\bar{u}\} \rangle_{\Gamma},
\end{align}

(36)

where we have collected neighboring $\bar{w} n$ and $\nabla \bar{w} \cdot n$ terms in (35) as jumps and neighboring $\frac{1}{2} \bar{w}$ and $\frac{1}{2} \nabla \bar{w}$ terms as averages.

Substitution of (36) into (34) results in the following globally coupled formulation:

\begin{align}
(\nabla \bar{w}, \nabla \bar{u})_{\Omega_K} - \sum_{K \in T} \langle \bar{w}, \nabla \bar{u} \cdot n \rangle_{\partial K} + \langle \{\bar{w}\}, \{\nabla \bar{u}\} \rangle_{\Gamma} - \langle \{\nabla \bar{w}\}, \{\bar{u}\} \rangle_{\Gamma} \\
- (\Delta \bar{w}, u')_{\Omega_K} - \langle \|\bar{w}\|, \{\nabla u'\} \rangle_{\Gamma} + \langle \left\{\nabla \bar{w}\right\}, \{u'\} \rangle_{\Gamma} = \langle \bar{w}, f \rangle_{\Omega_K} & \forall \bar{w} \in \nabla(0).
\end{align}

(37)
The second and third terms in (37) can be simplified according to
\[
\langle \{ w \}, \{ \nabla \bar{u} \} \rangle_{\partial K} - \langle \bar{w}^+, \nabla \bar{u}^+ \cdot n^+ \rangle_{\partial K} - \langle \bar{w}^-, \nabla \bar{u}^- \cdot n^- \rangle_{\partial K}
\]
\[
= \int_{\partial K} \left( \frac{1}{2} (\bar{w}^+ + \bar{w}^-) (\nabla \bar{u}^+ \cdot n^+ + \nabla \bar{u}^- \cdot n^-) - (\bar{w} \nabla \bar{u}^-) - (\bar{w} \nabla \bar{u}^-) \right)
\]
\[
= \int_{\partial K} \left( \frac{1}{2} (\bar{w}^+ n^+ \nabla \bar{u}^- + \bar{w}^+ n^+ \nabla \bar{u}^- - \bar{w}^- n^- \nabla \bar{u}^+ + \bar{w}^- n^- \nabla \bar{u}^+) \right)
\]
\[
= - \int_{\partial K} \left( \frac{1}{2} (\bar{w}^+ n^+ + \bar{w}^- n^-) (\nabla \bar{u}^- + \nabla \bar{u}^+) \right) = -\langle \{ \bar{w} \}, \{ \nabla \bar{u} \} \rangle_{\partial K},
\]
which yields the final variational coarse-scale formulation of the Poisson problem:
\[
(\nabla \bar{w}, \nabla \bar{u})_{\Omega_K} - \langle \{ \bar{w} \}, \{ \nabla \bar{u} \} \rangle_{\Gamma} - \langle \{ \nabla \bar{w} \}, [\bar{u}] \rangle_{\Gamma}
\]
\[
- (\Delta \bar{w}, u')_{\Omega_K} - \langle \{ \bar{w} \}, \{ u' \} \rangle_{\Gamma} + \langle \{ \nabla \bar{w} \}, \{ u' \} \rangle_{\Gamma} = \langle \bar{w}, f \rangle_{\Omega_K} \quad \forall \bar{w} \in \mathcal{V}(0).
\]
Recall again that the projector $P$ is formally required to construct $\mathcal{V}'(\cdot)$. The choice of this projector affects two parts of the obtained coarse-scale weak formulation (39). These are the volumetric fine-scale term and the two fine-scale element interface terms. Once these are prescribed by appropriate expressions, then the projector is implicitly defined, and the associated coarse-scale solution $\bar{u} = Pu$ will solve (39).

It is interesting to note that (39) shares many similarities with classical DG formulations that have been developed in the last two decades. For illustration purposes, we show a number of classical DG methods for the Poisson problem in Table 2. These are typically derived via a mixed method approach [3]. We observe that the first three terms in (39) are exactly the ones proposed in the classical DG formulation by Bassi and Rebay in 1997 [5]. We also observe that they appear in almost every classical DG method summarized in Table 2.

### 4.2. Numerical experiments with linear basis functions in one-dimension

In this section, we investigate the effect of the fine-scale interface terms in (39), that is, $\{ u' \}$ and $\{ \nabla u' \}$. To this end, we remove all volumetric fine-scale terms by restricting ourselves to linear trial and test functions in (39). Due to $\mathcal{L}' \bar{w} = 0$ in this case, only the fine-scale interface terms remain, while all volumetric intraelement terms vanish. As a consequence, the projector $P$ is wholly defined by (or, conversely, completely defines) the fine-scale interface terms. We show this experimentally by substituting explicit models in place of the fine-scale interface terms; see (17).

When $\bar{w}$ is constructed using an $H^1$ projection, it is nodally coincident with $u$. To obtain a closed coarse-scale formulation, we use this condition to simplify the terms $\{ u' \}$ and $\{ \nabla u' \}$. One can directly conclude that $\{ u' \} = 0$ on element interfaces. With nodal exactness, an explicit formulation for $\{ \nabla u' \}$ can be obtained as
\[
\nabla u'(\hat{x}) = \nabla u(\hat{x}) - \frac{d}{dx} u(x) \bigg|_{\hat{x}} = \frac{1}{2} \left( \frac{u(\hat{x} - h) - u(\hat{x} - h)}{h} + \frac{u(\hat{x} + h) - u(\hat{x})}{h} \right)
\]
\[
\frac{d}{dx} u(x) \bigg|_{\hat{x}} = \frac{u(\hat{x} + h) - u(\hat{x} - h)}{2h},
\]
where $\hat{x}$ is a coordinate on the element boundary. We assume that the element width $h$ is equal on neighboring elements.

In a one-dimensional Poisson problem, a constant force $f$ yields a parabolic exact solution. For an arbitrary parabola, $u = ax^2 + bx + c$, it follows that the last term in (40) is equal to the derivative of the true solution, $\frac{d}{dx} u = 2ax + b$, according to
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Figure 1, where we use three equidistant linear discontinuous finite elements. We verify this argument with the first numerical experiment illustrated in Figure 2, we verify this argument for an example parabolic force, \( \mathbf{f} = 10(x - x^2) \). In addition, we plot the result when the fine-scale terms are omitted, which yields a solution that is not nodally exact and exhibits significant jumps at element interfaces.

Nodal exactness is not necessarily a favorable quality for a discontinuous approximation space. The additional degrees of freedom carry no value. Often one is more interested in a solution that minimizes some error norm. For a given discretization, the \( L^2 \) error is minimized by the \( L^2 \) projection of \( u \) onto the finite element space, that is, \( \bar{u} = \mathbb{P}_H u \). The third numerical experiment shown in Figure 3 verifies that explicit formulations for \( \{u'\} \) and \( \{\nabla u'\} \), which correspond to the desired \( \bar{u} \), indeed

\[
\frac{u(x + h) - u(x - h)}{2h} = ax^2 + 2axh + ah^2 + bx + bh - ax^2 + 2axh - ah^2 - bx + bh
\]

\[
= 2ax + b = \frac{d}{dx} u(x).
\]

By substituting this relation into (40), we can show that for a constant force \( f \) and linear basis functions, it holds that \( \{\nabla u'\} = 0 \). An inverse argument says that when all fine-scale terms are omitted from the variational coarse-scale formulation (39), then the \( H^1 \) projection of \( u \) must be obtained in case of a constant \( f \) and linear basis functions. We verify this argument with the first numerical experiment illustrated in Figure 1, where we use three equidistant linear discontinuous finite elements.

For an arbitrary \( f \), the nodally exact \( H^1 \) projection of \( u \) does not necessarily imply \( \{\nabla u'\} = 0 \). In this case, nodal coincidence can still be achieved by using the explicit formulation for \( \{\nabla u'\} \) from (40) such that we obtain additional contributions to the force vector. In the second numerical experiment shown in Figure 2, we verify this argument for an example parabolic force, \( \mathbf{f} = 10(x - x^2) \). In addition, we plot the result when the fine-scale terms are omitted, which yields a solution that is not nodally exact and exhibits significant jumps at element interfaces.

Table 2

<table>
<thead>
<tr>
<th>Method name</th>
<th>Global weak formulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bassi–Rebay [5]</td>
<td>((\nabla \bar{w}, \nabla \bar{u})<em>{\Omega_K} - \langle \bar{w}, {\nabla \bar{u}} \rangle</em>{\Gamma} - \langle {\nabla \bar{w}}, \bar{u} \rangle_{\Gamma} + (r(\bar{w}), r(\bar{u}))_{\Omega_K} )</td>
</tr>
<tr>
<td>Brezzi et al. [12]</td>
<td>((\nabla \bar{w}, \nabla \bar{u})<em>{\Omega_K} - \langle \bar{w}, {\nabla \bar{u}} \rangle</em>{\Gamma} - \langle {\nabla \bar{w}}, \bar{u} \rangle_{\Gamma} + (r(\bar{w}), r(\bar{u}))_{\Omega_K} )</td>
</tr>
<tr>
<td>Local DG [20]</td>
<td>((\nabla \bar{w}, \nabla \bar{u})<em>{\Omega_K} - \langle \bar{w}, {\nabla \bar{u}} \rangle</em>{\Gamma} - \langle {\nabla \bar{w}}, \bar{u} \rangle_{\Gamma} + (r(\bar{w}), r(\bar{u}))_{\Omega_K} )</td>
</tr>
<tr>
<td>Interior penalty [25]</td>
<td>((\nabla \bar{w}, \nabla \bar{u})<em>{\Omega_K} - \langle \bar{w}, {\nabla \bar{u}} \rangle</em>{\Gamma} - \langle {\nabla \bar{w}}, \bar{u} \rangle_{\Gamma} + (r(\bar{w}), r(\bar{u}))_{\Omega_K} )</td>
</tr>
<tr>
<td>Bassi et al. [6]</td>
<td>((\nabla \bar{w}, \nabla \bar{u})<em>{\Omega_K} - \langle \bar{w}, {\nabla \bar{u}} \rangle</em>{\Gamma} - \langle {\nabla \bar{w}}, \bar{u} \rangle_{\Gamma} + (r(\bar{w}), r(\bar{u}))_{\Omega_K} )</td>
</tr>
<tr>
<td>Baumann–Oden [7]</td>
<td>((\nabla \bar{w}, \nabla \bar{u})<em>{\Omega_K} - \langle \bar{w}, {\nabla \bar{u}} \rangle</em>{\Gamma} + \langle {\nabla \bar{w}}, \bar{u} \rangle_{\Gamma} )</td>
</tr>
<tr>
<td>Nonsymmetric interior penalty Galerkin [48]</td>
<td>((\nabla \bar{w}, \nabla \bar{u})<em>{\Omega_K} - \langle \bar{w}, {\nabla \bar{u}} \rangle</em>{\Gamma} + \langle {\nabla \bar{w}}, \bar{u} \rangle_{\Gamma} + (r(\bar{w}), r(\bar{u}))_{\Omega_K} )</td>
</tr>
<tr>
<td>Babuška–Zlámal [4]</td>
<td>((\nabla \bar{w}, \nabla \bar{u})<em>{\Omega_K} + \langle \bar{w}, {\nabla \bar{u}} \rangle</em>{\Gamma} )</td>
</tr>
<tr>
<td>Brezzi et al. [13]</td>
<td>((\nabla \bar{w}, \nabla \bar{u})<em>{\Omega_K} - \langle \bar{w}, {\nabla \bar{u}} \rangle</em>{\Gamma} )</td>
</tr>
</tbody>
</table>
Model problem
\[ f = 2 \]
\[ x_0 = 0, x_1 = 5 \]
\[ u_0 = 1, u_1 = 3 \]

Exact solution
\[ u(x) = x^2 + \frac{26}{5}x + 1 \]

Fine-scale model
For \( \hat{x} \in \Gamma \):
\[ \{ u' \} \bigg|_{\hat{x}} = \Phi^R \bigg|_{\hat{x}} = 0 \]
\[ \{ \nabla u' \} \bigg|_{\hat{x}} = \Theta^R \bigg|_{\hat{x}} = 0 \]

Fig. 1. Numerical experiment 1: for linear basis functions and constant \( f \), the coarse-scale solution \( \bar{u} \) is nodally exact when all fine-scale terms are omitted.

Model problem
\[ f = 10(x - x^2) \]
\[ x_0 = 0, x_1 = 1 \]
\[ u_0 = 0, u_1 = 0.1 \]

Exact solution
\[ u(x) = -\frac{1}{3}x^3 + \frac{12}{12}x^2 + \frac{14}{15}x \]

Fine-scale model
For \( \hat{x} \in \Gamma \):
\[ \Phi^R \bigg|_{\hat{x}} = 0 \]
\[ \Theta^R \bigg|_{\hat{x}} = \nabla u(\hat{x}) - \{ \nabla u' \} \bigg|_{\hat{x}} \]
\[ = \frac{1}{2h} u(x) \bigg|_{\hat{x}} - \frac{u(\hat{x}+h) - u(\hat{x}-h)}{2h} \]

Fig. 2. Numerical experiment 2: for linear basis functions and a given parabolic \( f \), the coarse-scale solution \( \bar{u} \) is nodally exact when the correct \( \{ \nabla u' \} \) is substituted as an explicit interface model.

lead to the \( L^2 \) projection of \( u \). To find the reference solution, we solve a finite element problem to obtain \( u_h = P_{L^2} u \). From this finite element approximation, we extract the explicit formulation of the fine-scale interface terms, which become force contributions. We note that for our purpose, the \( L^2 \) projection must satisfy the Dirichlet boundary conditions such that the fine-scale solution \( u' = u - \bar{u} \in V'(0) \) is zero on the domain boundary. Figure 3 also includes the result of a DG discretization that omits all fine-scale terms in the variational coarse-scale formulation (39), which does not lead to an acceptable solution.

All three numerical experiments demonstrate that suitable fine-scale terms at element interfaces are essential for the optimal performance of DG discretizations. Explicit fine-scale interface models require prior knowledge of the exact solution, which is usually not available in practical applications. This is different for implicit interface models, which we will discuss next.
Model problem
\( f = 10(x - x^2) \)
\( x_0 = 0, \ x_1 = 1.5 \)
\( u_0 = 0, \ u_1 = 0.1 \)

Exact solution
\( u(x) = -\frac{5}{3}x^3 + \frac{10}{12}x^4 + \frac{241}{200}x \)

Fine-scale model
For \( \hat{x} \in \Gamma \):
\[
\Phi^\epsilon|_{\hat{x}} = u(\hat{x}) - \{P_{L^2}u\}|_{\hat{x}}
\]
\[
\Theta^\epsilon|_{\hat{x}} = \nabla u(\hat{x}) - \{\nabla P_{L^2}u\}|_{\hat{x}}
\]

Fig. 3. Numerical experiment 3: the \( L^2 \) projection of \( u \) is retrieved when the correct \( \{\nabla \nu^\epsilon\} \) and \( \{\nu^\epsilon\} \) are substituted as explicit interface models.

4.3. Multiscale interpretation of classical DG formulations. In this section, we investigate the fine-scale interface models that naturally recover classical DG methods from the variational formulation (39). Most of the classical DG formulations in Table 2 can be written in the general form

\[
\begin{align*}
&\langle \nabla \bar{w}, \nabla \bar{u} \rangle_{\Omega_K} - \langle \bar{w}, \{\nabla \bar{u}\} \rangle_{\Gamma} - \langle \{\nabla \bar{w}\}, \bar{u}\rangle_{\Gamma} \\
&\quad + \langle F(\bar{w}), F(\bar{u}) \rangle_{\Omega_K} - \langle \{\nabla \bar{w}\}, \Phi^i(\bar{u}) \rangle_{\Gamma} + \langle \{\nabla \bar{w}\}, \Theta^i(\bar{u}) \rangle_{\Gamma} = (\bar{w}, f)_{\Omega_K} \quad \forall \bar{w} \in \bar{V}(0),
\end{align*}
\]

where \( F(\cdot) \) is linear and \( F(0) = 0 \) [3]. When we compare (41) to the variational coarse-scale formulation (39), we observe that (41) is a special case of the multiscale formulation, where the fine-scale solution satisfies

\[
\begin{align*}
&-\langle \Delta \bar{w}, u^\epsilon \rangle_{\Omega_K} - \langle \{\nabla \bar{w}\}, \{\nabla u^\epsilon\} \rangle_{\Gamma} + \langle \{\nabla \bar{w}\}, \{\nabla u^\epsilon\} \rangle_{\Gamma} \\
&\quad + \langle F(\bar{w}), F(\bar{u}) \rangle_{\Omega_K} - \langle \{\nabla \bar{w}\}, \Phi^i(\bar{u}) \rangle_{\Gamma} + \langle \{\nabla \bar{w}\}, \Theta^i(\bar{u}) \rangle_{\Gamma} = (\bar{w}, f)_{\Omega_K} \quad \forall \bar{w} \in \bar{V}(0),
\end{align*}
\]

which may be expressed as

\[
\begin{align*}
&-\langle \Delta \bar{w}, u^\epsilon \rangle_{\Omega_K} - \langle F(\bar{w}), F(\bar{u}) \rangle_{\Omega_K} \\
&\quad - \langle \{\nabla \bar{w}\}, \{\nabla u^\epsilon\} \rangle_{\Gamma} - \langle \{\nabla \bar{w}\}, \Phi^i(\bar{u}) \rangle_{\Gamma} + \langle \{\nabla \bar{w}\}, \Theta^i(\bar{u}) \rangle_{\Gamma} = 0 \quad \forall \bar{w} \in \bar{V}(0).
\end{align*}
\]

For a one-dimensional problem, the coarse-scale test function \( \bar{w} \) can be chosen as the continuous piecewise linear function shown in Figure 4(a). In this case, all but the last term in (43) are zero. A similar test function can be constructed for each element interface. Therefore, it holds that

\[
\begin{align*}
&\langle 1, \{u^\epsilon\} \rangle_{\hat{x}} - \Theta^i(\bar{u})|_{\hat{x}} = 0 \quad \Rightarrow \quad \{u^\epsilon\}|_{\hat{x}} = \Theta^i(\bar{u})|_{\hat{x}}, \quad \hat{x} \in \Gamma.
\end{align*}
\]

If we choose the piecewise linear function shown in Figure 4(b), with a jump at some arbitrary element interface, as the test function \( \bar{w} \), then the first term in (43) can be removed. Since (44) still holds, it follows that
\( (a) \) \( \bar{\omega} \) corresponding to the \( [\nabla \bar{\omega}] \) terms.
\( (b) \) \( \bar{\omega} \) corresponding to the \( [\bar{\omega}] \) terms.

**Fig. 4.** Choices of test functions to obtain the nodal identities.

\[
(45) \quad -\left( F(1), F([\bar{u}]) \right)_{\Omega_K} - \left\langle 1, \left\{ \nabla \bar{u}' \right\} - \Phi^i(\bar{u}) \right\rangle_{\hat{x}} = 0, \quad \hat{x} \in \Gamma.
\]

Many of the formulations in Table 2 do not include an additional volumetric term such that \( F(\cdot) = 0 \). In this case, it follows from (45)

\[
(46) \quad -\left\langle 1, \left\{ \nabla \bar{u}' \right\} - \Phi^i(\bar{u}) \right\rangle_{\hat{x}} = 0 \Rightarrow \left\{ \nabla \bar{u}' \right\}_{|\hat{x}} = \Phi^i(\bar{u})_{|\hat{x}}, \quad \hat{x} \in \Gamma.
\]

Any coarse-scale test function \( \bar{w} \in \bar{V}(0) \) may be written as the sum of discontinuous functions of the form shown in Figure 4(b), plus a continuous function. Due to linearity of \( F(\cdot) \), an identity similar to (45) can be obtained for each of the discontinuous components of \( \bar{w} \). Therefore, the second and third term in (43) always cancel out. In addition, due to the nodal identity (44), the fourth term in (43) vanishes as well. We thus can obtain the following elementwise volumetric identity:

\[
(47) \quad -\left( \Delta \bar{w}, u' \right)_{\Omega_K} = 0 \quad \forall \bar{w} \in \bar{V}(0).
\]

Next, we show the implications of these fine-scale models for the particular example of the symmetric interior penalty method.

**The symmetric interior penalty method.** According to Table 2, the classical symmetric interior penalty (IP) formulation of the Poisson equation reads

\[
(48) \quad \left. \left\{ \nabla \bar{u} \right\} \right|_{\hat{x}} = 0 \quad \forall \bar{w} \in \bar{V}(0).
\]

We argue that (48) can be retrieved from the variational coarse-scale formulation (39) if we choose the following implicit fine-scale interface model:

\[
(49) \begin{cases}
\left\{ u' \right\}_{|\hat{x}} = \Phi^i(\hat{u})_{|\hat{x}} = 0, \quad \hat{x} \in \Gamma, \\
\left\{ \nabla u' \right\}_{|\hat{x}} = \Theta^i([\bar{u}])_{|\hat{x}} = -\eta h^{-1} \left[ \bar{u} \right]_{|\hat{x}}, \quad \hat{x} \in \Gamma.
\end{cases}
\]

As was just shown, these expressions are pointwise identities in the one-dimensional case. The first line in (49) states that the average of the fine-scale solution is zero across element interfaces. Therefore, it holds that \( \left\{ \bar{u} \right\} = u \) at element boundaries. It is clear by intuition that this is a sound model approach, as it ensures that the coarse-scale solution does not drift away from the exact solution.

Although the solution \( \bar{u} \) centers around the exact solution on element interfaces, jumps at element interfaces are still possible. They are suppressed by the condition in the second line in (49), whose effect can be illustrated best by the following reformulation. We first define a distance \( d \) as

\[
(50) \quad d = \frac{1}{2} h \eta^{-1}.
\]
Then, for any interface point $\hat{x} \in \Gamma$,

$$
2d \left\{ \nabla u' \right\}_{\hat{x}} = \left[ \bar{u} \right]_{\hat{x}} = \left[ u' \right]_{\hat{x}},
$$

$$
d\nabla u'^+ + d\nabla u'^- = n^+ u'^+ + n^- u'^-,
$$

$$
n^- u'^+ + d\nabla u'^- = n^- u'^- - d\nabla u'^-,
$$

$$
u'^- - d n^+ \nabla u'^+ = u'^+ - d n^- \nabla u'^-,
$$

$$
u'^+(\hat{x} - dn^+) \approx u'^-(\hat{x} - dn^-).
$$

In the last line, we can identify the fine-scale interface model as a first-order Taylor approximation of the fine-scale solution $u'$ at the distance $d$ from the element interface.

Based in this analysis, the second line in (49) states that the fine-scale solutions in neighboring elements must be approximately equal at some distance away from the interface. The two conditions (49) thus control the fine-scale solution close to the interface, thereby effectively limiting the element-to-element oscillations in the coarse-scale solution.

Accurate Taylor approximations require small distances $d$. As the free parameter $\eta$ in (49) is increased, the distance $d$ approaches zero. As a consequence, the fine-scale solution is forced to zero at element interfaces, and we obtain the nodally exact coarse-scale solution $\bar{u}$. This behavior is in accordance with the penalization interpretation that gave the IP method its name.

Figure 5 illustrates the effect of the fine-scale interface model that leads to the IP method. Using a three-element linear DG discretization and a sinusoidal forcing term, we obtain the solution of the variational coarse-scale formulation (39) with (49). We observe that the average of the discontinuous fine-scale solution $u'$ at the element interface is zero. Moreover, the first-order Taylor approximations of $u'$ in the positive and negative directions from the interface at a distance $d$ are equal.

4.4. Higher-order discretizations of the VMS DG formulation. Up to this point, we have restricted ourselves to DG discretizations with linear basis functions. Then the volumetric fine-scale term disappears, as it involves second derivatives of the test function. For higher-order DG discretizations, however, the volumetric term remains. None of the classical DG formulations shown in Table 2, however,
include a volumetric term of the form \((\Delta \bar{w}, \cdot)_{\Omega_K}\). We showed in (47) that, for formulations of the form (41), the omission of the volumetric fine-scale term means it must be equal to zero. As a consequence, each of the classical DG formulations implicitly includes the following fine-scale volumetric model:

\[(\Delta \bar{w}, u')_{\Omega_K} = 0\] (52)

From (52), it follows that for quadratic basis functions in \(\bar{w}\), the element average of the fine-scale solution \(u'\) is zero. For third-order basis functions, the integral of \(u'\) weighted by a linear function equals zero. Generalizing this line of thought, we can write for any polynomial order \(p\) higher than linear

\[\int_K u' \sum_{n=1}^{p-1} c_n x^{n-1} = 0 \quad \forall K \in \mathcal{T}, \quad \forall c_1, \ldots, c_{p-1} \in \mathbb{R}^{p-1}.\] (53)

We anticipate that (53) exhibits a stabilizing effect on the coarse-scale solution. The more the fine-scale solution is constrained to zero, the better the coarse-scale solution approximates the exact solution.

In Figure 6, we illustrate the effect of (53) for higher-order discretizations of the IP method and the model problem considered in the previous section. We verified the identities (53) numerically for all solutions shown in Figure 6. We emphasize that the solution still adheres to the fine-scale interface model (49).

4.5. Discretizations of the VMS DG formulation on multidimensional domains. The conclusions drawn for discretizations of the VMS DG formulation on one-dimensional domains are all based on fine-scale interface models that hold pointwise at element interface nodes. On two- and three-dimensional domains, the argument made at the start of subsection 4.3 does not hold, and pointwise identities may not be concluded from the obtained formulations. In this section we aim to take the first step towards developing the multiscale interpretation of DG formulations for multidimensional problems.

The numerical experiments in this section involve the weak enforcement of Dirichlet boundary conditions. We add corresponding boundary terms to the coarse-scale variational formulation (39), leading to the following:
Find \( \bar{u} \in \mathcal{V} \) s.t.
\[
(\nabla \bar{w}, \nabla \bar{u})_{\Omega_K} - \langle \bar{w}, \nabla \bar{u} \cdot n \rangle_{\partial \Omega} - \langle [\bar{w}], [\nabla \bar{u}] \rangle_{\Gamma} - \langle \{ \nabla \bar{w} \}, [\bar{u}] \rangle_{\Gamma} \\
+ (\mathcal{L} \bar{w}, u')_{\Omega_K} - \langle \bar{w}, \nabla u' \cdot n \rangle_{\partial \Omega} - \langle [\bar{w}], \{ \nabla u' \} \rangle_{\Gamma} \\
+ \langle \nabla \bar{w} \cdot n, u' \rangle_{\partial \Omega} + \langle \{ \nabla \bar{w} \}, \{ u' \} \rangle_{\Gamma} = (\bar{w}, f)_{\Omega_K} \quad \forall \bar{w} \in \mathcal{V}.
\]

Inspired by the one-dimensional case discussed earlier, we substitute the following implicit fine-scale interface model:
\[
\begin{align*}
\{ u' \} \big|_{\hat{x}} &= 0, \quad \hat{x} \in \Gamma, \\
\{ \nabla u' \} \big|_{\hat{x}} &= -\eta h^{-1} \hat{[u]} \big|_{\hat{x}}, \quad \hat{x} \in \Gamma, \\
\nabla u' \cdot n \big|_{\hat{x}} &= -\eta h^{-1} u' \big|_{\hat{x}}, \quad \hat{x} \in \partial \Omega.
\end{align*}
\]

Using the identity \( u' = u_D - \bar{u} \) to remove any remaining fine-scale terms on the domain boundary, we retrieve the classical IP formulation:
\[
(\nabla \bar{w}, \nabla \bar{u})_{\Omega_K} - \langle [\bar{w}], \{ \nabla \bar{u} \} \rangle_{\Gamma} - \langle \{ \nabla \bar{w} \}, [\bar{u}] \rangle_{\Gamma} + \langle \eta h^{-1} \hat{[w]}, [\bar{u}] \rangle_{\Gamma} \\
+ \langle \eta h^{-1} \bar{w}, u' \rangle_{\partial \Omega} - \langle \nabla \bar{w} \cdot n, \bar{u} \rangle_{\partial \Omega} - \langle \bar{w}, \nabla \bar{u} \cdot n \rangle_{\partial \Omega} \\
= (\bar{w}, f)_{\Omega_K} - \langle \nabla \bar{w} \cdot n, u_D \rangle_{\partial \Omega} + \langle \eta h^{-1} \bar{w}, u_D \rangle_{\partial \Omega} \quad \forall \bar{w} \in \mathcal{V}.
\]

The formulation (56) does not satisfy the fine-scale interface model (55) pointwise. Instead, it constitutes a special case of (54), for which the fine-scale solution satisfies
\[
- (\Delta \bar{w}, u')_{\Omega_K} - \langle \bar{w}, \nabla u' \cdot n \rangle_{\partial \Omega} - \langle [\bar{w}], \{ \nabla u' \} \rangle_{\Gamma} + \langle \nabla \bar{w} \cdot n, u' \rangle_{\partial \Omega} \\
+ \langle \{ \nabla \bar{w} \}, \{ u' \} \rangle_{\Gamma} = \langle \eta h^{-1} \hat{[w]}, [\bar{u}] \rangle_{\Gamma} - \langle \eta h^{-1} \bar{w}, u' \rangle_{\partial \Omega} \quad \forall \bar{w} \in \mathcal{V}.
\]

In a multidimensional case, this is the fine-scale model. It forms a weakly satisfied condition that combines volumetric and interface terms. This equation is satisfied exactly by the IP method, and in that sense forms a constraint on the fine-scale solution. In turn, the fine-scale constraint closes the finite element formulation from a multiscale perspective. The specific closure specified by the fine-scale constraint of (57) is the fundamental difference between the IP method and the other methods in Table 2, which make use of different fine-scale constraints. In this sense, this equation defines the IP method. More specifically, it defines the projector \( \mathcal{P} : \mathcal{V}(\cdot) \rightarrow \mathcal{V}(\cdot) \) that governs the scale decomposition that is implicitly employed by the IP method. In this particular case, the projectors may even explicitly be interpreted as a minimization problem. Notice that (57) is the variational formulation of the minimization of
\[
J(\bar{u}, \nabla \bar{u}; u, \nabla u) = \int_{\Omega_K} \frac{1}{2} (\nabla u - \nabla \bar{u})^2 + \int_{\Gamma} [\bar{u}] \{ \nabla u - \nabla \bar{u} \} + \frac{1}{2} \eta h^{-1} \hat{[u]}^2 \\
+ \int_{\partial \Omega} (u - \bar{u}) n \cdot (\nabla u - \nabla \bar{u}) + \frac{1}{2} \eta h^{-1} (u - \bar{u})^2,
\]

where the true solutions \( u \) and \( \nabla u \) are treated as data. By solving the IP finite element formulation for the Poisson problem, one thus obtains the coarse-scale solution that best approximates the true solution according to the minimization of the functional in (58).
In analogy to the one-dimensional case, the fine-scale model of (57) provides tangible insights into the fine-scale behavior of the IP formulation. For instance, by taking a test function \( \bar{w} \) that equals 1 in the domain of the element \( K \) and 0 outside, we find

\[
\int_{\partial K} \{\nabla u'\} \cdot n = - \int_{\partial K} \eta h^{-1}[u'],
\]

where the jumps and averages on the domain boundary \( \partial K \) are defined as \([u'] \equiv u'\) and \(\{\nabla u'\} \equiv \nabla u'\). This relation looks very much like the second line in the fine-scale interface model (49) of the one-dimensional IP method. In contrast, similar expressions for the first line of (49) and the volumetric fine-scale model of (52) do not hold, i.e.,

\[
\int_{\partial K} \{u'\} \neq 0 \quad \text{and} \quad \int_K u' \neq 0.
\]

We investigate the behavior of the relations (60) with a numerical experiment. To this end, we consider the two-dimensional Laplace problem defined in Figure 7. We use a DG discretization that consists of 18 triangular elements. We increase the polynomial order of the basis functions for a number of consecutive experiments. Figures 8 to 10 plot the coarse- and fine-scale solutions obtained with linear, quadratic, and quartic basis functions, respectively. We list the results of the integral expression (59) and (60) in Table 3.

The results in the first column of Table 3 verify that the fine-scale interface model (59) is exactly satisfied. We observe in the second and third columns that the integrals (60) are not zero, but they approach zero with increasing polynomial order of the basis functions. Note that there is an even-odd phenomenon with respect to the order of the basis functions. The results of the integrals reduce by several orders

**Model problem**

\[
\Omega = [0,1] \times [0,1] \\
f = 0 \quad \text{in } \Omega \\
u = 0 \quad \text{when } x_1 = 0 \\
u = 0 \quad \text{when } x_1 = 1 \\
u = \sin(\pi x_1) \quad \text{when } x_2 = 0 \\
u = 0 \quad \text{when } x_2 = 1
\]

**Exact solution**

\[
u(x_1, x_2) = \left( \cosh(\pi x_2) - \frac{\cosh(\pi)}{\sinh(\pi)} \sinh(\pi x_2) \right) \sin(\pi x_1)
\]

**Numerical implementation**

Mesh: 18 triangular elements
IP method with \( \eta_c = 3 \) and \( \eta_{in} = 8 \)

*Fig. 7. Exact solution of the two-dimensional Laplace model problem.*
of magnitude when the polynomial order is increased from an even to an odd value, but stay practically constant when the order is increased from odd to even. This interesting convergence behavior warrants a more thorough investigation of multi-dimensional fine-scale models in the future.

5. A residual-based VMS DG method for steady advection-diffusion problems. The DG method naturally incorporates stable upwind numerical flux formulations. It has therefore established itself as an effective tool for discretizing
boundary value problems based on advection-type PDEs. In this section, we show that the VMS framework derived in the previous sections also holds for advection-type problems. In particular, we explore an interpretation of upwind numerical fluxes in a VMS context. To this end, we consider the following problem:

$$\begin{align*}
    &a \cdot \nabla u - \nu \Delta u = f \\
    &u = u_D \\
\end{align*}$$

(61)

The parameters $a$ and $\nu$ are assumed constant in our analysis.
5.1. VMS formulation. Following the procedures described in section 2, we can derive the variational coarse-scale formulation as the following:

Find \( \bar{u} \in \overline{V}(u_D) \) s.t.

\[
\begin{align*}
(62) & \quad - (a \cdot \nabla \bar{w}, \bar{u})_{\Omega_K} + \langle \nabla \bar{w}, \nu \nabla \bar{u} \rangle_{\Omega_K} + \sum_{K \in T} \left[ \langle \bar{w}, a \cdot n \bar{u} \rangle_{\partial K} - \langle \bar{w}, \nu \nabla \bar{u} \cdot n \rangle_{\partial K} \right] \\
& \quad + \langle \mathcal{L}^* \bar{w}, u' \rangle_{\Omega_K} + k(\bar{w}, u'; \Gamma) = \langle \bar{w}, f \rangle_{\Omega_K} \quad \forall \bar{w} \in \overline{V}(0),
\end{align*}
\]

where the following holds:

\[
\begin{align*}
(63) & \quad \mathcal{L}^* = -a \cdot \nabla - \nu \Delta, \\
(64) & \quad k(\bar{w}, u'; \Gamma) = \sum_{K \in T} \left[ \langle \bar{w}, a \cdot n u' \rangle_{\partial K} - \langle \bar{w}, \nu \nabla u' \cdot n \rangle_{\partial K} + \langle \nabla \bar{w} \cdot n, \nu u' \rangle_{\partial K} \right].
\end{align*}
\]

We find the globally coupled formulation by manipulation of the fine-scale element boundary terms. We use (16) in (64) and substitute the result into (62) to obtain the following variational coarse-scale formulation:

\[
(65) \quad \text{Find } \bar{u} \in \overline{V}(u_D) \text{ s.t.}
\]

\[
\begin{align*}
- (a \cdot \nabla \bar{w}, \bar{u})_{\Omega_K} + \langle [\bar{w}] \cdot a, \{\bar{u}\} \rangle_{\Gamma} + \langle [\bar{w}] \cdot a, \{u'\} \rangle_{\Gamma} \\
+ \langle \nabla \bar{w}, \nu \nabla \bar{u} \rangle_{\Omega_K} + \langle [\bar{w}], \nu \{\nabla \bar{u}\} \rangle_{\Gamma} - \langle \nabla \bar{w} \cdot n, \nu \{\bar{u}\} \rangle_{\Gamma} \\
+ \langle \mathcal{L}^* \bar{w}, u' \rangle_{\Omega_K} - \langle [\bar{w}], \nu \{\nabla u'\} \rangle_{\Gamma} + \langle [\nabla \bar{w}], \nu \{u'\} \rangle_{\Gamma} = \langle \bar{w}, f \rangle_{\Omega_K} \quad \forall \bar{w} \in \overline{V}(0).
\end{align*}
\]

The collection of the terms associated with the diffusion operator has been discussed in subsection 4.1. Here, we apply a similar approach that results in the two advection terms in (65). In particular, we obtain the term \( \langle [\bar{w}] \cdot a, \{\bar{u}\} \rangle_{\Gamma} \) by a manipulation similar to (38). We note that in (65) the volumetric fine-scale term does not disappear, because the adjoint differential operator \( \mathcal{L}^* \) in (64) includes a first derivative term. Therefore, \( \mathcal{L}^* \bar{w} \) has nonzero values, also for linear basis functions.

The fine-scale solution \( u' \) in the element interior is obtained as described in section 3. Assuming constants for \( f, a, \) and \( \nu \) in the one-dimensional problem (61), we find

\[
(66) \quad \langle \mathcal{L}^* \bar{w}, u' \rangle_{\Omega_K} = \sum_{k \in T} \left[ \langle -a \cdot \nabla \bar{w}, \tau (f - a \cdot \nabla \bar{u}) \rangle_{K} \\
+ \langle -a \cdot \nabla \bar{w}, \gamma_0 \nu n_j u'_j \rangle_{K} + \langle -a \cdot \nabla \bar{w}, \gamma_1 \nu n_{j+1} u'_{j+1} \rangle_{K} \right]
\]

with the average Green’s function quantities

\[
(67) \quad \tau = \frac{h}{2a} - \frac{\nu}{\bar{w}^2} + \frac{h}{a \left( e^{\frac{\bar{w}^2}{2h}} - 1 \right)}, \quad \gamma_0 = \frac{\nu - a h - \nu e^{-\frac{\bar{w}}{h}}}{a h \nu (e^{-\frac{\bar{w}}{h}} - 1)}, \quad \gamma_1 = \frac{\nu + a h - \nu e^{\frac{\bar{w}}{h}}}{a h \nu (e^{\frac{\bar{w}}{h}} - 1)}.
\]

For a detailed derivation of the expressions in (67), the interested reader is referred to Appendix A. The vectors \( n_j \) and \( n_{j+1} \) in (66) are the left and right normals to each of the two boundaries of a one-dimensional element. The fine-scale boundary values \( u'_j \) and \( u'_{j+1} \) correspond to the left and right boundary of each one-dimensional element.
To close the formulation, we require expressions for the fine-scale element boundary values $u'_j$ and $u'_{j+1}$ in the volumetric fine-scale model. They can again be based on explicit or implicit models. To find an implicit model, they have to be related to the coarse-scale solution $\bar{u}$ in some way. In subsection 4.3, we found that on a one-dimensional domain, many existing formulations implicitly enforce

$$
\{u'\} | _{\hat{x}} = \Phi | _{\hat{x}} = 0, \quad \hat{x} \in \Gamma.
$$

Substitution thereof into (16) yields the fine-scale boundary values

$$
u^\pm | _{\hat{x}} = \frac{1}{2} [u'] | _{\hat{x}} \cdot n^\pm = -\frac{1}{2} [\bar{u}] | _{\hat{x}} \cdot n^\pm, \quad \hat{x} \in \Gamma.
$$

The implicit volumetric fine-scale model finally follows as

$$
(L^* \bar{w}, u')_{\Omega_K} = \sum_{K \in T} \left[ -a \cdot \nabla \bar{w}, \tau (f - a \cdot \nabla \bar{u}) \right]_K + \left[ a \cdot \nabla \bar{w}, \gamma_0 \nu^\frac{1}{2} [\bar{u}] | _{x_j} \right]_K + \left[ a \cdot \nabla \bar{w}, \gamma_1 \nu^\frac{1}{2} [\bar{u}] | _{x_{j+1}} \right]_K.
$$

5.2. Numerical experiments with linear basis functions in one-dimensional. We perform two numerical experiments to investigate the effect of the volumetric fine-scale term. We recall that the volumetric fine-scale term did not play a role in our previous numerical experiments for the Poisson problem in subsection 4.2, where it canceled for DG discretizations with linear basis functions.

In the first numerical experiment, we consider a nodally exact $H^1$ projection of the exact solution for the problem defined in Figure 11. In this case, all nodal values for $u'$ and $\{u'\}$ are zero. This includes those corresponding to $\gamma_0$ and $\gamma_1$ in (66). The fine-scale volumetric term therefore only contains the contribution associated with $\tau$. In this case, we treat the element interface term $\{\nabla u'\}$ explicitly, in the same fashion described for the fine-scale interface model of the Poisson problem in subsection 4.2.

### Model problem

- $f = 6$, $a = 0.5$, $\nu = 0.15$
- $x_0 = 0$, $x_1 = 1$
- $u_0 = 0$, $u_1 = 2$

### Exact solution

$$u(x) = -\frac{10}{e^{\pi x} - 1} (e^{\pi x} - 1) + 12x$$

### Fine-scale model

For $\hat{x} \in \Gamma$:

$$
\{u'\} \bigg| _{\hat{x}} = 0
$$

$$
\{\nabla u'\} \bigg| _{\hat{x}} = \frac{du}{dx} \bigg| _{\hat{x}} - \frac{u(\hat{x}+h) - u(\hat{x}-h)}{2h} = 0
$$

**Fig. 11.** Numerical experiment 1: the nodally exact coarse-scale solution $\bar{u}$ is obtained with an explicit formulation for the fine-scale terms.
Model problem
\[ f = 6, \quad a = 0.5, \quad \nu = 0.15 \]
\[ x_0 = 0, \quad x_1 = 1 \]
\[ u_0 = 0, \quad u_1 = 2 \]

Exact solution
\[ u(x) = -\frac{10}{\epsilon^{\frac{1}{3}}} \left( e^{\frac{x}{\epsilon^{\frac{1}{3}}}} - 1 \right) + 12x \]

Fine-scale model
For \( \hat{x} \in \Gamma \):
\[ \{ u' \mid_{\hat{x}} \} = u(\hat{x}) - \{ P L_2 u \mid_{\hat{x}} \} \]
\[ \{ \nabla u' \mid_{\hat{x}} \} = \nabla u(\hat{x}) - \{ \nabla P L_2 u \mid_{\hat{x}} \} \]
\[ u' \left( \lim_{\epsilon \to 0} \hat{x} \pm \epsilon \right) = u(\hat{x}) - P L_2 u \left( \lim_{\epsilon \to 0} \hat{x} \pm \epsilon \right) \]

Fig. 12. Numerical experiment 2: the \( L^2 \) projection of the exact solution \( u \) is obtained with an explicit formulation for the fine-scale terms.

Using a three-element DG discretization with linear basis functions, we find the coarse-scale solution shown in Figure 11. The results verify that the \( H^1 \) projection is retrieved. In addition, they show that the volumetric fine-scale term is essential. We observe that when the volumetric fine-scale term is canceled by setting \( \tau = 0 \), the coarse-scale solution is far away from the exact solution. Small changes in the problem parameter \( \nu \) lead to largely varying solutions, which is a well-known behavior of finite element approximations in advection-diffusion problems.

In the second numerical experiment, we consider an \( L^2 \) projection of the exact solution, which no longer yields a nodally exact coarse-scale solution \( \bar{u} \). Therefore, the fine-scale boundary values of the volumetric fine-scale model cannot be omitted here. To obtain explicit fine-scale values, we follow the same strategy as in subsection 4.2 and precompute the correct \( L^2 \) projection.

Figure 12 illustrates the result obtained with a three-element linear DG discretization. We observe that the \( L^2 \) projection of the exact solution is indeed retrieved by explicit substitution of the fine-scale terms. This indicates the validity of the fine-scale terms in the variational coarse-scale formulation (65) and the average Green’s function identities (66).

5.3. A VMS interpretation of upwind flux formulations. Upwind flux formulations have been the backbone of DG methods since their introduction in 1973 [47]. In this subsection, we investigate upwind flux formulations from a multiscale perspective. In addition, we derive the fine-scale interface model that corresponds to the classical upwind strategy.

The physical interpretation of advection states that information is propagated in the direction of the velocity vector \( a \). In an upwinding method, the element boundary data of some element in the mesh relates to the upstream element. Inspired by this notion, we assume that the flux term obtained from integration by parts of the coarse-scale solution should have the form

\[ \langle [ \bar{w} ] \cdot a, \bar{u} \left( \lim_{\epsilon \to 0} x - \epsilon a \right) \rangle_{\Gamma} \]
Model problem

\[ f = 6, \quad a = 0.5, \quad \nu = 0.001 \]
\[ x_0 = 0, \quad x_1 = 1 \]
\[ u_0 = 0, \quad u_1 = 2 \]

Exact solution

\[ u(x) = -\frac{10}{e^{500x} - 1} + 12x \]

Fine-scale model

For \( \hat{x} \in \Gamma \):

\[ \{ u' \}^{\hat{x}} = 0 \]
\[ \{ \nabla u' \}^{\hat{x}} = \frac{du}{d\hat{x}} \bigg|^{\hat{x}} \frac{u(\hat{x}+h)-u(\hat{x}-h)}{2h} \]
\[ u' (\hat{x}) = 0 \]

Fig. 13. Numerical experiment 3: comparison of the effect of upwinding with the effect of the volumetric fine-scale term \( \tau \).

where we obtain jumps in \( \bar{w} \), because \( \bar{u}(\lim_{\epsilon \to 0} x - \epsilon a) \) is single-valued on the element interface. We obtain a typical upwind formulation by substituting (72) into (65).

\[ \langle [\bar{u}] \cdot a, \{ u' \} \rangle_{\Gamma} + \langle [\bar{\nabla u}] \cdot a, \{ u' \} \rangle_{\Gamma} = \langle [\bar{w}] \cdot a, \bar{u}(\lim_{\epsilon \to 0} x - \epsilon a) \rangle_{\Gamma}. \]

To illustrate the effect of (72) on the coarse-scale solution, we consider a third numerical experiment defined in Figure 13. We discretize (65) with ten linear DG elements, where all fine-scale terms emanating from the diffusion operator are treated as discussed for the \( H^1 \) projection in subsection 5.2. We observe in Figure 13 that when the fine-scale volumetric term is taken into account, a nodally exact coarse-scale solution \( \bar{u} \) is retrieved. When the fine-scale volumetric term is omitted, i.e., \( \tau = 0 \), the coarse-scale solution loses accuracy with respect to the exact solution. When an upwind numerical flux is implemented by substitution of (72), then the coarse-scale solution is almost indistinguishable from the exact solution in most of the domain, even though \( \tau = 0 \).

The results shown in Figure 13 indicate that upwind numerical fluxes are able to eliminate the need for a volumetric fine-scale model. This hypothesis may be confirmed by inspecting the residual. In the first nine elements the slope of the coarse-scale solution is such that the residual is nearly zero. The element on the right, however, has a negative slope, whereas \( f \) is positive. Therefore, the residual \( R_{\bar{u}} = f - a \cdot \nabla \bar{u} \) is large. This means that only in the rightmost element, the fine-scale volumetric term has a significant effect. The upwind method sweeps through the mesh, from left to right. Every subsequent element uses the coarse-scale boundary values of the previous element as boundary conditions. The near-zero residuals on the left mean that the cumulative error due to omission of the volumetric fine-scale term remains small. Upwind numerical fluxes can thus be interpreted as a remedy for the lack of the volumetric fine-scale term.

Moreover, upwind numerical fluxes can be interpreted as an implicit fine-scale interface model that can be obtained by manipulating (72) such that the fine-scale term acts as the difference between the upwind term and the average term. We can identify
two different cases at an element interface: $a$ points into the element denoted by $K^+$ (where $a \cdot n^+ < 0$) or $a$ points out of that element and into $K^-$ (and thus $a \cdot n^+ > 0$).

\[
\begin{array}{c|c}
 a \cdot n^+ < 0 & a \cdot n^+ > 0 \\
\end{array}
\]

\[
\begin{align*}
\langle [w] \cdot a, \bar{u} (\lim_{x \rightarrow a} x - ea) - \{\bar{u}\} \rangle \Gamma &= \langle [w] \cdot a, \bar{u} \rangle \Gamma - \frac{1}{2} \langle [w] \cdot a, -\bar{u}^+ + \bar{u}^- \rangle \Gamma \\
&= \frac{1}{2} \langle [w] \cdot a, -\bar{u}^+ + \bar{u}^- \rangle \Gamma \\
&= \frac{1}{2} \langle [w] \cdot a, n^- \cdot n^+ \bar{u}^+ + n^- \cdot n^+ \bar{u}^- \rangle \Gamma \\
&= \frac{1}{2} \langle [w], [\bar{u}] a \cdot n^- \rangle \Gamma \\
\end{align*}
\]

(73)

The result of the previous derivation demonstrates that, in either case, the fine-scale model can be retrieved from the following identity:

\[
\begin{align*}
\langle [w] \cdot a, \{u'\} \rangle \Gamma &= \frac{1}{2} \langle [w], [\bar{u}] \cdot (a \cdot n) \rangle \Gamma, \\
\langle [w], (u'^+ + u'^-) a \rangle \Gamma &= -\langle [w], (u'^+ n^+ + u'^- n^-) a \cdot n \rangle \Gamma, \\
\langle [w], a u'^+ + a u'^- + |a \cdot n| u'^+ n^+ + |a \cdot n| u'^- n^- \rangle \Gamma &= 0, \\
\langle [w], a \cdot n^- u'^+ - a \cdot n^- u'^- + |a \cdot n| u'^- - |a \cdot n| u'^+ \rangle \Gamma &= 0, \\
\langle [w], (a \cdot n^+ + |a \cdot n|) u'^+ - (a \cdot n^- + |a \cdot n|) u'^- \rangle \Gamma &= 0.
\end{align*}
\]

(74)

When $a$ points out of $K^-$ and into $K^+$, then $a \cdot n^+ < 0$ and $a \cdot n^+ + |a \cdot n| = 0$, which means that the fine-scale component $u'^+$ is removed from the identity. Instead, if $a$ points into $K^-$ and out of $K^+$, then $a \cdot n^- + |a \cdot n| = 0$ and the fine-scale component $u'^-$ vanishes. These observations motivate the following fine-scale model:

\[
\begin{align*}
\langle [w], u'^+ \rangle \Gamma &= 0 \quad \Leftrightarrow \quad \langle [w], \bar{u}^+ \rangle \Gamma = \langle [w], u \rangle \Gamma \quad \text{when } a \cdot n^+ > 0, \\
\langle [w], u'^- \rangle \Gamma &= 0 \quad \Leftrightarrow \quad \langle [w], \bar{u}^- \rangle \Gamma = \langle [w], u \rangle \Gamma \quad \text{when } a \cdot n^- > 0.
\end{align*}
\]

(75)

This model only enforces a condition on $u'$ on parts of the element boundary only, namely at all locations where the velocity vector points out of the element. Wherever it points inwards, no condition is imposed on the fine-scale solution. This multiscale interpretation of upwind flux evaluation is based on the assumption that a suitable fine-scale volumetric model is used.

5.4. Multiscale interpretation of a combined IP method and upwinding formulation. Classical variational formulations for the advection-diffusion problem (61) rely on both upwinding and proper treatment of the second-order elliptic operator. In this subsection, we investigate the fine-scale interface models that result from using upwind fluxes in combination with the IP method. Our analysis assumes that the volumetric fine-scale term is treated appropriately, according to (70).

To identify fine-scale models, we compare the variational coarse-scale formulation (65) with the classical IP formulation with standard upwind fluxes. After equating the two formulations and eliminating equivalent terms, we can identify the following relation:
We define a distance $d$ and manipulate the second line in (78) as follows:

$$
\langle [\nabla \bar{w}], \nu \{u'\} \rangle _\Gamma + \langle [\bar{w}], a \{\bar{u}\} \rangle _\Gamma + \langle [\bar{w}], a \{u'\} \rangle _\Gamma - \langle [\bar{w}], \nu \{\nabla u'\} \rangle _\Gamma = \langle [\bar{w}], a \frac{\partial (\lim_{x \to 0} x - ca)}{\partial x} \rangle _\Gamma + \langle [\bar{w}], \nu \eta h^{-1}[\bar{u}] \rangle _\Gamma, \quad \forall \bar{w} \in \nabla(0).
$$

By moving all terms to the left-hand side and collecting terms, we obtain

$$
\langle [\nabla \bar{w}], \nu \{u'\} \rangle _\Gamma + \left( \langle [\bar{w}], a \{u'\} - \frac{1}{2}[\bar{u}] a \cdot n - \nu \{\nabla u'\} - \nu \eta h^{-1}[\bar{u}] \rangle _\Gamma \right) = 0,
$$

where the upwind terms simplify as in (73).

By restricting ourselves again to the one-dimensional case we can make an argument similar to that of subsection 4.3. In practice this means that variational terms that involve a different test function operator need to be zero individually. This leaves the following identities at element interfaces, representing the fine-scale interface model:

$$
\begin{align*}
\frac{\{u'\}}{h} &= 0, \quad \hat{x} \in \Gamma, \\
\frac{\nu \{\nabla u'\}}{h} &= -\left( \frac{1}{2}[a \cdot n] + \nu \eta h^{-1} \right) [\bar{u}], \quad \hat{x} \in \Gamma.
\end{align*}
$$

We define a distance $d$ as

$$
d = \frac{h}{|\alpha \cdot n| \nu^{-1} h + 2\eta}
$$

and manipulate the second line in (78) as follows:

$$
\begin{align*}
\frac{\{\nabla u'\}}{h} &= \frac{1}{2}d^{-1}[u'], \\
\frac{1}{2}d^{-1}u'^+ n^+ + \frac{1}{2} \nabla u'^+ &= \frac{1}{2}d^{-1}u'^- n^- - \frac{1}{2} \nabla u'^-, \\
u'^+ - d \nabla u'^+ n^+ &= u'^- - d \nabla u'^- n^-,
\end{align*}
$$

We observe that the fine-scale interface model (78) can be interpreted in exactly the same way as the fine-scale model (49) of the IP method for the Poisson problem. The influence of the advection operator manifests itself through the distance $d$ that includes the ratio between the diffuse parameter $\nu$ and the velocity $a$. It is obvious that increasing velocity at constant $\nu$ has an additional “clamping” effect. The definition (79) correctly reduces to the prior expression (50), when the velocity $a$ is zero.

The model problem defined in Figure 14 illustrates the effect of the fine-scale interface model (78) that corresponds to the IP method with upwinding. Using a three-element linear DG discretization and a constant forcing term, we obtain the solution of the variational coarse-scale formulation (65) with (78). We reiterate that we treat the fine-scale volumetric term implicitly with relation (70). The coarse- and fine-scale solutions in Figure 14 confirm that the fine-scale solution satisfies (78) and (80).

6. Summary and conclusions. In this article, we have developed a general strategy for obtaining VMS formulations suitable for DG discretizations. We transferred the original VMS idea into a DG setting, that is, the decomposition of the true
Model problem
\[ f = 6 \]
\[ a = -0.5 \]
\[ \nu = 0.15 \]
\[ x_0 = 0, \quad x_1 = 0.9 \]
\[ u_0 = 0, \quad u_1 = 2 \]
\[ d = 0.1 \]

Exact solution
\[ u(x) = \frac{u_1 - \frac{f}{a} x_1}{e^{\frac{x}{\nu}} - 1} (e^{\frac{x}{\nu}} - 1) + \frac{f}{a} x \]

Fig. 14. IP method with upwinding: coarse- and fine-scale solutions of a three-element linear DG discretization and graphical interpretation of the effect of the associated fine-scale interface model.

solution into a discontinuous coarse-scale solution and an accompanying discontinuous fine-scale solution. We defined the associated weak formulations on a per-element basis and used multiscale-type transmission conditions to couple the elements.

We obtained coarse-scale weak formulations that include fine-scale volumetric terms and fine-scale interface terms. These fine-scale contributions are defined by the projector that was used to decompose the true solution into coarse-scale and fine-scale components. We extended the existing residual-based model of the fine-scale volumetric term to include nonhomogeneous fine-scale element boundary values. We also replaced the fine-scale interface terms by explicit interface models (known values) or implicit interface models (relations with coarse-scale components).

In our numerical experiments we showed that these models form a set of conditions to which the fine-scale solution must adhere. In particular, for the one-dimensional Poisson problem the fine-scale interface models become pointwise conditions. For multidimensional problems the models combine into a single more complex condition that is satisfied weakly. In the future, we will investigate the multidimensional variant of the fine-scale condition further.

An important side-effect of our multiscale formulation is that it naturally enables new perspectives on DG finite element formulations and their numerical properties. In particular, we rederived the symmetric IP method for a Poisson problem from a multiscale viewpoint by choosing a particular multiscale projector. Additionally, we showed that the use of upwind fluxes in advection-diffusion problems helps to compensate for the absence of a suitable fine-scale volumetric model. This observation could be a new point of view for explaining the effectiveness of upwind formulations.

The multiscale DG framework developed in this work can be the foundation for further research in a number of directions. For example, new DG formulations could be developed by constructing fine-scale interface models that retrieve the coarse-scale solution corresponding to some favorable projection. Furthermore, the effectiveness of the residual-based volumetric fine-scale model as a multiscale model may be evaluated, in particular with respect to the nonhomogeneous fine-scale boundary values.
introduced in this work. We provide a first practical example application of this model in [51], where we investigate its performance as a subgrid-scale model for Burgers’ turbulence. Another promising idea is the extension of the theory to a mixed method setting, as many advanced DG formulations for the Poisson problem are derived from this point of view. This could enable the derivation of additional formulations and provide more flexibility in manipulating the fine-scale terms.

Appendix A. Green’s function for the one-dimensional advection-diffusion problem. In this appendix, we provide the full details on the derivation of the Green’s function associated with the advection-diffusion problem of section 5 and obtain analytical expressions for the corresponding parameters \( \tau, \gamma_0, \) and \( \gamma_1. \)

The advection-diffusion equation involves the following differential operator, adjoint operator, and accompanying interface terms:

\[
\mathcal{L} = a \cdot \nabla - \nu \Delta, \quad \mathcal{L}^* = -a \cdot \nabla - \nu \Delta,
\]

\[
k(w', u'; \partial K) = \langle w', a \cdot nu' \rangle_{\partial K} - \langle w', \nu n \cdot u' \rangle_{\partial K} + \langle n \cdot \frac{d}{dy} w', \nu u' \rangle_{\partial K}.
\]

Also recall the definition of the Green’s function:

\[
\begin{align*}
g(x, y) & \in \mathcal{V}(0), \\
\mathcal{L}^* g(x, y) &= \delta_x \quad \text{for } y \in K, \\
g(x, y) &= 0 \quad \text{for } y \in \partial K.
\end{align*}
\]

When we substitute the Green’s function in place of the test function in the term \( k(w', u'; \partial K) \) defined in (81), it reduces to

\[
k(g(x, y), u'; \partial K) = \langle n \cdot \frac{d}{dy} g(x, y), \nu u' \rangle_{\partial K}.
\]

This is in line with the definition of \( \gamma \) in (27).

We can then split the Green’s function into two components:

\[
g(x, y) = \begin{cases} 
g_1(x, y) & \text{when } y < x, \\
g_2(x, y) & \text{when } y \geq x.
\end{cases}
\]

By definition, \( \mathcal{L}^* g(x, y) = \delta_x \), and therefore, the following holds:

\[
\mathcal{L}^* g_1(x, y) = -a \frac{dy}{dx} g_1(x, y) - \nu \frac{d^2}{dy^2} g_1(x, y) = 0 \quad \text{when } y < x,
\]

\[
\mathcal{L}^* g_2(x, y) = -a \frac{dy}{dx} g_2(x, y) - \nu \frac{d^2}{dy^2} g_2(x, y) = 0 \quad \text{when } y > x.
\]

Both sections of the Green’s functions are thus of the form

\[
g_1(x, y) = C_1 e^{-\frac{y}{\nu}} + D_1,
\]

\[
g_2(x, y) = C_2 e^{-\frac{y}{\nu}} + D_2.
\]

Conditions 1 and 2. The boundary conditions in (82) set the Green’s function to zero on the element boundary. They can be used to determine two unknown coefficients:

\[
g_1(x, x_j) = C_1 e^{-\frac{x_j}{\nu}} + D_1 = 0 \quad \Rightarrow \quad D_1 = -C_1 e^{-\frac{x_j}{\nu}},
\]

\[
g_2(x, x_{j+1}) = C_2 e^{-\frac{x_{j+1}}{\nu}} + D_2 = 0 \quad \Rightarrow \quad D_2 = -C_2 e^{-\frac{x_{j+1}}{\nu}}.
\]
Condition 3. The Green's function must be continuous. Otherwise, the second derivatives in the differential operator would lead to derivatives of Dirac $\delta$ distributions, rather than just Dirac $\delta$ distributions. Notice that this condition also ensures that $g(x, y) \in V(0)$, where $V(0)$ is defined in (3). Continuity of $g(x, y)$ requires

$$
g_1(x, x) = C_1 \left( e^{-x} - e^{-x_2} \right) = g_2(x, x) = C_2 \left( e^{-x} - e^{-x_{j+1}} \right),$$

$$
\Rightarrow C_2 = C_1 \left( e^{-x} - e^{-x_{j+1}} \right).
$$

Condition 4. The final condition is obtained from the following Dirac delta distribution property:

$$
\int_{x^\downarrow}^{x^\uparrow} L'g(x, y) \, dy = \int_{x^\uparrow}^1 \delta_x = 1,
$$

$$
-\nu \frac{d}{dy} g(x, y) \bigg|_{x^\uparrow}^{x^\downarrow} = \nu \frac{d}{dy} g_1(x, y) \bigg|_{x^\uparrow} - \nu \frac{d}{dy} g_2(x, y) \bigg|_{x} = 1.
$$

The first term on the left in (94) cancels due to the continuity condition. This results in

$$
-\nu C_1 e^{-x} + \nu C_2 e^{-x} = 1.
$$

Combining relations (92) and (95) yields the following expression for the Green's function:

$$
g(x, y) = \begin{cases} 
g_1(x, y) = \frac{b}{k-1} \left( e^{-x} - e^{-x_2} \right) & \text{when } y < x, \\
g_2(x, y) = \frac{b}{k+1} \left( e^{-x} - e^{-x_{j+1}} \right) & \text{when } y \geq x,
\end{cases}
$$

where

$$
k = \frac{e^{-x} - e^{-x_j}}{e^{-x} - e^{-x_{j+1}}},
$$

$$
b = \frac{1}{a} e^{-x}.
$$

Finally, this Green's function is used to obtain the element constants $\tau$, $\gamma_0$, and $\gamma_1$. A single expression for these integral quantities can be obtained by translating the element such that $x_0 = 0$ and $x_{j+1} = h$. With the help of definitions (26) and (27), we obtain the following explicit expressions:

$$
\tau = \frac{1}{h} \int_0^h \int_0^h g(x, y) \, dx \, dy = \frac{1}{h} \int_0^h \int_0^x g_1(x, y) \, dy + \int_0^h g_2(x, y) \, dy \bigg|_x^h \, dx = \frac{h}{2a} - \nu + \frac{h}{a \epsilon^h - 1},
$$

$$
\gamma_0 = \frac{1}{h} \int_0^h \frac{d}{dy} g(x, 0) \, dx = \frac{1}{h} \int_0^h \frac{d}{dy} g_1(x, 0) \, dx = \frac{1}{h} \int_0^h \frac{a}{y} \frac{b}{k-1} \, dx = \frac{\nu - a h - \nu e^{-x_h}}{a \nu \epsilon^h - 1},
$$

$$
\gamma_1 = \frac{1}{h} \int_0^h \frac{d}{dx} g(x, h) \, dx = \frac{1}{h} \int_0^h \frac{d}{dx} g_2(x, h) \, dx = \frac{1}{h} \int_0^h \frac{a}{y} \frac{b}{k-1} e^{-x_h} \, dx = \frac{\nu + a h - \nu e^{-x_h}}{a \nu \epsilon^h - 1}.
$$
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