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In 2018, Elon Musk claimed that the media ignore the benefits of automation and that the perils of automation receive disproportionate amounts of negative attention (Tesla 2018). At present, there are insufficient data to comment on whether Tesla’s current Autopilot, or other types of (partially) automated driving systems, are safe or unsafe compared to manual driving, nor is the present commentary about Tesla per se. The quotes from Musk, Table 1, are included to illustrate the possible dangers of an overly sceptical attitude towards nascent technology.

In this brief commentary, it is suggested that an analogue of the problems raised by Musk is existent in the Human Factors and Ergonomics (HF/E) community, as exemplified by Hancock’s (2019) contribution. I have also been guilty of using the same narrative, which goes as follows:

Beware of the pitfalls of automation: Humans are unable (or ‘magnificently disqualified’; Hancock 2019) to remain situationally aware and attentive, and to take over control when the automation cannot handle a particular situation.

Along with this narrative, it is usually cautioned that automation does not replace human activity, but rather changes it (Parasuraman, Sheridan, and Wickens 2000) while classical works, such as Bainbridge’s (1983) ‘Ironies of automation’, are invoked as well. Herein, it is argued that, although there is some truth in the above narrative, it is not fully rational.

As correctly pointed out by Musk, 1.2 million fatal road traffic accidents occur every year, mostly due to human error. It is plausible that automation, that is, the removal of the driver from the control loop, is the remedy to this public health problem. Although other solutions, such as improved driver training, stricter police enforcement, improved crashworthiness of cars, and safer roads have been tried for many decades, automation technology is perhaps the only viable candidate for preventing crashes where drivers fail to respond to hazards or lose control of their vehicle. Autonomous emergency braking (AEB), a basic form of automation, already helps to reduce crashes by substantial amounts (Cicchino 2017).

Assuming that technology keeps evolving and automated driving systems will become more capable, the future of automation could be summarised using the Venn diagram shown in Figure 1. This figure illustrates that automation prevents accidents (the hashed segment), but also causes new accidents (the dotted segment). The relative sizes of the white and dotted segments are open to discussion and depend on the state of technology and the level of automation. The main argument here is that Hancock (2019) overemphasises the impact of the pitfalls (the dotted segment), while not lauding or even mentioning the benefits that automation may offer (the hashed segment).

I pointed out above that the potential benefits of automation (the hashed segment) are large. There are also several reasons to believe that the number of accidents due to the pitfalls of automation (the dotted segment) may be small. Research in automated driving shows that automation can even increase situation awareness. In the military domain, McDowell et al. (2008) found that operators detected targets along the route faster and reported lower workload in automated driving as compared to manual driving. This effect is sensible: if the human does not have to drive manually...
anymore, more attentional resources are available, which can be devoted to scanning the task environment. Of course, normal drivers are not like military drivers, as they may be less trained and not motivated to stay alert. Still, it is true that automation can complement human driving (providing the driver with ‘extra eyes’) and help reduce task demands; automation does not appear to be “a formula for extreme stress”, as Hancock called it.

Although there are cases where automation causes low situation awareness because automation enables drivers to engage in non-driving tasks (Llaneras, Salinger, and Green 2013), it should be noted that problems of situation awareness (e.g., distraction, inattention, poor hazard perception) are also present in manual driving. In manual driving, if a driver fails to see a stationary obstacle ahead, this is guaranteed to result in a crash. In automated driving, the same loss of situation awareness results in a crash only if the automation cannot handle the situation at the same time. There are two types of solutions to automation-induced accidents. One solution is to stimulate drivers to remain alert and engaged while supervising the automated driving system (Cabral et al. in press), for example, by providing a warning when sensors detect that the driver does not periodically touch the steering wheel or when eye-tracking cameras detect that the driver is distracted. However, the real solution is to improve vehicle sensors and software, so that the same accident will not happen again to other drivers. Continuous improvement is also the strategy adopted by current autonomous vehicle developers (Favarò, Eurich, and Nader 2018).

The familiar adage ‘humans are poor monitors’ seems to have been derived from laboratory tasks which have been purposefully designed to feature a very low signal-to-noise ratio. In his highly-cited work, Mackworth (1948) showed that people often miss that a light on a 100-light circle jumps forward two steps instead of one step. This type of task is hard: even blinking or a slight lapse of attention can cause an observer to miss such a signal. Mackworth’s findings, however, cannot be used to prove that humans are poor at monitoring automation systems. Loeb and Binford (1963) found that people are quite good at detecting signals for prolonged periods of time (100 minutes), provided that these signals are at least somewhat salient. More specifically, participants were bad (miss rate of 70%) at detecting a steady hiss if this sound was 0.6 dB louder than background noise, but were excellent (miss rate of about 1%) when the stimulus was 2.1 dB louder than background noise. In

Table 1. Quotes from Elon Musk, Tesla’s Q1 2018 earnings call (Tesla 2018).

‘… Broadly there’s over a 1 million, I think 1.2 million automotive deaths per year. And how many do you read about? Basically, none of them. However but, if it’s an autonomous situation, it’s headline news, and the media fails to mention that - actually they shouldn’t really be writing the story, they should be writing the story about how autonomous cars are really safe, but that’s not the story that people want to click on. So they write inflammatory headlines that are fundamentally misleading to the readers. It’s really outrageous. …

Even if … autonomous cars were 10 times safer, so if instead of a 1 million deaths you had 100,000 deaths. There is still going to be people who will still sue and say, hey, you’re responsible for the death here. And it’s like, well, the 90% of people who didn’t die are not suing. They’re still alive, they just don’t know it.

So, we’ve got to deal with that and then obviously regulators respond to public pressure and the press.

It’s really incredibly irresponsible of any journalists with integrity to write an article that would lead people to believe that autonomy is less safe. Because people might actually turn it off, and then die.’

Figure 1. Venn diagram illustrating the possible future impact of automation on road safety. The left circle (the white and hashed segments combined) represents the 1.2 million fatal accidents (mostly caused by human error) when no automation is available among vehicles. When automation is deployed, a large portion of these accidents will be prevented (the hashed segment). However, there may also be new accidents due to pitfalls of automation. HF/E research is concerned with minimising the size of the dotted area.
summary, humans are not fundamentally unable to detect targets for prolonged periods (Figure 2).

Hancock (2019) correctly points out that ‘we should not anticipate that human society will act in a rational manner’ and that ‘it will be little comfort to the family of specific victim(s) … that a marginal, overall system improvement has been experienced’.

Indeed, as noted by Musk (Tesla 2018) as well, the pitfalls of automation are weighted more heavily than the benefits, and automotive companies will be wary of litigation. It is therefore foreseeable that automation will become more relevant in the years to come, as automation becomes more capable and reliable. In other words, as the white segment in Figure 1 will become smaller and smaller, the dotted segment will become relatively larger, meaning that the human factor will become the last frontier of road safety (cf. ICAO 1984).

This commentary does not aim to imply that HF/E is a useless endeavour. HF/E scientists highlight problems of human-automation interaction at an early stage and contribute to minimising the pitfalls of automation (i.e., the dotted segment in Figure 1). Here, HF/E scientists provide important contributions, such as improved human-machine interfaces. It is imaginable that HF/E research will become more relevant in the years to come, as automation becomes more capable and reliable. In other words, as the white segment in Figure 1 will become smaller and smaller, the dotted segment will become relatively larger, meaning that the human factor will become the last frontier of road safety (cf. ICAO 1984).
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