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Abstract Code smells are sub-optimal implementation choices applied by developers that have the effect of negatively impacting, among others, the change-proneness of the affected classes. Based on this consideration, in this paper we conjecture that code smell-related information can be effectively exploited to improve the performance of change prediction models, i.e., models having the goal of indicating which classes are more likely to change in the future. We exploit the so-called intensity index—a previously defined metric that captures the severity of a code smell—and evaluate its contribution when added as additional feature in the context of three state of the art change prediction models based on product, process, and developer-based features. We also compare the performance achieved by the proposed model with a model based on previously defined antipattern metrics, a set of indicators computed considering the history of code smells in files. Our results report that (i) the prediction performance of the intensity-including models is statistically better than the baselines and, (ii) the intensity is a better predictor than antipattern metrics. We observed some orthogonality between the set of change-prone and non-change-prone classes correctly classified by the models relying on intensity and antipattern metrics: for this reason, we also devise and evaluate
a smell-aware combined change prediction model including product, process, developer-based, and smell-related features. We show that the F-Measure of this model is notably higher than other models.
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1 Introduction

During maintenance and evolution, software systems are continuously modified in order to adapt them to changing needs (e.g., new platforms), improve their performance, or rid them from potential bugs [70]. As a consequence, they become more complex, possibly eroding the original design with a subsequent reduction in their overall maintainability [102]. In this context, predicting the low-quality source code components having a higher likelihood to change in the future represents an important activity to enable developers to plan preventive maintenance operations such as refactoring [44, 3, 145] or peer-code reviews [9, 103, 15, 104]. For this reason, the research community proposed several approaches in order to enable developers to control these changes [28, 36, 37, 47, 66, 71, 72, 110, 130, 151]. Such approaches are based on machine learning models which exploit several predictors capturing product, process, and developer-related features of classes.

Despite the good performance that these existing models have shown, recent studies [63, 96] have explored new factors contributing to the change-proneness of classes, finding that it is strongly influenced by the presence of so-called bad code smells [44], i.e., sub-optimal design and/or implementation choices adopted by practitioners during software development and maintenance. Specifically, such studies have shown that smelly classes are significantly more likely to be the subject of changes than classes not affected by any design problem. Nevertheless, most of the changes done on these smelly classes do not pertain to code smell refactoring [13, 99, 140].

Based on these findings, we empirically investigate the extent to which smell-related information can actually be useful when considered in the context of the prediction of change-prone classes, i.e., the prediction of a binary value indicating whether a class is likely to be frequently changed in the future: our conjecture is that the addition of a measure of code smell severity can improve the performance of existing change prediction models, as it may help in the correct assessment of the change-proneness of smelly classes. For severity, we mean a metric able to quantify how much a certain code smell instance is harmful for the design of a source code class. To test our conjecture, we (i) add the intensity index defined by Arcelli Fontana et al. [41] in three state of the art change prediction models based on product [151], process [36], and developer-related metrics [28] and (ii) evaluate how much the new models, including the intensity index, overcome the prediction capabilities of the baseline models on 43 releases of 14 large systems. We also evaluate whether the new change prediction models including the intensity index have better change prediction than models built with alternative smell-related information such as
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the antipattern metrics defined by Taba et al. [128]. These metrics are able to capture historical information on code smell instances (e.g., the recurrence of a certain instance over time). The results show that the addition of the intensity index significantly improves the performance of the baseline change prediction models. Moreover, models including the intensity index have a higher accuracy than the models including the alternative antipattern metrics.

We also observe that intensity and antipattern metrics are orthogonal, i.e., the predictions made by the two models correctly identify the change-proneness of different smelly classes. Given such an orthogonality, we then further explore the possibility to improve change prediction models by devising a smell-aware combined approach that mixes together the features of the models used, i.e., structural, process, developer-, and smell-related information, with the aim of boosting the change-proneness prediction abilities. As a result, we discovered that such a combined model overcomes the performance of the other experimented models. To sum up, the contributions of this paper are the following:

1. A large-scale empirical assessment of the role of the intensity index [41] when predicting change-prone classes;
2. An empirical comparison between the capabilities of the intensity index and the antipattern metrics defined by Taba et al. [128] in the context of change prediction;
3. A novel smell-aware combined change prediction model, which has better prediction performance than the other experimented models;
4. A replication package that includes all the raw data and working data sets of our study [27].

Structure of the paper. Section 2 discusses the related literature on change prediction models and code smells. Section 3 describes the design of the case study aimed at evaluating the performance of the models, while Section 4 reports the results achieved. Section 5 discusses the threats to the validity of our empirical study. Finally, Section 6 concludes the paper and outlines directions for future work.

2 Related Work

Change-prone classes represent source code components that, for different reasons, tend to change more often than others. This phenomenon has been widely investigated by the research community [63, 64, 34, 19, 124, 96, 123] with the aim of studying the factors contributing to the change-proneness of classes. Among all these studies, Khomh et al. [63] showed that the presence of code smells makes the affected classes more change-prone than non-smelly classes. The results were later confirmed by several studies in the field [30, 86, 96, 125], that pointed out how code smells represent a factor making classes more change-prone. For instance, Palomba et al. [96] showed that classes affected by code smells have a statistically significant higher change-proneness with
respect to classes not affected by code smells. Our work is clearly based on these findings, and aims at providing additional evidence of how code smells can be adopted to classify change-prone classes.

Motoring the classes that are more prone to change might help developers to be aware of the presence of something wrong that might require some preventive maintenance operations (e.g., code review [9] or refactoring [44]) aimed at improving the quality of the source code. In this regard, previous researchers have intensely investigated the feasibility of machine learning techniques for the identification of change-prone classes [28, 36, 37, 47, 66, 71, 72, 110, 151]. In the following, we discuss the advances achieved in the context of change prediction models. At the same time, as this paper reports on the role of code smell intensity, we also summarize the literature related to the detection and prioritization of code smells.

2.1 Change Prediction Approaches

The most relevant body of knowledge related to change prediction techniques is represented by the use of product and process metrics as independent variables able to characterize the change-proneness of software artifacts [2, 7, 23, 71, 72, 73, 137, 151]. Specifically, Romano et al. [110] relied on code metrics for predicting change-prone so-called fat interfaces (i.e., poorly-cohesive Java interfaces), while Eski et al. [37] proposed a model based on both CK and QMOOD metrics [11] to estimate change-prone classes and to determine parts of the source code that should be tested first and more deeply.

Conversely, Elish et al. [36] reported the potential usefulness of process metrics for change prediction. In particular, they defined a set of evolution metrics that describe the historical characteristics of software classes: for instance, they defined metrics like the birth date of a class or the total amount of changes applied in the past. As a result, their findings showed that a prediction model based on those evolution metrics can overcome the performance of structural-based techniques. These results were partially confirmed by Girba et al. [47], who defined a tool that suggests change-prone code elements by summarizing previous changes. In a small-scale empirical study involving two systems, they observed that previous changes can effectively predict future modifications.

More recently, Catolino et al. [28] have empirically assessed the role of developer-related factors in change prediction. To this aim, they have studied the performance of three developer-based prediction models relying on (i) entropy of development process [53], (ii) number of developers working on a certain class [14], and (iii) structural and semantic scattering of changes [32], showing that they can be more accurate than models based on product or process metrics. Furthermore, they have also defined a combined model which considers a mixture of metrics and that has shown to be up to 22% more accurate than the previously defined ones.
Our work builds upon the findings reported above. In particular, we study to what extent the addition of information related to the presence and severity of code smells can contribute to the performance of change prediction models based on product, process, and developer-based metrics.

Another consistent part of the state of the art concerns with the use of alternative methodologies to predict change-prone classes. For instance, the combination of (i) dependencies mined from UML diagrams and code metrics [51, 52, 112, 117, 118], and (ii) genetic and learning algorithms [74, 77, 105] have been proposed. Finally, some studies focus on the adoption of ensemble techniques for change prediction [25, 58, 67, 75]. In particular, Malhotra and Khanna [75] have proposed a search-based solution to the problem, adopting a Particle Swarm Optimization (PSO)-based classifier [58] for predicting the change-proneness of classes. Malhotra and Khanna have conducted their study on five Android application packages and the results encouraged the use of the adopted solution for developing change prediction models. Kumar et al. [67] have studied the correlation between 62 software metrics and the likelihood of a class to change in the future. Afterwards, they build a change prediction model considering eight different machine learning algorithms and two ensemble techniques. The results have shown that with the application of feature selection techniques, the change prediction models relying on ensemble classifiers can obtain better results. These results were partially contradicted by Catolino and Ferrucci [25, 26], who empirically compared the performance of three ensemble techniques (i.e., Boosting, Random Forest, and Bagging) with the one of standard machine learning classifiers (e.g., , Logistic Regression) on eight open source systems. The key results of the study showed how ensemble techniques in some cases perform better than standard machine learning approaches, however the differences among them is generally small.

2.2 Code Smell Detection and Prioritization

Fowler defined “bad code smells” (abbreviated as, “code smells” or simply “smells”) as “symptoms of the presence of poor design or implementation choices applied during the development of a software system” [44]. Starting from there, several researchers heavily investigated (i) how code smells evolve over time [99, 98, 107, 138, 139, 140], (ii) the way developers perceive them [92, 129, 148], and (iii) what is their impact on non-functional attributes of source code [1, 46, 61, 63, 89, 96, 122, 147, 90]. All these studies came up with a shared conclusion: code smells negatively impact program comprehension, maintainability of source code, and development costs. In the scope of this paper, the most relevant empirical studies are those reported by Khomh et al. [63] and Palomba et al. [96], who explicitly investigated the impact of code smells on software change proneness. Both the studies have reported that classes affected by design flaws tend to change more frequently than classes that are not affected by any code smell. Moreover, refactoring practices notably help in keeping under control the change-proneness of classes.
studies motivate our work: indeed, following the findings on the influence of code smells, we believe that the addition of information coming from the analysis of the severity of code smells can positively improves the performance of change prediction models. As explained later in Section 5, we measure the intensity rather than the simple presence/absence of smells because a severity metric can provide us with a more fine-grained information on how much a design problem is “dangerous” for a class.

Starting from the findings on the negative impact of code smells on source code maintainability, the research community has heavily focused on devising techniques able to automatically detect code smells. Most of these approaches rely on a two-steps approach [62, 68, 78, 82, 84, 87, 136]: in the first one, a set of structural code metrics are computed and compared against predefined thresholds; in the second one, these metrics are combined using operators in order to define detection rules. If the logical relationships expressed in such detection rules are violated, a code smell is identified. While these approaches already have good performance, Arcelli Fontana et al. [43] and Aniche et al. [4] proposed methods to further improve it by discarding false positive code smell instances or tailoring the thresholds of code metrics, respectively.

Besides structural analysis, the use of alternative sources of information for smell detection has been proposed. Ratiu et al. [109] and Palomba et al. [91, 93] showed how historical information can be exploited for detecting code smells. These approaches are particularly useful when dealing with design issues arising because of evolution problems (e.g., how a hierarchy evolves over time). On the other hand, Palomba et al. [95, 101] have adopted Information Retrieval (IR) methods [10] to identify code smells characterized by promiscuous responsibilities (Blob classes).

Furthermore, Arcelli Fontana et al. [6, 40] and Kessentini et al. [21, 59, 60, 113] have used machine learning and search-based algorithms to discover code smells, pointing out that a training set composed of one hundred instances is sufficient to reach very high values of accuracy. Nevertheless, recent findings [33, 8] have shown that the performance of such techniques may vary depending on the exploited dataset.

Finally, Morales et al. [83] proposed a developer-based approach that leverages contextual information on the task a developer is currently working on to recommend what are the smells that can be removed in the portion of source code referring to the performed task, while Palomba et al. [100] have proposed community smells, i.e., symptoms of the presence of social debt, as additional predictors of the code smell severity.

In parallel with the definition of code smell detectors, several researchers faced the problem of prioritizing code smell instances based on their harmfulness for the overall maintainability of a software project. Vidal et al. [144] developed a semi-automated approach that recommends a ranking of code smells based on (i) past component modifications (e.g., number of changes during the system history), (ii) important modifiability scenarios, and (iii) relevance of the kind of smell as assigned by developers. In a follow-up work, the same
authors introduced a new criteria for prioritizing groups of code anomalies as indicators of architectural problems in evolving systems [143].

Lanza and Marinescu [68] have proposed a metric-based rules approach in order to detect code smells, or identify code problems called disharmonies. The classes (or methods) that contain a high number of disharmonies are considered more critical. Marinescu [79] has also presented the Flaw Impact Score, i.e., a measure of criticality of code smells that considers (i) negative influence of a code smell on coupling, cohesion, complexity, and encapsulation; (ii) granularity, namely the type of component (method or a class) that a smell affects; and (iii) severity, measured by one or more metrics analyzing the critical symptoms of the smell.

Murphy-Hill and Black [85] have introduced an interactive visualization environment aimed at helping developers when assessing the harmfulness of code smell instances. The idea behind the tool is to visualize classes like petals, and a higher code smell severity is represented by a larger petal size. Other studies have exploited developers’ knowledge in order to assign a level of severity with the aim to suggest relevant refactoring solutions [81], while Zhao and Hayes [150] have proposed a hierarchical approach to identify and prioritize refactoring operations based on predicted improvement to the maintainability of the software.

Besides the prioritization approaches mentioned above, more recently Arcelli Fontana and Zanoni [39] have proposed the use of machine learning techniques to predict code smell severity, reporting promising results. The same authors have also proposed JCODEODOR [41], a code smell detector that is able to assign a level of severity by computing the so-called intensity index, i.e., the extent to which a set of structural metrics computed on smelly classes exceed the predefined thresholds: the higher the distance between the actual and the threshold values the higher the severity of a code smell instance. As explained later (Section 3), in the context of our study we adopt JCODEODOR since it has previously been evaluated on the dataset we exploited, reporting a high accuracy [41]. This is therefore the best option we have to conduct our work.

3 Research Methodology

In this section, we present the empirical study definition and design that we follow to assess the addition of the code smell intensity index to existing change prediction models.

3.1 Research Questions

The goal of the empirical study is to evaluate the contribution of the intensity index in prediction models aimed at discovering change-prone classes, with the purpose of understanding how much the allocation of resources in preventive
maintenance tasks such as code inspection [9] or refactoring [44] might be improved in a real use case. The quality focus is on the prediction performance of models that include code smell-related information when compared to state of the art, while the perspective is that of researchers, who want to evaluate the effectiveness of using information about code smells when identifying change-prone components. More specifically, the empirical investigation aims at answering the following research questions:

- **RQ1.** To what extent does the addition of the intensity index as additional predictor improve the performance of existing change prediction models?
- **RQ2.** How does the model including the intensity index as predictor compare to a model built using antipattern metrics?
- **RQ3.** What is the gain provided by the intensity index to change prediction models when compared to other predictors?
- **RQ4.** What is the performance of a combined change prediction model that includes smell-related information?

As detailed in the next sections, the first research question (RQ1) is aimed at investigating the contribution given by the intensity index within change prediction models built using different types of predictors, i.e., product, process, and developer-related metrics. In RQ2 we empirically compare models relying on two different types of smell-related information, i.e., the intensity index [41] and the antipattern metrics proposed by Taba et al. [128]. RQ3 is concerned with a fine-grained analysis aimed at measuring the actual gain provided by the addition of the intensity metric within different change prediction models. Finally, RQ4 has the goal to assess the performance of a change prediction model built using a combination between smell-related information and other product, process, and developer-related features.
3.2 Context Selection

The context of the study is represented by the set of systems reported in Table 1. Specifically, we report (i) the name of the considered projects, (ii) the number of releases for each of them, (iii) their size (min-max) in terms of minimum and maximum number of classes and KLOCs across the considered releases, (iv) the percentage (min-max) of change-prone classes (identified as explained later), and (iv) the percentage (min-max) of classes affected by design problems (detected as explained later). Overall, the dataset contains 43 releases of 14 projects, accounting for a total of 24,630 source code files.

We have built this in three steps. First, we have exploited the dataset made available by Jureczko and Madeyski [56], which contains (i) meta-information (e.g., links to Github repositories) and (ii) the values of 20 code metrics (some of those were later used to build the structural baseline model - see Section 3.3.2). The selection of this dataset is driven by its availability and by the fact that some metrics are already available; moreover, the dataset contains information related to several releases as well as meta-information that has eased the mining process aimed at enriching the dataset with further metrics and change-proneness information.

On top of the dataset by Jureczko and Madeyski [56], for each release we have then computed other metrics required to answer our research questions, as described in Section 3.3.2, i.e., (i) product metrics of the structural model that are not available in the original dataset, (ii) process metrics of the model by Elish et al. [36], and (iii) scattering metrics of the model by Di Nucci et al. [32]. Furthermore, we run the identification of the change-prone classes, as indicated by Romano et al. [110] (see Section 3.3.3).

When computing the additional metrics we used the meta-information contained in the dataset by Jureczko and Madeysky [56] to make sure to use exactly the same set of classes. This meta-information contains the full qualifiers of all classes of the considered systems (for all the releases). Using such meta-information, we could precisely retrieve the classes on which to apply our measurements. It is important to note that the starting dataset of Jureczko and Madeyski [56] was originally hosted on the Promise repository [80]\(^1\). As reported by Shepperd et al. [119], such dataset may contain noise and/or erroneous entries that possibly negatively influence the results. To account for this aspect, before running our experiments we have performed a data cleaning on the basis of the algorithm proposed by Shepperd et al. [119], which consists of 13 corrections able to remove identical features, features with conflicting or missing values, etc. During this step, we have removed 58 entries from the original dataset. To enable the replication of our work, we have made available the entire enlarged dataset that we have built in the context of our study [27].

As for the code smells, our investigation copes with six types of design problems, namely:

\(^1\) Up to date, the dataset is not available anymore on the repository.
- **God Class** (a.k.a., Blob): A poorly cohesive class that implements different responsibilities;
- **Data Class**: A class whose only purpose is holding data;
- **Brain Method**: A large method implementing more than one function, being therefore poorly cohesive;
- **Shotgun Surgery**: A class where every change triggers many little changes to several other classes;
- **Dispersed Coupling**: A class having too many relationships with other classes of the project;
- **Message Chains**: A method containing a long chain of method calls.

The choice of focusing on these specific smells is driven by two main aspects: (i) on the one hand, we have taken into account code smells characterizing different design problems (e.g., excessive coupling vs poorly cohesive classes/methods) and having different granularities; (ii) on the other hand, as explained in the next section, we can rely on a reliable tool to properly identify and compute their intensity in the classes of the exploited dataset.

3.3 **RQ1 - The contribution of the Intensity Index**

The goal of the first research question is aimed at investigating the contribution given by the intensity index within change prediction models built using different types of predictors, i.e., product, process, and developer-related metrics. To answer our first research question, we need to (i) identify code smells in the subject projects and compute their intensity, and (ii) select a set of existing change prediction models to which to add the information on the intensity of code smells. Furthermore, we proceed with the training and testing of the built change prediction models. The following subsections detail the process that we have conducted to perform such steps.

3.3.1 **Code Smell Intensity Computation**

To compute the severity of code smells in the context of our work we have used JCodeOdor [41], a publicly available tool that is able to both identify code smells and assign them a degree of severity by computing the so-called intensity index. Such an index is represented by a real number contained in the range [0, 10]. Our choice to use this tool was driven by the following observations. JCodeOdor works with all the code smells that we consider in our work. Moreover, it is fully automated, meaning that it does not require any human intervention while computing the intensity of code smells. Finally, it is highly accurate: in a previous work by Palomba et al. [97] the tool has been empirically assessed on the same dataset adopted in our context, showing an F-Measure of 80%. For these reasons, we believe that JCodeOdor was the best option we had to conduct our study.
Table 2: Code Smell Rules Strategies (the complete names of the metrics are given in Table 3 and the explanation of the rules in Table 4)

<table>
<thead>
<tr>
<th>Code Smells</th>
<th>Detection Strategies: ( \text{LABEL}(n) \rightarrow \text{LABEL has value } n \text{ for that smell} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>God Class</td>
<td>( \text{LOCNAMM} \geq \text{HIGH}(176) \land \text{WMCNAMM} \geq \text{MEAN}(22) \land \text{NOMNAMM} \geq \text{HIGH}(18) \land \text{TCC} \leq \text{LOW}(0.33) \land \text{ATFD} \geq \text{MEAN}(6) )</td>
</tr>
<tr>
<td>Data Class</td>
<td>( \text{WMCNAMM} \leq \text{LOW}(14) \land \text{WOC} \leq \text{LOW}(0.33) \land \text{NOAM} \geq \text{MEAN}(4) \land \text{NOPA} \geq \text{MEAN}(3) )</td>
</tr>
<tr>
<td>Brain Method</td>
<td>( \text{LOC} \geq \text{HIGH}(33) \land \text{CYCLO} \geq \text{HIGH}(7) \land \text{MAXNESTING} \geq \text{HIGH}(6) \lor (\text{NOLV} \geq \text{MEAN}(6) \land \text{ATLD} \geq \text{MEAN}(5)) )</td>
</tr>
<tr>
<td>Shotgun Surgery</td>
<td>( \text{CC} \geq \text{HIGH}(5) \land \text{CM} \geq \text{HIGH}(6) \land \text{FANOUT} \geq \text{LOW}(3) )</td>
</tr>
<tr>
<td>Dispersed Coupling</td>
<td>( \text{CINT} \geq \text{HIGH}(8) \land \text{CDISP} \geq \text{HIGH}(0.66) )</td>
</tr>
<tr>
<td>Message Chains</td>
<td>( \text{MaMCL} \geq \text{MEAN}(3) \lor (\text{NMCS} \geq \text{MEAN}(3) \land \text{MeMCL} \geq \text{LOW}(2)) )</td>
</tr>
</tbody>
</table>

From a technical point of view, given the set of classes composing a certain software system the tool performs two basic steps to compute the intensity of code smells:

1. **Detection Phase.** Given a software system as input, the tool starts by detecting code smells relying on the detection rules reported in Table 2. Basically, each rule is represented by a logical composition of predicates, and each predicate is based on an operator that compares a metric with a threshold [68, 94]. Such detection rules are similar to those defined by Lanza and Marinescu [68], who have used the set of code metrics described in Table 3 to identify the six code smell types in our study. To ease the comprehension of the detection approach, Table 4 describes the rationale behind these detection rules.

   A class/method of a project is marked as *smelly* if one of the logical propositions shown in Table 2 is true, i.e., if the actual metrics computed on the class/method exceed the threshold values defined in the detection strategy. It is worth pointing out that the thresholds used by JCODEODOR have been empirically calibrated on 74 systems belonging to the Qualitas Corpus dataset [134] and are derived from the statistical distribution of the metrics contained in the dataset [41, 42].

2. **Intensity Computation.** If a class/method is identified by the tool as smelly, the actual value of a given metric used for the detection will exceed the threshold value, and it will correspond to a percentile value on the metric distribution placed between the threshold and the maximum observed value of the metric in the system under analysis. The placement of the actual metric value in that range represents the “exceeding amount” of a metric with respect to the defined threshold. Such “exceeding amounts” are then normalized in the range [0,10] using a min-max normalization process [135]; specifically, this is a feature scaling technique where the values of a numeric range are reduced to a scale between 0 and 10. To compute \( z \), i.e., the normalized value, the following formula is applied:
<table>
<thead>
<tr>
<th>Short Name</th>
<th>Long Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATFD</td>
<td>Access To Foreign Data</td>
<td>The number of attributes from unrelated classes belonging to the system, accessed directly or by invoking accessor methods.</td>
</tr>
<tr>
<td>ATLD</td>
<td>Access To Local Data</td>
<td>The number of attributes declared by the current classes accessed by the measured method directly or by invoking accessor methods.</td>
</tr>
<tr>
<td>CC</td>
<td>Changing Classes</td>
<td>The number of classes in which the methods that call the measured method are defined in.</td>
</tr>
<tr>
<td>CDISP</td>
<td>Coupling Dispersion</td>
<td>The number of classes in which the operations called from the measured operation are defined, divided by CINT.</td>
</tr>
<tr>
<td>CINT</td>
<td>Coupling Intensity</td>
<td>The number of distinct operations called by the measured operation.</td>
</tr>
<tr>
<td>CM</td>
<td>Changing Methods</td>
<td>The number of distinct methods that call the measured method.</td>
</tr>
<tr>
<td>CYCLO</td>
<td>McCabe Cyclo-matic Complexity</td>
<td>The maximum number of linearly independent paths in a method. A path is linear if there is no branch in the execution flow of the corresponding code.</td>
</tr>
<tr>
<td>FANOUT</td>
<td>Number of called classes.</td>
<td></td>
</tr>
<tr>
<td>LOC</td>
<td>Lines Of Code</td>
<td>The number of lines of code of an operation or of a class, including blank lines and comments.</td>
</tr>
<tr>
<td>LOCNAMM</td>
<td>Lines of Code Without Accessor or Mutator Methods</td>
<td>The number of lines of code of a class, including blank lines and comments and excluding accessor and mutator methods and corresponding comments.</td>
</tr>
<tr>
<td>MaMCL</td>
<td>Maximum Message Chain Length</td>
<td>The maximum length of chained calls in a method.</td>
</tr>
<tr>
<td>MAXNESTING</td>
<td>Maximum Nesting Level</td>
<td>The maximum nesting level of control structures within an operation.</td>
</tr>
<tr>
<td>MeMCL</td>
<td>Mean Message Chain Length</td>
<td>The average length of chained calls in a method.</td>
</tr>
<tr>
<td>NMCS</td>
<td>Number of Message Chain Statements</td>
<td>The number of different chained calls in a method.</td>
</tr>
<tr>
<td>NOAM</td>
<td>Number Of Accessor Methods</td>
<td>The number of accessor (getter and setter) methods of a class.</td>
</tr>
<tr>
<td>NOLV</td>
<td>Number Of Local Variables</td>
<td>Number of local variables declared in a method. The method's parameters are considered local variables.</td>
</tr>
<tr>
<td>NOMNAMM</td>
<td>Number of Not Accessor or Mutator Methods</td>
<td>The number of methods defined locally in a class, counting public as well as private methods, excluding accessor or mutator methods.</td>
</tr>
<tr>
<td>NOMNAMM*</td>
<td>Number of Not Accessor or Mutator Methods</td>
<td>The number of methods defined locally in a class, counting public as well as private methods, excluding accessor or mutator methods.</td>
</tr>
<tr>
<td>NOPA</td>
<td>Number Of Public Attributes</td>
<td>The number of public attributes of a class.</td>
</tr>
<tr>
<td>TCC</td>
<td>Tight Class Cohesion</td>
<td>The normalized ratio between the number of methods directly connected with other methods through an instance variable and the total number of possible connections between methods. A direct connection between two methods exists if both access the same instance variable directly or indirectly through a method call. TCC takes its value in the range [0,1].</td>
</tr>
<tr>
<td>WMCNAMM</td>
<td>Weighted Methods Count of Not Accessor or Mutator Methods</td>
<td>The sum of complexity of the methods that are defined in the class, and are not accessor or mutator methods. We compute the complexity with the Cyclomatic Complexity metric (CYCLO).</td>
</tr>
<tr>
<td>WOC</td>
<td>Weight Of Class</td>
<td>The number of “functional” (i.e., non-abstract, non-accessor, non-mutator) public methods divided by the total number of public members.</td>
</tr>
</tbody>
</table>
Table 4: Code Smell Detection Rationale and Details

<table>
<thead>
<tr>
<th>Clause</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>God Class</strong></td>
<td></td>
</tr>
<tr>
<td>LOCNAMM ≥ HIGH</td>
<td>Too much code. We use LOCNAMM instead of LOC, because getter and setter methods are often generated by the IDE. A class that has getter and setter methods, must have the same “probability” to be detected as God Class.</td>
</tr>
<tr>
<td>WMCNAMM ≥ MEAN</td>
<td>Too much work and complex. Each method has a minimum cyclomatic complexity of one, hence also getter and setter add cyclomatic complexity to the class. We decide to use a complexity metric that excludes them from the computation.</td>
</tr>
<tr>
<td>NOMNAMM ≥ HIGH</td>
<td>Implements a high number of functions. We exclude getter and setter because we consider only the methods that effectively implement functionality of the class.</td>
</tr>
<tr>
<td>TCC ≤ LOW</td>
<td>Functions accomplish different tasks.</td>
</tr>
<tr>
<td>ATFD ≥ MEAN</td>
<td>Uses many data from other classes.</td>
</tr>
<tr>
<td><strong>Data Class</strong></td>
<td></td>
</tr>
<tr>
<td>WMCNAMM ≤ LOW</td>
<td>Methods are not complex. Each method has a minimum cyclomatic complexity of one, hence also getter and setter add cyclomatic complexity to the class. We decide to use a complexity metric that exclude them from the computation.</td>
</tr>
<tr>
<td>WOC ≤ LOW</td>
<td>The class offers few functionalities. This metrics is computed as the number of functional (non-accessor) public methods, divided by the total number of public methods.</td>
</tr>
<tr>
<td>NOAM ≥ MEAN</td>
<td>The class has many accessor methods.</td>
</tr>
<tr>
<td>NOPA ≥ MEAN</td>
<td>The class has many public attributes.</td>
</tr>
<tr>
<td>LOC ≥ HIGH</td>
<td>Too much code.</td>
</tr>
<tr>
<td>CYCLO ≥ HIGH</td>
<td>High functional complexity</td>
</tr>
<tr>
<td>MAXNesting ≥ HIGH</td>
<td>High functional complexity. Difficult to understand.</td>
</tr>
<tr>
<td>NOLV ≥ MEAN</td>
<td>Difficult to understand. More the number of local variable, more the method is difficult to understand.</td>
</tr>
<tr>
<td>ATLD ≥ MEAN</td>
<td>Uses many of the data of the class. More the number of attributes of the class the method uses, more the method is difficult to understand.</td>
</tr>
<tr>
<td><strong>Brain Method</strong></td>
<td></td>
</tr>
<tr>
<td>CC ≥ HIGH</td>
<td>Many classes call the method.</td>
</tr>
<tr>
<td>CM ≥ HIGH</td>
<td>Many methods to change.</td>
</tr>
<tr>
<td>FANOUT ≥ LOW</td>
<td>The method is subject to being changed. If a method interacts with other classes, it is not a trivial one. We use the FANOUT metric to refer Shotgun Surgery only to those methods that are more subject to be changed. We exclude for example most of the getter and setter methods.</td>
</tr>
<tr>
<td><strong>Shot. Surg.</strong></td>
<td></td>
</tr>
<tr>
<td>CINT ≥ HIGH</td>
<td>The method calls too many other methods. With CINT metric, we measure the number of distinct methods called from the measured method.</td>
</tr>
<tr>
<td>CDISP ≥ HIGH</td>
<td>Calls are dispersed in many classes. With CDISP metric, we measure the dispersion of called methods: the number of classes in which the methods called from the measured method are defined in, divided by CINT.</td>
</tr>
<tr>
<td><strong>Dis. Comp.</strong></td>
<td></td>
</tr>
<tr>
<td>MaMCL ≥ MEAN</td>
<td>Maximum Message Chain Length. A Message Chains has a minimum length of two chained calls, because a single call is trivial. We use the MaMCL metric to find out the methods that have at least one chained call with a length greater than the mean.</td>
</tr>
<tr>
<td>NMCS ≥ MEAN</td>
<td>Number of Message Chain Statements. There can be more Message Chain Statement: different chains of call. More the number of Message Chain Statements, more the method is interesting respect to Message Chains code smell.</td>
</tr>
<tr>
<td>MeMCL ≥ LOW</td>
<td>Mean of Message Chain Length. We would find out non-trivial Message Chains, so we need always to check against the Message Chain Statement length.</td>
</tr>
</tbody>
</table>
\[ z = \left[ \frac{x - \min(x)}{\max(x) - \min(x)} \right] \cdot 10 \]  

(1)

where min and max are the minimum and maximum values observed in the distribution. This step enables to have the “exceeding amount” of each metric in the same scale. To have a unique value representing the intensity of the code smell affecting the class, the mean of the normalized “exceeding amounts” is computed.

### 3.3.2 Selection of Basic Prediction Models

Our conjecture is concerned with the gain given by the addition of information on the intensity of code smells within existing change prediction models. To test such a conjecture, we need to identify the state of the art techniques to which to add the intensity index: we have selected three models based on product, process, and developer-related metrics that have been shown to be accurate in the context of change prediction [28, 32, 36, 151].

**Product Metrics-based Model.** The first baseline is represented by the change prediction model devised by Zhou et al. [151]. It is composed of a set of metrics computed on the basis of the structural properties of source code: these are cohesion (i.e., the Lack of Cohesion of Method — LCOM), coupling (i.e., the Coupling Between Objects — CBO — and the Response for a Class — RFC), and inheritance metrics (i.e., the Depth of Inheritance Tree — DIT). To actually compute these metrics, we rely on a publicly available and widely used tool originally developed by Spinellis [126]. In the following, we refer to this model as SM, i.e., Structural Model.

**Process Metrics-based Model.** In their study, Elish et al. [36] have reported that process metrics can be exploited as better predictors of change-proneness with respect to structural metrics. For this reason, our second baseline is the Evolution Model (EM) proposed by Elish et al. [36]. More specifically, this model relies on the metrics shown in Table 5, which capture different aspects of the evolution of classes, e.g., the weighted frequency of changes or the first time changes introduced. To compute these metrics, we have adopted the publicly available tool that was previously developed by Catolino et al. [28]. In the following, we refer to this model as PM, i.e., Process Model.

**Developer-Related Model.** In our previous work [28], we have demonstrated how developer-related factors can be exploited within change prediction models since they provide orthogonal information with respect to product and process metrics that takes into account how developers perform modifications and how complex the development process is. Among the developer-based models available in the literature [14, 32, 53], in this paper we rely on the Developer Changes Based Model (DCBM) devised by Di Nucci et al. [32], as it has been shown to be the most effective one in the context of change prediction. Such a model uses as predictors the so-called structural and semantic
Table 5: Independent variables considered by Elish et al.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOC</td>
<td>Birth of a Class</td>
</tr>
<tr>
<td>FCH</td>
<td>First Time Changes Introduced to a Class</td>
</tr>
<tr>
<td>FRCH</td>
<td>Frequency of Changes</td>
</tr>
<tr>
<td>LCH</td>
<td>Last Time Changes Introduced to a Class</td>
</tr>
<tr>
<td>WCD</td>
<td>Weighted Change Density</td>
</tr>
<tr>
<td>WFR</td>
<td>Weighted Frequency of Changes</td>
</tr>
<tr>
<td>TACH</td>
<td>Total Amount of Changes</td>
</tr>
<tr>
<td>ATAF</td>
<td>Aggregated Change Size Normalized by Frequency of Change</td>
</tr>
<tr>
<td>CHD</td>
<td>Change Density</td>
</tr>
<tr>
<td>LCA</td>
<td>Last Change Amount</td>
</tr>
<tr>
<td>LCD</td>
<td>Last Change Density</td>
</tr>
<tr>
<td>CSB</td>
<td>Changes since the Birth</td>
</tr>
<tr>
<td>CSBS</td>
<td>Changes since the Birth Normalized by Size</td>
</tr>
<tr>
<td>ACDF</td>
<td>Aggregated Change Density Normalized by Frequency of Change</td>
</tr>
<tr>
<td>CHO</td>
<td>Change Occurred</td>
</tr>
</tbody>
</table>

scattering of the developers that worked on a code component in a given time period $\alpha$. Specifically, for each class $c$, the two metrics are computed as follows:

$$\text{StrScatPred}_{c,\alpha} = \sum_{d \in \text{developers}_{c,\alpha}} \text{StrScat}_{d,\alpha} \quad (2)$$

$$\text{SemScatPred}_{c,\alpha} = \sum_{d \in \text{developers}_{c,\alpha}} \text{SemScat}_{d,\alpha} \quad (3)$$

where $\text{developers}_{c,\alpha}$ represents the set of developers that worked on the class $c$ during a certain period $\alpha$, and the functions $\text{StrScat}_{d,\alpha}$ and $\text{SemScat}_{d,\alpha}$ return the structural and semantic scattering, respectively, of a developer $d$ in the time window $\alpha$. Given the set $CH_{d,\alpha}$ of classes changed by a developer $d$ during a certain period $\alpha$, the formula of structural scattering of a developer is:

$$\text{StrScat}_{d,\alpha} = |CH_{d,\alpha}| \times \text{average}_{\forall c_i, c_j \in CH_{d,\alpha}} \text{dist}(c_i, c_j) \quad (4)$$

where $\text{dist}$ is the distance in number of packages from class $c_i$ to class $c_j$. The structural scattering is computed by applying the shortest path algorithm on the graph representing the system’s package structure. The higher the measure, the higher the estimated developer’s scattering, this means that if a developer applies several changes in different packages in a certain time period, the value of structural scattering will be high.

Regarding the semantic scattering of a developer, it is based on the textual similarity of the classes changed by a developer in a certain period $\alpha$ and it is
computed as:

$$\text{SemScat}_{d,\alpha} = |CH_{d,\alpha}| \times \frac{1}{\text{average}_{\forall c_i, c_j \in CH_{d,\alpha}} \left[sim(c_i, c_j)\right]}$$  \hspace{1cm} (5)$$

where the \textit{sim} function returns the textual similarity between classes \(c_i\) and \(c_j\) according to the measurement performed using the Vector Space Model (VSM) [10]. The metric ranges between zero (no textual similarity) and one (if the representation of two classes using VSM is equal). Specifically, a developer can apply several changes within the same package (obtaining a value of structural scattering equal to 0), but could have a high value of semantic scattering since there is a low textual similarity between the pairs of classes contained in this package (where the developer has applied changes).

In our study, we set the parameter \(\alpha\) of the approach as the time window between two releases \(R - 1\) and \(R\), as done in previous work [97]. To compute the metrics, we rely on the implementation provided by Di Nucci et al. [32].

It is important to note that all the baseline models, including the model to which we have added the intensity index, might be affected by multicollinearity [88], which occurs when two or more independent variables are highly correlated and can be predicted one from the other, thus possibly leading to a decrease of the prediction capabilities of the resulting model [120, 132]. For this reason, we decided to use the \textit{Vif} (Variance inflation factors) function [88] implemented in R\(^2\) to discard redundant variables. \textit{Vif} is based on the square of the multiple correlation coefficient resulting from regressing a predictor variable against all other predictor variables. If a variable has a strong linear relationship with at least one other variable, the correlation coefficient would be close to 10, and \textit{Vif} for that variable would be large. As indicated by previous work [35, 149], a \textit{Vif} greater than 10 is a signal that the model has a collinearity problem. The square root of the variance inflation factor indicates how much larger the standard error is, compared with what it would be if that variable were uncorrelated with the other predictor variables in the model. Based on this information, we could understand which metric produced the largest standard error, thus enabling the identification of the metric that is better to drop from the model [88].

### 3.3.3 Dependent Variable

Our dependent variable is represented by the actual change-proneness of the classes in our dataset. As done in most of the previous work in literature [28, 36, 151], we have adopted a within-project strategy, meaning that we compute the change-proneness of classes for each project independently. To compute it, we have followed the guidelines provided by Romano et al. [110], who consider a class as change-prone if, in a given time period \(TW\), it underwent a number of changes higher than the median of the distribution of the

\hspace{1cm} 2 \hspace{1cm} \text{http://cran.r-project.org/web/packages/car/index.html}
Table 6: Changes extracted by ChangeDistiller while computing the change-proneness. ✓ symbols indicate the types we considered in our study.

<table>
<thead>
<tr>
<th>ChangeDistiller</th>
<th>Our Study</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Statement-level changes</strong></td>
<td></td>
</tr>
<tr>
<td>Statement Ordering Change</td>
<td>✓</td>
</tr>
<tr>
<td>Statement Parent Change</td>
<td>✓</td>
</tr>
<tr>
<td>Statement Insert</td>
<td>✓</td>
</tr>
<tr>
<td>Statement Delete</td>
<td>✓</td>
</tr>
<tr>
<td>Statement Update</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Class-body changes</strong></td>
<td></td>
</tr>
<tr>
<td>Insert attribute</td>
<td>✓</td>
</tr>
<tr>
<td>Delete attribute</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Declaration-part changes</strong></td>
<td></td>
</tr>
<tr>
<td>Access modifier update</td>
<td>✓</td>
</tr>
<tr>
<td>Final modifier update</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Declaration-part changes</strong></td>
<td></td>
</tr>
<tr>
<td>Increasing accessibility change</td>
<td>✓</td>
</tr>
<tr>
<td>Decreasing accessibility change</td>
<td>✓</td>
</tr>
<tr>
<td>Final Modified Insert</td>
<td>✓</td>
</tr>
<tr>
<td>Final Modified Delete</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Attribute declaration changes</strong></td>
<td></td>
</tr>
<tr>
<td>Attribute type change</td>
<td>✓</td>
</tr>
<tr>
<td>Attribute renaming change</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Method declaration changes</strong></td>
<td></td>
</tr>
<tr>
<td>Return type insert</td>
<td>✓</td>
</tr>
<tr>
<td>Return type delete</td>
<td>✓</td>
</tr>
<tr>
<td>Return type update</td>
<td>✓</td>
</tr>
<tr>
<td>Method renaming</td>
<td>✓</td>
</tr>
<tr>
<td>Parameter insert</td>
<td>✓</td>
</tr>
<tr>
<td>Parameter delete</td>
<td>✓</td>
</tr>
<tr>
<td>Parameter ordering change</td>
<td>✓</td>
</tr>
<tr>
<td>Parameter renaming</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Class declaration changes</strong></td>
<td></td>
</tr>
<tr>
<td>Class renaming</td>
<td>✓</td>
</tr>
<tr>
<td>Parent class insert</td>
<td>✓</td>
</tr>
<tr>
<td>Parent class delete</td>
<td>✓</td>
</tr>
<tr>
<td>Parent class update</td>
<td>✓</td>
</tr>
</tbody>
</table>

...number of changes experienced by all the classes of the system. In particular, for each pair of commits \((c_i, c_{i+1})\) of \(TW\) we run ChangeDistiller [38], a tree differencing algorithm able to extract the fine-grained code changes between \(c_i\) and \(c_{i+1}\). Table 6 reports the entire list of change types identified by the tool. As it is possible to observe, we have considered all of them while computing the number of changes. It is worth mentioning that the tool ignores white space-related differences and documentation-related updates: in this way, it only considers the changes actually applied on the source code. More importantly, ChangeDistiller is able to identify rename refactoring operations: this means that we could handle cases where a class was modified during the change history, thus not biasing the correct counting of the number of changes. In our study, the time window \(TW\) represents the time between two subsequent releases. While for most of the projects in our dataset we have more than one release, for Apache Ivy and Apache Tomcat we only have one release. In these cases, we computed the dependent variable looking at the time window between the versions used in the study and the corresponding subsequent versions of the systems, so that we could treat these systems exactly in the same way as the others contained in the dataset and compute...
the change-proneness values. Note that, as for the independent variables, we compute them considering the release before the one where the dependent variable was computed, i.e., we computed the independent variables between the releases $R_{i-1}$ and $R_i$, while the change-proneness was computed between $R_i$ and $R_{i+1}$: in this way, we avoid biases due to the computation of the change-proneness in the same periods as the independent ones. The dataset with the oracle is available in the online appendix [27].

### 3.3.4 Experimented Machine Learning Models

To answer $RQ_1$, we built two prediction models for each baseline: the first does not include the intensity index as predictor, thus relying on the original features only; the second model includes the intensity index as an additional predictor. Using this procedure, we experiment with 6 different models, and we can control the actual amount of improvement given by the intensity index with respect to the baselines (if any). It is worth remarking that, for non-smelly classes, the intensity value is set to 0.

### 3.3.5 Classifier Selection

Different machine learning classifiers have been proposed in the literature to distinguish change-prone and non-change-prone classes (e.g., Romano and Pinzger [110] have adopted Support Vector Machines [20], while Tsantalis et al. [137] have relied on Logistic Regression [69]): based on the results of previous studies, there seems not to be a classifier that provides the best overall solution for all situations. For this reason, in our work we experimented the different change prediction models with different classifiers, i.e., ADTree [146], Decision Table Majority [65], Logistic Regression [29], Multilayer Perceptron [111], Naive Bayes [55], and Simple Logistic Regression [106]. Overall, for all considered models the best results in terms of F-measure (see Section 3.3.7 for the evaluation metrics) are obtained using the Simple Logistic Regression. In the remaining of the paper, we only report the results that we have obtained when using this classifier, while a complete report of the performance of other classifiers is available online [27].

### 3.3.6 Validation Strategy

As for validation strategy we adopt $10$-Fold Cross Validation [127]. Using it, each experimented prediction model has been trained and evaluated as follows. For each project considered in our study, the validation methodology randomly partitions the available set of data into 10 folds of equal size, applying a stratified sampling, i.e., all the folds have a similar proportion of change- and non-change-prone classes. Then, a single fold is used as test set, while the remaining ones are used to train the change prediction model under examination. The process is repeated 10 times, using each time a different fold as
test set: therefore, at the end of the process the experimented model outputs a prediction for each class of each project. Finally, the performance of the model is reported using the mean achieved over the ten runs. It is important to note that we have repeated the 10-fold validation 100 times (each time with a different seed) to cope with the randomness arising from using different data splits [50].

3.3.7 Evaluation Metrics

To measure and compare the performance of the models, we compute two well-known metrics such as precision and recall [10], which are defined as follow:

\[
\text{precision} = \frac{TP}{TP + FP} \quad \text{recall} = \frac{TP}{TP + TN}
\] (6)

where \(TP\) is the number of true positives, \(TN\) the number of true negatives, and \(FP\) the number of false positives. To have a unique value representing the goodness of the model, we compute the F-Measure, i.e., the harmonic mean of precision and recall:

\[
F\text{-Measure} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\] (7)

Moreover, we consider another indicator: the Area Under the Receiver Operating Characteristic Curve (AUC-ROC) metric [22]. A ROC curve is a graph showing the performance of a classification model at all classification thresholds. The AUC measures the entire two-dimensional area underneath the entire ROC curve. This metrics quantifies the overall ability of a change prediction model to discriminate between change-prone and non-change-prone classes: the closer the AUC-ROC to 1 the higher the ability of the classifier, while the closer the AUC-ROC to 0.5 the lower its accuracy. In other words, this metric can quantify how robust the model is when discriminating the two binary classes.

In addition, we compare the performance achieved by the experimented prediction models from a statistical point of view. As we need to perform multiple comparisons among the performance of the considered models over multiple datasets, exploiting well-known and widely-adopted tests like, for instance, the Mann-Whitney test [76] is not recommended because of two main reasons: (i) the performance of a machine learner can vary between one dataset and another [131, 133]; (ii) the interpretation of the results might be biased because of overlapping problems, in other words the possibility for one or more treatments to be classified in more than one group: this aspect might cause serious issues for the experimenter to really distinguish the real groups to which the means should belong [115]. To overcome these problems, we exploit the Scott-Knott Effect Size Difference test [133].

This is an effect-size aware version of the original Scott-Knott test [115]. More specifically, this algorithm implements a two-step analysis: first, it hierarchically clusters treatments into distinct groups, meaning that there is no
possibility of one or more treatments to be classified in more than one group; secondly, the means of the clusters are compared to understand whether they are statistically different. The major benefits provided by the application of the effect-size aware test designed by Tantithamthavorn et al. [133] are that the algorithm (i) hierarchically clusters the set of treatment means into statistically distinct groups, (ii) corrects the non-normal distribution of a dataset if needed, and (iii) merges two statistically distinct groups in case their effect size—measured using Cliff’s Delta (or $d$) [48]—is negligible, so that the creation of trivial groups is avoided. To perform the test, we rely on the implementation\(^3\) provided by Tantithamthavorn et al. [133]. It is important to note that recently Herbold [54] has discussed the implications as well as the impact of the normality correction of Scott-Knott ESD test, concluding that this correction does not necessarily lead to the fulfillment of the assumptions of the original Scott-Knott test and may cause problems with the statistical analysis. The author has also proposed a modification to the original implementation of the test that can overcome the identified problems. In response to these comments, Tantithamthavorn et al. have followed the recommendations provided and modified the implementation of the Scott-Knott ESD test: we made sure to use the latest version of the algorithm, available in the version v1.2.2 of the R package.

3.4 \textit{RQ}_2 - Comparison between Intensity Index and Antipattern Metrics

In \textit{RQ}_2 our goal is to compare the performance of change prediction models relying on the intensity index against the one achieved by models exploiting other existing smell-related metrics. In particular, the comparison is done considering the so-called antipattern metrics, which have been defined by Taba et al. [128]: these metrics aimed at capturing different aspects related to the maintainability of classes affected by code smells. More specifically:

– the Average Number of Antipatterns (ANA) computes how many code smells were in the previous releases of a class over the total number of releases. This metric is based on the assumption that classes that have been more prone to be smelly in the past are somehow more prone to be smelly in the future. More formally, ANA is computed as follows. For each file $f \in S$ (System):

$$\text{ANA}(f) = \frac{1}{n} \sum_{i=1}^{n} N_{AP}(f^i),$$

where $N_{AP}(f^i)$ represents the total number of antipatterns in past change prone version $f^i$ ($i \in \{1..n\}$), and $n$ is the total number of versions in the history of $f$ and $f = f^n$.

\(^3\) https://github.com/klainfo/ScottKnottESD
– the Antipattern Complexity Metric (ACM) computes the entropy of changes involving smelly classes. Such entropy refers to the one originally defined by Hassan [53] in the context of defect prediction. The conjecture behind its use relates to the fact that a more complex development process might lead to the introduction of code smells. The specific formula leading to its computation is:

$$ACM(f) = \sum_{i=1}^{n} p(f^i) \ast H^i,$$

where $H^i$ represents the Shannon entropy as computed by Hassan [53], $p$ is the probability of having antipatterns in file $f$, and $n$ is the total number of versions in the history of $f$ and $f = f^n$.

– the Antipattern Recurrence Length (ARL) measures the total number of subsequent releases in which a class has been affected by a smell. This metric relies on the same underlying conjecture as ANA, i.e., the more a class has been smelly in the past the more it will be smelly in the future. Formally:

$$ARL(f) = rle(f) \ast e^{4\ast(c(f)+b(f))},$$

where $n$ is the total number of versions in the history of $f$, $c(f)$ is the number of "changy" versions in the history of file $f$ in which $f$ has at least one antipattern, $b(f) < n$ is the ending index of the longest consecutive stream of antipatterns in "changy" versions of $f$, and $rle(f)$ is the maximum length of the longest consecutive stream of antipatterns in the history of $f$.

To compute these metrics, we have employed the tool developed and made available by Palomba et al. [97]. Then, as done in the context of RQ1, we plugged the antipattern metrics into the experimented baselines, applying the Variance inflation factor (Vif) and assessing the performance of the resulting change prediction models using the same set of evaluation metrics described in Section 3.3.7, i.e., F-Measure and AUC-ROC. Finally, we statistically compare the performance with the one obtained by the models including the intensity index as predictor.

Besides the comparison in terms of evaluation metrics, we also analyze the extent to which the two types of models are orthogonal with respect to the classification of change-prone classes. This was done with the aim of assessing whether the two models, relying on different smell-related information, can correctly identify the change-proneness of different classes. More formally, let $m_{int}$ be the model built plugging in the intensity index; let $m_{ant}$ be the model built by considering the antipattern metrics, we compute the following overlap metrics on the set of smelly and change-prone instances of each system:

$$TP_{m_{int} \cap m_{ant}} = \frac{|TP_{m_{int}} \cap TP_{m_{ant}}|}{|TP_{m_{int}} \cup TP_{m_{ant}}|} \%$$

(11)
\[ TP_{m_{\text{int}} \setminus m_{\text{ant}}} = \frac{|TP_{m_{\text{int}}} \setminus TP_{m_{\text{ant}}}|}{|TP_{m_{\text{int}}} \cup TP_{m_{\text{ant}}}|} \%\]  

(12)

\[ TP_{m_{\text{ant}} \setminus m_{\text{int}}} = \frac{|TP_{m_{\text{ant}}} \setminus TP_{m_{\text{int}}}|}{|TP_{m_{\text{ant}}} \cup TP_{m_{\text{int}}}|} \%\]  

(13)

where \( TP_{m_{\text{int}}} \) represents the set of change-prone classes correctly classified by the prediction model \( m_{\text{int}} \), while \( TP_{m_{\text{ant}}} \) is the set of change-prone classes correctly classified by the prediction model \( m_{\text{ant}} \). The \( TP_{m_{\text{int}} \setminus m_{\text{ant}}} \) metric measures the overlap between the sets of true positives correctly identified by both models \( m_{\text{int}} \) and \( m_{\text{ant}} \). \( TP_{m_{\text{int}} \setminus m_{\text{ant}}} \) measures the percentage of change-prone classes correctly classified by \( m_{\text{int}} \) only and missed by \( m_{\text{ant}} \), and \( TP_{m_{\text{ant}} \setminus m_{\text{int}}} \) measures the percentage of change-prone classes correctly classified by \( m_{\text{ant}} \) only and missed by \( m_{\text{int}} \).

3.5 RQ3 - Gain Provided by the Intensity Index

The goal of this question is to analyze the actual gain provided by the addition of the intensity metric within different change prediction models. To this aim, we conduct a fine-grained investigation aimed at measuring how important the intensity index is with respect to other features (i.e., product, process, developer-related, and antipattern metrics) composing the considered models. We use an information gain algorithm [108] to quantify the gain provided by adding the intensity index in each prediction model. In our context, this algorithm ranks the features of the models according to their ability to predict the change-proneness of classes. More specifically, let \( M \) be a change prediction model, let \( P = \{p_1, \ldots, p_n\} \) be the set of predictors composing \( M \), an information gain algorithm [108] applies the following formula to compute a measure which defines the difference in entropy from before to after the set \( M \) is split on an attribute \( p_i \):

\[ \text{InfoGain}(M, p_i) = H(M) - H(M|p_i) \]  

(14)

where the function \( H(M) \) indicates the entropy of the model that includes the predictor \( p_i \), while the function \( H(M|p_i) \) measures the entropy of the model that does not include \( p_i \). Entropy is computed as follow:

\[ H(M) = -\sum_{i=1}^{n} \text{prob}(p_i) \log_2 \text{prob}(p_i) \]  

(15)

From a more practical perspective, the algorithm quantifies how much uncertainty in \( M \) is reduced after splitting \( M \) on predictor \( p_i \). In our work, we employ the Gain Ratio Feature Evaluation algorithm [108] implemented in the Weka toolkit [49], which ranks \( p_1, \ldots, p_n \) in descending order based on the
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Contribution provided by $p_i$ to the decisions made by $M$. In particular, the output of the algorithm is a ranked list in which the predictors having the higher expected reduction in entropy are placed on the top. Using this procedure, we evaluate the relevance of the predictors in the change prediction models experimented, possibly understanding whether the addition of the intensity index gives a higher contribution with respect to the structural metrics from which it is derived (i.e., metrics used for the detection of the smells) or with respect the other metrics contained in the models.

3.6 RQ$_4$ - Combining All Predictors and Smell-Related Information

As a final step of our study, this research question has the goal to assess the performance of a change prediction model built using a combination between smell-related information and other product, process, and developer-related features. To this aim, we firstly put all the independent variables considered in the study in a single dataset. Then, we apply the variable removal procedure based on the vif function (see Section 3.3.2 for details on this technique); in this way, we were able to remove the independent variables that do not significantly influence the performance of the combined model. Finally, we test the ability of the newly devised model using the same procedures and metrics used in the context of RQ$_1$, i.e., F-measure and AUC-ROC, and statistically comparing the performance of the considered models by means of the Scott-Knott ESD test.

4 Analysis of the Results

In this section we report and sum up the results of the presented research questions, discussing the main findings of our study.

Fig. 1: Overview of the value of F-measure among the models. Note that the starting value of the y-axis is different based on the performance of the models.
Table 7: Average number of true positives (TP), false positives (FP), true negatives (TN), and false negatives (FN) output by the experimented change prediction models. Standard deviation is reported in parenthesis.

<table>
<thead>
<tr>
<th>Model</th>
<th>TP</th>
<th>FP</th>
<th>TN</th>
<th>FN</th>
<th>TP</th>
<th>FP</th>
<th>TN</th>
<th>FN</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM</td>
<td>1305(35)</td>
<td>369(21)</td>
<td>616(24)</td>
<td>172(28)</td>
<td>1404(54)</td>
<td>320(18)</td>
<td>567(21)</td>
<td>172(25)</td>
</tr>
<tr>
<td>SM+Ant.</td>
<td>1530(16)</td>
<td>129(10)</td>
<td>688(14)</td>
<td>115(11)</td>
<td>1576(31)</td>
<td>271(23)</td>
<td>320(16)</td>
<td>296(22)</td>
</tr>
<tr>
<td>SM+Int.</td>
<td>1650(27)</td>
<td>271(20)</td>
<td>320(12)</td>
<td>222(15)</td>
<td>1700(42)</td>
<td>246(33)</td>
<td>246(16)</td>
<td>271(13)</td>
</tr>
<tr>
<td>PM</td>
<td>1527(33)</td>
<td>246(31)</td>
<td>369(28)</td>
<td>320(26)</td>
<td>1576(31)</td>
<td>271(23)</td>
<td>320(16)</td>
<td>296(22)</td>
</tr>
<tr>
<td>PM+Ant.</td>
<td>1872(24)</td>
<td>172(22)</td>
<td>246(21)</td>
<td>172(13)</td>
<td>1823(16)</td>
<td>148(7)</td>
<td>296(21)</td>
<td>197(9)</td>
</tr>
<tr>
<td>PM+Int.</td>
<td>1700(42)</td>
<td>246(33)</td>
<td>246(16)</td>
<td>271(13)</td>
<td>1700(42)</td>
<td>246(33)</td>
<td>246(16)</td>
<td>271(13)</td>
</tr>
</tbody>
</table>

Fig. 2: Overview of the value of AUC-ROC among the models. Note that the starting value of the y-axis is different based on the performance of the models.

4.1 RQ1: To what extent does the addition of the intensity index as additional predictor improve the performance of existing change prediction models?

Before describing the results related to the contribution of the intensity index in the three prediction models considered, we report the results of the feature selection process aimed at avoiding multi-collinearity. According to the results achieved using the \( vif \) function [88], we remove FCH, LCH, WFR, ATAF, CHD, LCD, CSBS, and ACDF from the process-based model [36], while we do not remove any variables from the other baselines.

Figures 1 and 2 show the box plots reporting the distributions of F-Measure and AUC-ROC achieved by the (i) basic models that do not include any smell-related information - SM, PM, and DCBM, respectively; (ii) models including the antipattern metrics - those having “+ Ant. Metrics” as suffix; and (iii) models including the intensity index - those reporting “+ Int.” as suffix. To address RQ1, in this section we discuss the performance of the intensity-including models, while the comparison with the antipattern metrics-including models is reported and discussed in Section 4.2. Note that for the sake of readability, we only report the distribution of F-Measure rather than the distributions of precision and recall; moreover, in Table 7 we report the confusion matrices for the models built using structural, process, and developer-oriented metrics as basic predictors: since our validation strategy, i.e., 100 times 10-fold validation, required the generation of 1,000 confusion matrices for each release and for each experimented model, we report average and standard deviation.
of the overall number of true positives, true negatives, false positives, and false negatives for each model. Note that the fine-grained results of our analyses are available in our online appendix [27].

Looking at Figure 1, we can observe that the basic model based on scattering metrics (i.e., DCBM) tends to perform better than models built using structural and process metrics. Indeed, DCBM [32] has a median F-Measure 5% and 13% higher than structural (67% vs 54%) and process (67% vs 62%) models, respectively. This result confirms our previous findings on the power of the developer-related factors in change prediction [28] as well as the results achieved by Di Nucci et al. [32] on the value of the scattering metrics for the prediction of problematic classes. As for the role of the intensity index, we notice that with the respect to the SM, PM and DCBM model, the intensity of code smells provides an additional useful information able to increase the ability of the model in discovering change-prone code components. This is observable by looking at the performance in Figures 1 and 2. In the following, we further discuss our findings by reporting our results for each prediction model experimented.

**Contribution in Structural-based Models.** The addition of the intensity index within the SM model enables the model to reach a median F-Measure of 60% and an AUC-ROC of 61%, respectively. Looking more in depth into the results, we observe that the shapes of the box plots for the intensity-including model appear less dispersed than the basic one, i.e., the smaller the shape, the smaller the variability of the results. This means that the addition of the intensity index makes the performance of the model better and more stable. This is also visible by looking at the confusion matrices of the two models (Table 7): the one referring to the intensity-including model (column “SM+Int.”) has a high average number of true positives and a lower standard deviation with respect to the baseline model, indicating that the addition of the smell-related information can lead to better change prediction performance. The same observation is true when considering true negatives, false positive, and false negatives. An an example, let us consider the Apache-ant-1.3 project, where the basic structural model reaches 50% precision and 56% recall (F-Measure=53%), while the model that includes the intensity index has a precision of 61% and a recall of 66% (F-Measure=63%), thus obtaining an improvement of 10%. The same happens in all the considered systems: based on our findings, we can claim that the performance of change prediction models improves when considering the intensity of code smells as additional independent variable. The observations made above were also confirmed from a statistical point of view. Indeed, the intensity-including prediction model consistently appeared in the top Scott-Knott ESD rank in terms of AUC-ROC: this indicates that its performance was statistically higher than the baselines in most of the cases (40 projects out of 43).

**Contribution in Process-based Models.** Also in this case the addition of the intensity index in the model defined by Elish et al. [36] improved its performance with respect to the basic model (PM). The overall median value
of F-Measure increased of 15%, i.e., F-Measure of \( PM + \text{Int.} \) is 77% while that of \( PM \) is 62%. In this case, the intensity-including model can increase both precision and recall with respect to the basic model. This is, for instance, the case of Apache Ivy 2, where PM reaches 61% of precision and 49% of recall; by adding the intensity index, the prediction model increases its performances to 76% (+15%) in terms of precision and 77% (+28%) of recall, demonstrating that a better characterization of classes having design problems can help in obtaining more accurate predictions. The higher performance of the intensity-including models is mainly due to the better characterization of true positive instances (see Table 7). The statistical analyses confirm the findings: the likelihood to be ranked at the top by the Scott-Knott ESD test is always higher for the model including the intensity index, thus we can claim that the performance of the intensity-including model is statistically higher than the basic model over all the considered systems.

**Contribution in Developer-Related Model.** Finally, the results for this type of model are similar to those discussed above. Indeed, the addition of the intensity in DCBM [32] enables the model to reach a median F-Measure of 75% and an AUC-ROC of 74%, respectively. Compare to the standard model, “DCBM + Int.” performs better (i.e., +7% in terms of median F-Measure and +6% in terms of median AUC-ROC). For instance, in the Apache Synapse 1.2 project the “DCBM + Int.” obtains values for F-Measure and AUC-ROC 12% and 13% higher than DCBM, respectively. The result holds for all the systems in our dataset, meaning that the addition of the intensity always provides improvements with respect to the baseline. The Scott-Knott ESD test confirms our observations from a statistical point of view. The likelihood of the intensity-including model to be ranked at the top is always higher than the other models. Thus, the intensity-including model is statistically superior with respect to the basic model over all the considered projects. From the analysis of Table 7 we can confirm the improved stability of the intensity-including model, which presents a lower standard deviation as well as a higher number of true positive instances identified.

**RQ1:** To what extent does the intensity index improve the performance of existing change prediction models? The addition of the intensity index [97] as a predictor of change-prone components increases the performance of the baseline change prediction models in terms of both F-Measure and AUC-ROC by up to 10%, i.e., up to 87 actual change-prone classes with respect to the baseline models. This is confirmed statistically.

**4.2 RQ2:** How does the model including the intensity index as predictor compare to a model built using antipattern metrics?

From RQ1, we observe that the addition of the intensity index within state of the art techniques can improve their performance. Nevertheless, the second
research questions aimed at evaluating whether the smell intensity index is a better predictor of change proneness than other smell related information, in particular, the antipattern metrics defined by Taba et al. [128]. For this reason, we compared the models including the intensity index with those including the antipattern metrics. The boxplots which summarize this comparison are in Figures 1 and 2, while average and standard deviation related to the confusion matrices are available in Table 7.

Table 8: Overlap analysis between the model including the intensity index and the model including the antipattern metrics.

<table>
<thead>
<tr>
<th>Models</th>
<th>Int. ∩ Ant.%</th>
<th>Int. \ Ant.%</th>
<th>Ant. \ Int.%</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM [151]</td>
<td>43</td>
<td>35</td>
<td>22</td>
</tr>
<tr>
<td>PM [36]</td>
<td>47</td>
<td>38</td>
<td>15</td>
</tr>
<tr>
<td>DCBM [32]</td>
<td>44</td>
<td>31</td>
<td>25</td>
</tr>
</tbody>
</table>

**Comparison in Structural-based Models.** As reported in the previous section, the intensity-including model has a median F-Measure of 60% and an AUC-ROC of 61%. When compared against the antipattern metrics-including model, the intensity-including one still performs better (i.e., +4% in terms of median F-Measure and +7% in terms of median AUC-ROC). More in detail, we notice that the performance of the antipattern-including model is just slightly better than the basic model in terms of F-Measure (56% vs 54%); more interesting, the AUC-ROC of the “SM + Ant. Metrics” model is lower than the basic one (53% vs 55%). From a practical perspective, these results tell us that the inclusion of the antipattern metrics only provides slight improvement with respect to the number of actual change-prone classes identified, but at the same time, we cannot provide benefits in the robustness of the classifications. Moreover, the confusion matrices of “SM + Ant. Metrics” and “SM” models shown in Table 7 are similar: this confirms that the addition of the antipattern metrics cannot provide major benefits to the baseline.

In the comparison between the ”SM + Ant. Metrics” and the ”SM + Int.” models, we observe that the performance of the former is always lower than the one achieved by the latter (considering the median of the distributions, -4% of F-Measure and -8% of AUC-ROC). This indicates that the intensity index can provide much higher benefits in change prediction than existing metrics that capture other smell-related information. The statistical analysis confirmed the superiority of the intensity-including models, which are always ranked better than the antipattern-including ones. While the models including the antipattern metrics have worse performances than the models including the intensity index in some cases, the antipattern metrics defined by Taba et al. [128] can give orthogonal information with respect to the intensity index, opening the possibility to obtain better performance still by considering both metric types. Our claim is supported by the overlap analysis shown in Table 8.
and computed on the set of change-prone and smelly classes correctly classified by the two models. While 43% of the instances are correctly classified by both the models, a consistent portion of instances are classified only by SM + Int. model (35%) or by the model using the antipattern metrics (22%). Consequently, this means that the smell-related information taken into account by the “SM + Int.” and “SM + Ant. Metrics” models are orthogonal.

**Comparison in Process-based Models.** The median F-Measure of the intensity-including model is 77%, i.e., +15% with respect to the basic model. As for the model that includes the antipattern metrics, we notice that it provides improvements when compared to the basic one. However, such improvements are still minor in terms of F-Measure (64% vs 62%) and thus we can confirm that the addition of the metrics proposed by Taba et al. [128] does not provide a substantial boost in the performance of basic change prediction models. Similarly, the model based on such metrics is never able to outperform the performance of the intensity-including one, being its F-measure 13% lower than the F-measure of the the model including the intensity index. The statistical analyses confirmed these findings. Indeed, the likelihood to be ranked at the top by the Scott-Knott ESD test is always higher for the model including the intensity index. At the same time, the model including the antipattern metrics provides a slight statistical benefits than the basic one (they are ranked in the same cluster in 88% of the cases). Also in this case we found an interesting orthogonality between the set of change-prone and smelly classes correctly classified by “PM + Int.” and by the “PM + Ant. Metrics” (see Table 8), i.e., the two models correctly capture the change-proneness of different code elements.

**Comparison in Developer-Related Model.** When comparing the performance of “DCBM + Int.” with the model that includes the antipattern metrics [128], we observe that the F-Measure of the former is on average 6% higher than the latter; the better performance of the intensity-including model is also confirmed when considering the AUC-ROC, which is 4% higher. The Scott-Knott ESD test confirms our observations, as (i) the intensity-including model has statistically higher performance than the baseline and (ii) the antipattern metrics-including models are confirmed to provide statistically better performance than the basic models in 67% of the considered systems. Nevertheless, also in this case we found an orthogonality in the correct predictions done by these two models (see Table 8): only 44% of instances are correctly caught by both the models, while 31% of them are only captured by “DCBM + Int.” and 25% only by “DCBM + Ant. Metrics”.

**RQ2** - How does the model including the intensity index as predictor compare to a model built using antipattern metrics? The prediction models that include the antipattern metrics [128] have lower performance than the intensity-including models, while perform slightly (but statistically) better than the basic models. We observe some orthogonal-
ity between the set of change-prone and smelly classes correctly classified by the models that include intensity index and the models with antipattern metrics, which highlights the possibility to achieve higher performance through a combination of smell-related information.

4.3 RQ3: What is the gain provided by the intensity index to change prediction models when compared to other predictors?

In this section we analyze the results of Gain Ratio Feature Evaluation algorithm [108] in order to understand how important the predictors composing the different models considered in this study are, with the aim to evaluate the predictive power of the intensity index when compared to the other predictors.

Table 9 shows the gain provided by the different predictions employed in the structural metrics-based change prediction model, while Table 10 reports the results for the process-based model and Table 11 those for the DCBM model. In particular, the tables report the ranking of the predictors based on their importance within the individual models. The value of the mean and the standard deviation (computed by considering the results obtained on the single systems) represent the expected reduction in entropy caused by partitioning the prediction model according to a given predictor. In addition, we also provide the likelihood of the predictor to be in the top-rank by the Scott-Knott ESD test, i.e., the percentage of times a predictor is statistically better than the others. The following subsections discuss our findings considering each prediction model individually.

Table 9: Gain Provided by Each Metric To The SM Prediction Model.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Mean</th>
<th>St. Dev.</th>
<th>SK-ESD Likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBO</td>
<td>0.66</td>
<td>0.09</td>
<td>82</td>
</tr>
<tr>
<td>RFC</td>
<td>0.61</td>
<td>0.05</td>
<td>77</td>
</tr>
<tr>
<td>Intensity</td>
<td>0.49</td>
<td>0.13</td>
<td>75</td>
</tr>
<tr>
<td>LOC</td>
<td>0.44</td>
<td>0.11</td>
<td>55</td>
</tr>
<tr>
<td>LCOM 3</td>
<td>0.43</td>
<td>0.12</td>
<td>51</td>
</tr>
<tr>
<td>Antipattern Complexity Metric</td>
<td>0.42</td>
<td>0.12</td>
<td>41</td>
</tr>
<tr>
<td>Antipattern Recurrence Length</td>
<td>0.31</td>
<td>0.05</td>
<td>32</td>
</tr>
<tr>
<td>Average Number of Antipatterns</td>
<td>0.22</td>
<td>0.10</td>
<td>21</td>
</tr>
<tr>
<td>DIT</td>
<td>0.13</td>
<td>0.02</td>
<td>3</td>
</tr>
</tbody>
</table>

Gain Provided to Structural-based Models (SM). The results in Table 9 show that Coupling Between Objects (CBO) is the metric having the highest predictive power, with an average reduction of entropy of 0.66 and a standard deviation of 0.09. The Scott-Knott ESD test statistically confirms the importance of the predictor, since the information gain given by the metric is statistically higher than other metrics in 82% of the cases. It is worth noting that this result is in line with previous findings in the field [12, 45, 97, 151].
which showed the relevance of coupling information for the maintainability of software classes. Looking at the ranking, we also notice that Response For a Class (RFC), Lines of Code (LOC), and Lack of Cohesion of Methods (LCOM 3) appear to be relevant. On the one hand, this is still in line with previous findings \cite{12, 97, 151}. On the other hand, it is also important to note that our results indicate that code size is important for change prediction. In particular, unlike the findings by Zhou et al. \cite{151} on the confounding effect of size, we discovered that LOC can be an important predictor to discriminate change-prone classes. This may be due to the large dataset exploited in this study, which allows a higher level of generalizability. The Scott-Knott ESD test confirm that these metrics are among the most powerful ones.

As for the variable of interest, i.e., the intensity index, we observe that it is the feature providing the third highest gain in terms of reduction of entropy, as it has a value of Mean and Standard Deviation of 0.49 and 0.13, respectively. Looking at the results of the statistical test, we observed that the intensity index is ranked on the top by the Scott-Knott ESD in 49\% of the cases: this indicates that the metric is statistically more relevant than the other predictors in almost half of the projects. These findings lead to two main observations. In the first place, the intensity index has a high predictive power and, for this reason, can provide high benefits for the prediction of change-prone classes (as also observed in RQ\textsubscript{1}). Secondly, and perhaps more interesting, the intensity index can be more powerful than other structural metrics from which it is derived: in other words, a metric mixing together different structural aspects to measure how severe a code smell is, seems to be more meaningful than the individual metrics used to derive the index.

As for the antipattern metrics, we observe that all of them appear to be less relevant than the intensity index. This is in line with the results of RQ\textsubscript{2}, where we have shown that adding them to change prediction models results in a limited improvement with respect to the baseline. At the same time, it is worth noting that ACM (i.e., Antipattern Complexity Metric) may sometimes provide a notable contribution. While the average gain is 0.42, the standard deviation is 0.12: this means that the entropy reduction can be up to 0.54, as in the case of the Apache-synapse-2.3. This result suggests that this metric has some potential for effectively predicting the change-proneness of classes. The other two antipattern metrics, i.e., Average Number of Antipatterns (ANA) and Antipattern Recurrence Length (ARL), instead, provide a mean entropy reduction of 0.31 and 0.22, respectively, with a standard deviation that is never above 0.1. Thus, their contribution is lower than ACM. The Scott-Knott ESD test statistically confirms those findings: indeed, ACM was a top predictor in 41\% of the datasets, as opposed to ANA and ARL metrics which appear as statistically more powerful than other metrics in only 32\% and 21\% of the cases, respectively. We conclude that ACM is statistically more valuable and relevant than the other antipattern metrics. Finally, Depth Inheritance Tree is the least powerful metrics in the ranking, and the Scott-Knott ESD test ranks it at the top in only 3\% of the cases.
Gain Provided to Process-based Models (PM).| Regarding the process metric-based model considered in this study, the results are similar to the structural model. Indeed, from Table 10 we observe that the intensity index has a mean entropy reduction of 0.44 and it is a top predictor in 61% of the projects. According to the information gain algorithm, it is the third most powerful feature of the model, ranked after the Birth of a Class and Frequency of Changes metrics. On the one hand, this ranking is quite expected, as the top two features are those which fundamentally characterize the notion of process-based change prediction (PM) proposed by Elish et al. [36]. On the other hand, our findings report that the intensity index can be orthogonal with respect to the process metrics present in the model, i.e., a structural-based indicator is orthogonal with respect to the other basic features. As for the antipattern metrics, ACM was within the top predictors in 54% of the projects, while ANA and ARL are top predictors in 25% and 2% of the dataset, respectively: this result confirms that ACM has a statistically higher predictive power than the other antipattern metrics. At the bottom of the ranking there are other basic metrics like Changes since the Birth and Total Amount of Changes: this is in line with previous findings [28] reporting that the overall number of previous changes cannot properly model the change-proneness of classes.

Gain Provided to Developer-related factors. Looking at the ranking of the features of the DCBM model, we can still confirm the results discussed so far. Indeed, the intensity index is the second most relevant factor, ranked
after the semantic scattering: its mean is 0.74, and the Scott-Knott ESD test indicates the intensity index as top predictor in 94% of the considered projects. It is interesting to note that the intensity index provides a higher contribution than the structural scattering, indicating that the combination from which it is derived can provide a higher entropy reduction with respect to a metric based on the structural distance of the classes touched by developers in a certain time window. Regarding the antipattern metrics, the results are similar to those of the other models considered; the ACM provided a mean information gain of 0.66, being ranked at top predictors in 78% of the dataset. Instead, the means for ARL and ANA are lower (0.31 and 0.11, respectively): these are the least important features.

As a more general observation, it is worth noting that the values of mean information gain of both the intensity index and ACM are much high (≈0.20 more) for this model when compared to the structural- and process metrics-based models. As such, those metrics can provide a much high information than the other models: this can be due to the limited number of features employed by this model, which makes the additional metrics more useful to predict the change-proneness of classes.

All in all, we confirm that the intensity index is a relevant feature for all the change prediction models considered in the study, together with ACM from the group of antipattern metrics. This possibly highlights how their combination could provide further improvements in the context of change prediction.

RQ3 - What is the gain provided by the intensity index to change prediction models when compared to other predictors?

The intensity index is a relevant predictor for all the considered prediction models (0.49 for SM, 0.44 for PM, and 0.74 DCBM respectively). At the same time, a metric of complexity of the change process involving code smells provides further additional information, highlighting the possibility to obtain even better change prediction performance when mixing different smell-related information.

4.4 RQ4: What is the performance of a combined change prediction model that includes smell-related information?

The results achieved in the previous research questions highlight the possibility to build a combined change prediction model that takes into account smell-related information besides the structural, process, and developer-related metrics. For this reason, in the context of RQ4, we assess the feasibility of a combined solution and evaluate its performance with respect to the results achieved by the models experimented in RQ1 and RQ2. As explained in Section 3, to come up with the combined model we firstly put together all the features of the considered models and then apply a feature selection algorithm to discard irrelevant features. Starting from an initial set of 18 metrics,
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This procedure discards DIT, CSB, TACH, and ANA. Thus, the combined model comprises 14 metrics: besides most of the basic structural, process, and developer-related predictors, the model includes three smell-related metrics, namely (i) intensity index, (ii) ACM, and (iii) ARL.

Fig. 3: Overview of the value of F-Measure and AUC-ROC of the Combined Model. Note that the starting value of the y-axis is different based on the performance of the models.

Table 12: Average number of true positives (TP), false positives (FP), true negatives (TN), and false negatives (FN) output by the devised combined model and comparison with the best change prediction models coming from RQ\textsubscript{1} and RQ\textsubscript{2}. Standard deviation is reported in parenthesis.

<table>
<thead>
<tr>
<th></th>
<th>TP</th>
<th>FP</th>
<th>TN</th>
<th>FN</th>
<th>TP</th>
<th>FP</th>
<th>TN</th>
<th>FN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combined</td>
<td>2192 (59)</td>
<td>74 (12)</td>
<td>123 (16)</td>
<td>74 (15)</td>
<td>1530 (16)</td>
<td>129 (10)</td>
<td>688 (14)</td>
<td>115 (11)</td>
</tr>
<tr>
<td>SM+Int</td>
<td>1872 (24)</td>
<td>172 (22)</td>
<td>246 (21)</td>
<td>172 (13)</td>
<td>1823 (16)</td>
<td>148 (7)</td>
<td>296 (21)</td>
<td>107 (9)</td>
</tr>
<tr>
<td>PM+Int</td>
<td>1872 (24)</td>
<td>172 (22)</td>
<td>246 (21)</td>
<td>172 (13)</td>
<td>1823 (16)</td>
<td>148 (7)</td>
<td>296 (21)</td>
<td>107 (9)</td>
</tr>
<tr>
<td>DCBM+Int</td>
<td>1872 (24)</td>
<td>172 (22)</td>
<td>246 (21)</td>
<td>172 (13)</td>
<td>1823 (16)</td>
<td>148 (7)</td>
<td>296 (21)</td>
<td>107 (9)</td>
</tr>
</tbody>
</table>

Figure 3 shows the boxplots reporting the distributions of F-Measure and AUC-ROC related to the smell-aware combined change prediction model. To facilitate the comparison with the models exploited in the context of RQ\textsubscript{1} and RQ\textsubscript{2}, we also report boxplots depicting the best models coming from our previous analyses, i.e., SM + Int., PM + Int., and DCBM + Int. Moreover, Table 12 reports average and standard deviation of the overall number of true positives (TP), false positives (FP), true negatives (TN), and false negatives (FN) given as output by the combined model as well as by the baselines.

Looking at the results, the combined model has better performance than all the baselines. The median F-Measure reaches 88%, being 18%, 11%, and 13% more accurate than SM + Int., PM + Int., and DCBM + Int., respectively. This is also true for the AUC-ROC, where the combined model achieves 10% better performances than the basic models that include the intensity. As an example, in the Apache Xalan 2.5 project the best stand-alone model (the “SM + Int” in this case) has an F-Measure close to 73%, while the mixture of features provided by the combined model enables to reach an F-Measure
of 93%. As expected, the results are statistically significant, as the combined smell-aware change prediction model appears in a top Scott-Knott ESD rank in 98% of the cases.

On the one hand, these results confirm previous findings on the importance to combine different predictors of source code maintainability [28, 31]. On the other hand, we can claim that smell-related information [97, 128] improves the capabilities of change prediction models, allowing them to perform better than other existing models.

**RQ₄ - What is the performance of a combined change prediction model that includes smell-related information?** The devised smell-aware change prediction model performs better than all the baselines considered in the paper, with an F-Measure up to 20% and AUC ROC up to 10%.

### 5 Discussion and Threats to Validity

The results of our research questions highlight some relevant findings that need to be further discussed, especially with respect to their relevance in a practical use case scenario. Moreover, our findings might be biased by some aspects whose mitigation is subject of discussion in this section.

#### 5.1 Discussion and practical usage of our change prediction model

Our results demonstrate that smell-related information can be used within existing change prediction models to improve the accuracy with which they identify classes more likely to be modified by developers in the future. As a first discussion point, it is worth noting that the performance obtained by the baseline models exploiting individual product, process, or developer-oriented predictors are in line with those reported in recent work [28]: indeed, this aspect indicates that our methodology led to results comparable with those achieved in literature with respect to the performance of different types of change prediction models, thus (i) validating the methodological choices we adopt in this work and (ii) confirming previous findings in the field [28, 36, 151]; moreover, we notice that the improvements obtained by means of the addition of smell-related information have led to the definition of better prediction models, thus suggesting the importance of code smells for the problem of interest and confirming the empirical studies previously conducted on their role on the change-proneness of classes [63, 96].

The findings reported in our work have two main practical implications and applications. First of all, the output of the proposed change prediction model can be adopted by developers to keep track of change-prone classes: this can be relevant to create awareness among developers about the classes
that, for some reasons, tend to change frequently and that possibly hide design issues that should be solved. We believe that the output of our technique can provide developers with a tool able to spot problems within source code before their actual occurrence, giving to them early indications on the classes to be maintained and/or improved with respect to their quality.

It is important to note that change-prone classes are those source code elements that, for some reasons, are more likely to be modified in the future maintenance and evolution activities of a software project. As an example, change-prone classes must not be confused with bug-prone code elements. Indeed, these two sets might have some relationships, but they still remain conceptually disjoint. On the one hand, bug-proneness indicates source code that is more likely to have bugs in a close future: as such, the fact that a class has bugs does not imply that it changes more often, moreover, there are some defects that are fixed before they ever lead to a fault. On the other hand, bug-prone classes might also be change-prone (i.e., changes are made to correct faults), however bug fixing activities do not represent the only reason for changes, as classes might change due to different software evolution tasks (e.g., implementation of new change requests), so bugs are only one of the many reasons for change. Thus, change- and bug-proneness of classes might have some relation, but are not the same. To have a comprehensive overview of the causes of change-proneness of a class, in this work we taken into account baseline change prediction models based on different sets of basic predictors, i.e., product, process, and developer-based metrics, that are able to capture different state of the art evolutionary aspects of source code classes.

Besides creating awareness, the devised change prediction model can be directly integrated within developers’ software analytics dashboards (e.g., Bitergia4). This integration may enable a continuous feedback mechanism that allows developers the immediate identification of the source code classes that are more likely to change in the future. Such feedback can be then used by developers as input for performing preventive maintenance activities before putting the code into production; for instance, in a continuous integration (CI) scenario [17], developers might want to refactor the code before the CI pipeline starts to avoid warnings given by static analysis tools [141, 142, 16, 18]. Similarly, our change prediction model might be useful for project managers in order to properly schedule maintenance operations: more specifically, they can exploit the feedback given on the classes that are more likely to change in the future to better plan when, where, and how to perform refactoring, code review, or testing activities and improve the overall quality of the source code. We believe that the proposed change prediction model can be effectively used to continuously provide feedback and recommendations, thus allowing developers and project managers to schedule and apply modifications leading to source code improvement.

4 https://bitergia.com
5.2 Threats to Validity

In this section we discuss possible threats affecting our results and how we mitigated them.

5.2.1 Threats to Construct Validity

Threats to construct validity are related to the relationship between theory and observation. In our study, a first threat is related to the independent variables used and the dataset exploited: *the selection of the variables to use as basic predictors might have influenced our findings.* To mitigate such a threat, we selected state of the art change prediction models based on a different set of basic features, i.e., structural, process, and developer-related metrics, that capture different characteristics of source code. The selection was mainly driven by recent results [28] that showed that the considered models are (i) accurate in the detection of the change-proneness of classes and (ii) orthogonal to each other, thus correctly identifying different sets of change-prone classes.

All in all, this selection process has enabled us to test the contribution of smell-related information in different contexts.

A second threat is related to the dataset exploited, and in particular to *its reliability as source of actual change prediction components.* In this regard, we first relied on a publicly available dataset [56] and, on top of this, we computed product, process, and developer-oriented metrics employing publicly available tools. It is important to note that an important threat would have been related to the alignment between the dataset already available and the classes on which the additional metrics have been computed: to mitigate it, we have excluded inner-classes and only took into account the meta-information available in the original dataset provided by Jureczko and Madeyski [56], which provides the full qualifiers of all classes of the considered systems (for all the releases). As for the dependent variable, we have relied on CHANGEDISTILLER [38] to classify change-prone and non-change-prone classes: despite its accuracy, it is worth noting that this tool does not detect changes in the documentation (i.e., comments): while this could have under-estimated the change-proneness of some classes, changes exclusively targeting the documentation likely do not modify the behavior of a method/class and are not related to maintainability reasons [57]. Thus, we are still confident to have properly estimated the change-proneness of the classes in our dataset.

More in general, the definition of the problem is represented by a binary classification based on ordinal rank. Such a definition assures that both dependent and independent variables are project-dependent. Specifically, the definition of change-proneness is based on the number of changes that the classes of a certain project underwent over their history. As a consequence, also the ranking is deemed to be project-dependent since the change-proneness of the classes depends on their individual number of changes. Similarly, most of the independent variables are locally dependent: product metrics are computed on single classes, while process metrics are computed on the basis of the his-
We adopted JCodeOdor [41] to identify code smells and assign to them a level of intensity: the choice of the detector could have biased our observations. To mitigate this possible threat, JCodeOdor was selected based on the results of previous experiments which obtained a high accuracy, i.e., F-measure = 80%, on the same dataset [97]. Nevertheless, the tool still identifies 154 false positives and 94 false negatives among the 43 considered systems: such imprecisions might have substantially biased the interpretation of the reported results. To deal with it and make the set of code smells as close as possible to the ground truth, in our study we manually analyzed the output of JCodeOdor in order to (i) set to zero the intensity index of the false positive instances, and (ii) discard the false negatives, i.e., the instances for which we could not assign an intensity value. However, since this manual process is not always feasible, we have also evaluated the effect of including false positive and false negative instances in the construction of the change prediction models. More specifically, we re-ran the analyses performed in Section 3 and validated the performance of the experimented models when including the false positive instances using the same metrics used to assess the performance of the other prediction models (i.e., F-Measure and AUC-ROC). Our results report that these models always perform better than other models that do not include any smell-related information, while they are slightly less performing (-3% in terms of median F-Measure) than those built discarding the false positive instances. At the same time, we have evaluated the impact of including false negative instances. Their intensity index is, by definition, equal to zero: as a consequence, they are considered in the same way as non-smelly classes. The results of our analyses show that the intensity-including models still produce better results than the baselines, as they boosted their median F-Measure of ≈4%. At the same time, we have observed a decrement of 2% in terms of F-Measure with respect to the performance obtained by the prediction models built discarding false negatives. As a final step, we have also considered the case where both false positives and false negatives are incorporated in the experimented models. Our findings report that the Basic + Intensity models have a median F-Measure 2% lower than the models where the false positive and false negative instances were filtered out. At the same time, they were still better than the basic models (median F-Measure=+6%). Thus, we can conclude that a fully automatic code smell detection process still provides better performance than existing change prediction models. In our opinion, this result is extremely valuable as it indicates that practitioners can adopt automatic code smell detectors without the need of manually investigating the candidates they give as output.
The choice of considering code smell severity rather than the simple presence/absence of smells is driven by the conjecture that the severity can give a more fine-grained information on how much a design problem is harmful for a certain source code class: however, it would still be possible that a simpler modeling of the problem would have led to better results. To verify whether our conjecture is actually correct or not, we have conducted a further analysis aimed at establishing the performance of the experimented models where considering a boolean value reporting the presence of code smells rather than their intensity. As expected, our findings are that the models relying on the intensity are more powerful than those based on the boolean indication of the smell presence. This further confirms the idea behind this paper, i.e., code smell intensity can improve change-proneness prediction.

Finally, it is important to remark that our observations might still have been threatened by the presence of code smell co-occurrences [98, 147], which might have biased the intensity level of the smelly classes of our dataset. While on average only 8% of the classes in our dataset contained more code smells, the validity of our conclusions is still limited to the considered code smells, i.e., we cannot exclude that other code smell types not considered in this study co-occurred with those we have investigated. Therefore, further investigations into the role of code smell co-occurrences would be desirable.

5.2.2 Threats to Conclusion Validity

Threats to conclusion validity refer to the relation between treatment and outcome. A first threat in this category concerns the evaluation metrics adopted to interpret the performance of the experimented change prediction models. To mitigate the interpretation bias, we computed well-established metrics such as F-Measure and AUC-ROC and statistically verified the differences in the performance achieved by the different experimented models using the Scott-Knott ESD statistical test [133]. In this regard, we took into account the problem of data normality: over our dataset, the Shapiro-Wilk test of normality [116] gives an output a ρ-value higher than the threshold of 0.05 for all the considered independent variables, meaning that the data is not normally distributed. As a consequence, we relied on the Scott-Knott ESD, which does not assume a normally-distributed data. Moreover, we have also taken the comments made by Herbold [54] into account on the original implementation of the Scott-Knott ESD difference test with respect to the normality correction it applies; in particular, we have exploited version v1.2.2 of the algorithm, that contains the latest implementation where the normality correction is properly applied. This test allowed us to measure the importance of predictors into the model from a statistical point of view; indeed, the higher the value given by the test to a certain variable (from 1 to 100%), the higher the statistical importance of that variable in correctly predicting the change-proneness of classes [133].

A second threat is related to the methodology adopted to measure how much the intensity index has improved the performance of change prediction models. Similar to previous work [97], we have analyzed to what extent the intensity
index is important with respect to the other metrics by analyzing the gain provided by the addition of the severity measure in the model. In this way, we could assess the performance of the models with and without the variable of interest, thus assessing the actual gain given by it.

Another threat to the validity that might have possibly affected our conclusions is related to the selection of the threshold used when discarding non-relevant independent variables thought the Vif function [88]. Such a selection has been under debate for a long time [114], without a clear and established outcome [88]. In the context of our study, we employed the function implemented in the R toolkit: as explained in the documentation of the package\(^5\), the R implementation of the Vif function is based on the square of the multiple correlation coefficient resulting from regressing a predictor variable against all other predictor variables. If a variable has a strong linear relationship with at least one other variable, the correlation coefficient would be close to 10, and Vif for that variable would be large. The R toolkit, as well as other previous works [35, 149], recommend to use a threshold higher than 10, as a Vif assuming higher values is a signal that the model has a collinearity problem. Thus, while some previous work in software engineering adopted different thresholds [24, 121, 152], e.g., 2.5, we followed the guidelines provided by previous literature and by the specific statistic tool exploited.

Finally, there is a threat related to the relation between cause and effects. In particular, while we found certain relationships between independent and dependent variables, we cannot exclude that metrics that we did not take into account might have had an effect on our findings. For example, as reported by Olbrich et al. [86], certain types of smelly classes are not necessarily more change/defect prone after that size is taken into account: to mitigate such an issue, we have taken into account a wide set of independent variables that have been previously studied and assessed as highly effective for change prediction purposes. However, the addition of other variables in the model might still have an impact on our findings and, therefore, we encourage further replications of our study to shed lights on possible additional factors influencing change prediction. Similarly, the application of the proposed change prediction model to other domains having substantially different characteristics with respect to those analyzed herein may lead to different conclusions and, therefore, would deserve further analyses.

5.2.3 Threats to External Validity

Threats in this category mainly concern the generalization of results. A first threat is related to the heterogeneity of the dataset exploited in the study. In this regard, we have analyzed a large set of 43 releases of 14 software systems of an ecosystem in particular, i.e., the Apache Software Foundation. We are aware that this can threaten the generalizability of the results; however the considered projects are different in terms of application domain, size, and

\(^5\) https://www.rdocumentation.org/packages/usdm/versions/1.1-18/topics/vif
Another threat in this category regards the choice of the baseline models, as they might not represent the state of the art in change prediction. To mitigate this potential problem, we have evaluated the contribution of the smell-related information in the context of change prediction models widely used in the past [28, 36, 151] that take into account predictors of different nature, i.e., product, process, and developer-related metrics. However, we are aware that our study is based on systems developed in Java only, and therefore future investigations aimed at corroborating our findings on a different set of systems would be worthwhile. At the same time, we are aware that a possible generalizability issue is related to the transportability of the proposed model to other domains, e.g., High Performance Computing or Embedded systems, which might have different constraints on memory, cache utilization, or parallelization with respect to the systems considered in this study. While a re-calibration of our model in those contexts would surely be a valid option, further methodological decisions might have to be addressed and/or reconsidered to properly adopt the model in other contexts.

6 Conclusion

Based on previous findings [63, 96] that report the impact of code smells on the change-proneness of classes, in this paper investigated the impact of smell-related information for the prediction of change-prone classes. We first conducted a large empirical study on 43 releases of 14 software systems and evaluated the contribution of the intensity index proposed by Arcelli Fontana et al. [5] within existing change prediction models based on product-[151], process-[36], and developer-related [32] metrics. We also compared the gain provided by the intensity index with the one given by the so-called antipattern metrics [128], i.e., metrics capturing historical aspects of code smells. The results indicated that the addition of the intensity index as a predictor of change-prone components increases the performance of baseline change prediction models by an average of 10% in terms of F-Measure (RQ1). Moreover, the intensity index can boost the performance of such models more than state of the art smell-related metrics such as those defined by Taba et al. [128], even though we have observed an orthogonality between the models exploiting different information on code smells (RQ2). Based on these results, we built a combined smell-aware change prediction model that takes into account product, process, developer- and smell-related information (RQ4). The results show that the combined model provides a consistent boost in terms of F-Measure, which improve up to 20%.

Our findings represent the main input for our future research agenda: we first aim at further testing the usefulness of the devised model in an industrial setting. Furthermore, we plan to perform a fine-grained analysis into the role of each smell type independently in the change prediction power. Additionally,
we plan to investigate the feasibility of making change prediction models more useful for developers by defining novel summarization mechanisms able to output a summary reporting the likely reasons behind the decisions taken by the change prediction model, thus explaining why a certain class is more likely to be modified. Finally, we aim at studying the effect of change prediction models in practice with respect to their usefulness in improving the allocation of resources devoted to preventive maintenance operations.
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