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The Arctic presents a great opportunity for two major industries. First, since the region is expected to contain a significant amount of hydrocarbon reserves, it is very attractive for the oil and gas industry. Second, the receding extent of sea ice is making the region more accessible for shipping and, therefore, an opportunity is emerging for the shipping industry. In order to exploit both economic opportunities in a safe and sustainable manner, a thorough understanding of the interaction between ice and floating structures is needed. The most common method for studying ice-floater interaction (IFI) is via numerical modeling, which the fluid is a major component of. As fluid-ice interaction is challenging to model, a wide range of simplified and sophisticated models are employed to meet the challenge.

A literature study was performed on the usage of fluid models employed in IFI and it was found that they can be divided into four categories: hydrostatic models, models based on potential flow, models based on Reynolds-averaged Navier–Stokes or a similarly advanced method, and effective fluid models. The hydrostatic models are by far the most prevalent despite only accounting for buoyancy. Most IFI models that account for hydrodynamics make use of potential theory. These models account for fluid flow and surface waves, which together alter the dynamic behavior of floating ice, resulting in hydroelastic effects. The surface-wave-based coupling between ice and floater has not been studied before and there are still open questions regarding the effects of hydroelasticity on the bending failure of ice. The advanced fluid models are a recent trend in IFI and, consequently, most of those are still under development. These models are very promising and may be the future of IFI modeling. Finally, the effective models avoid the practical issues associated with hydrodynamic models in terms of development and calculation time by capturing hydrodynamics in an effective manner, employing, for instance, added mass and damping coefficients. While several studies investigated the efficacy of these models, currently no satisfactory effective fluid model exists.

The main goal of this thesis is to further the understanding of how hydrodynamics affects the interaction between ice and a sloping structure and to assess whether it is possible to create an effective model that can replicate the observed effects. The full scope encompasses three smaller studies. First, the surface-wave-based coupling between an elastic ice sheet and nearby floater structure is investigated. This interaction has not been studied before and the solution method that is developed for this problem is also used in the subsequent two studies. Second, a thorough study of the effects of hydrodynamics on the interaction between a sloping structure and level ice is accomplished. This study resulted in the identification of the parameter range wherein hydrostatic models are valid, which is essential given that they constitute the majority of all models. In addition, this study improved the understanding of the effects of hydrodynamics by means of investigating the importance of various components such as the rotational inertia of the ice, axial compression, and the nonlinear hydrodynamic pres-
sure. Furthermore, the relation was analyzed between the temporal development of the contact force and the velocity dependence of the breaking length. Lastly, based on the findings of the second study, an attempt was made to develop an effective fluid model for ice-slope interaction. The efficacy of this model was studied in this thesis for a range of parameters. The main findings of the three studies are summarized next.

Part one In the first part of this thesis, the interaction is investigated between an ice floe and a floater through surface waves. This problem is considered first as the Green's functions that are derived for this problem are required for the subsequent studies on ice-slope interaction. The floater is modeled in-plane as a thin rigid body that floats on the surface of a fluid layer of finite depth. On one side of the floater, an ice floe is present which is modeled as a semi-infinite Kirchhoff-Love plate. The floater is excited by external loads and the resulting motions generate waves. Those waves hitting the ice edge are partly transmitted into the ice floe and partly reflected back towards the floater. The reflected waves exert pressure on the floater, altering its response. The resulting motions of the floater were analyzed, revealing several interesting facts.

The study showed that below a certain onset frequency, the waves are almost fully transmitted into the ice floe and, consequently, the response of the floater is unaffected by the presence of the ice. The susceptibility of a floater to the waves reflected by a nearby ice floe can thus be estimated by checking how much of its open water response occurs above or below the onset frequency. The onset frequency is sensitive to changes of the ice thickness and insensitive to changes of the Young's modulus and water depth.

Above the onset frequency, the waves reflected by the ice have a pronounced effect on the response of the floater. In certain frequency ranges, quasi-standing waves occur within the gap between ice floe and floater. Within these frequency ranges, the response of the floater is significantly altered. Depending on the phasing between the reflected waves and the floater's motions, resonance or anti-resonance can occur which can greatly amplify or reduce the floater's motions when compared to the case when no ice is present. Even when there is no gap between ice and floater, the amplitude of the floater can still be amplified and its natural frequency somewhat increased.

Part two The second study of this thesis focuses on the effect of hydrodynamics on the bending failure of an elastic ice floe due to the interaction with a downward-sloping floater, i.e. the effects of hydrodynamics on ice-slope interaction (ISI). A novel, semi-analytical in-plane ISI model is proposed that is based on potential theory in conjunction with the nonlinear Bernoulli equation to describe the fluid pressure. The ice is modeled as a semi-infinite Kirchhoff-Love plate. The predictions of the hydrodynamic model were compared with those of a hydrostatic ISI model, thereby obtaining a quantitative measure of the effect of hydrodynamics on ISI. The comparison revealed several interesting facts.

First, the importance of several components of the model was investigated to determine which ones are essential for ISI. It was found that the contribution of the rotational inertia of the ice, axial compression and the nonlinear hydrodynamic pressure is insignificant. Being able to ignore the last two components greatly simplifies the modeling of ISI as it removes all sources of spatial nonlinearity. The terms that were found to
be essential for ISI, listed in the order of importance, are: bending of the ice floe, linear hydrodynamic pressure, hydrostatic pressure and the inertia of the ice floe. The contribution of the fluid’s inertia is on average four to ten times bigger than that of the inertia of the ice. The study also demonstrated that the effect of wave radiation on ISI is minimal.

Second, the relation between the temporal development of the contact force and the velocity-dependence of the breaking length was studied. The study showed that the breaking length has two regimes which are separated by a transition velocity. When the ice velocity is below the transition velocity, the ice fails during the initial impact. Alternatively, when the ice velocity is above the transition velocity, the ice floe survives the impact and fails with a breaking length that is close to the static breaking length. The transition velocity of the hydrodynamic model is much lower than the transition velocity of the hydrostatic model, 0.0725 m/s compared to 0.275 m/s. This major difference in transition velocity is the primary reason for the limited applicability of the hydrostatic model. The results show that the hydrostatic model should not be used when the ice velocity is higher than 0.6 times the transition velocity of the hydrodynamic model as its predictions will deviate significantly, with errors ranging from 30% to 100%. This upper bound corresponds to values between 0.02 m/s and 0.1 m/s for the parameters considered.

Lastly, this study underlined the stochastic nature of the breaking length of the ice floe. When the floe fails, a relatively large segment of the floe is, in fact, close to failure. A defect in the ice can locally amplify the stresses, causing the ice to fail at the defect rather than at the location predicted by a homogeneous model. This can cause the breaking length to vary by 10% to 30%.

**Part three** The last part of this thesis builds on the knowledge gained in part two by attempting to create a simple effective fluid model (EFM) that captures the effects of hydrodynamics on ISI as observed in part two. Based on the observations, an EFM is proposed that uses frequency-independent added mass and damping coefficients. This EFM was added to the hydrostatic model, thereby obtaining an ISI model that contains all four essential components of the ISI model. The resulting effective ISI model is very simple and, consequently, its implementation is trivial compared to a true hydrodynamic model such as the one proposed in part two. Its simplicity should help to improve the adoption of hydrodynamics in ISI.

The performance of the effective ISI model is assessed. Investigated are the velocity-dependent breaking length, the maximum contact force that occurred during the interaction, and the contact force as a function of time. The predictions of the effective model are far more accurate than those of the hydrostatic model. The coefficients of the EFM were found to be relatively insensitive to changes in the parameters, allowing the effective model to be used for a fairly broad range of parameters.
Het noordpoolgebied biedt een grote kans voor twee belangrijke industrieën. Ten eerste, omdat de regio naar verwachting een aanzienlijke hoeveelheid koolwaterstofreserves zal bevatten, zeer aantrekkelijk voor de olie- en gasindustrie. Ten tweede wordt de regio toegankelijker voor de scheepvaart door de afnemende hoeveelheid zee-ijs en biedt daarom kansen voor de scheepvaartindustrie. Om beide economische kansen op een veilige en duurzame manier te benutten, is een doortastend begrip van de interactie tussen ijs en drijvende structuren nodig, vanuit het Engels vaak afgekort als floater. De meest gebruikte methode voor het bestuderen van ijs-floater-interactie (IFI) is via numerieke modellering, waarvan water een belangrijk component is. Omdat de interactie tussen water en ijs een uitdaging is om te modelleren, wordt een breed scala aan vereenvoudigde en geavanceerde modellen gebruikt om deze uitdaging aan te gaan.

Als eerst is een literatuurstudie uitgevoerd naar het gebruik van vloeistofmodellen die in IFI. De toegepaste modellen kunnen onderverdeeld worden in vier categorieën: hydrostatische modellen, modellen op basis van potentiaalstroming, modellen op basis van Reynolds-averaged Navier-Stokes of een eveneens geavanceerde methode, en effectieve vloeistofmodellen. De hydrostatische modellen zijn verreweg de meest voorkomende, ondanks dat ze alleen rekening houden met het drijfvermogen van het ijs. De meeste IFI-modellen die verantwoordelijk zijn voor hydrodynamica maken gebruik van potentiaalstroming. Deze modellen bevatten vloeistofstroming en oppervlaktetegolven, die samen het dynamische gedrag van drijvend ijs veranderen wat resulteert in hydroelasticiteits effecten. De koppeling tussen ijs en floater veroorzaakt door de oppervlaktegolven is nog niet eerder bestudeerd en er zijn nog steeds open vragen over de effecten van hydro-elasticiteit op het falen van ijs in buiging. De geavanceerde vloeistofmodellen zijn een recente trend in IFI en bijgevolg zijn de meeste daarvan nog in ontwikkeling. Deze modellen zijn veelbelovend en zijn mogelijk de toekomst van IFI-modellering. Ten slotte zijn er effectieve modellen welke de praktische problemen die hydrodynamic met zich mee brengt, zoals in toename in programmeer en berekentijd van het model, vermijden door het hydrodynamisch effect van het water op een effectieve manier mee te nemen, bijvoorbeeld door het gebruik van toegevoegde massa en dempingscoëfficiënten. Hoewel verschillende onderzoeken de werkzaamheid van deze modellen hebben onderzocht, bestaat er momenteel geen bevredigend effectief vloeistofmodel.

Het belangrijkste doel van dit proefschrift is om meer inzicht te krijgen in hoe hydrodynamica de interactie tussen ijs en een hellende structuur beïnvloedt en om te beoordelen of het mogelijk is om een effectief model te maken dat de waargenomen effecten kan repliceren. Deze hoofdvraag is opgesplitst in drie studies. Eerst wordt de koppeling op basis van oppervlaktegolven tussen een elastische ijskap en een nabije floater onderzocht. Deze interactie is nog niet eerder bestudeerd en de oplossingsmethode die voor dit probleem is ontwikkeld, wordt ook in de daarop volgende twee studies gebruikt. In de tweede studie is een grondige onderzoek naar van de effecten van hydrodynamica op de
interactie tussen een hellende structuur en een ijslaag gedaan. Deze studie resulteerde in de identificatie van het parameterbereik waarin hydrostatische modellen geldig zijn, wat essentieel is omdat deze het merendeel van alle modellen vormen. Bovendien verbeterde deze studie het begrip van de effecten van hydrodynamica door middel van het onderzoeken van het belang van verschillende componenten zoals de rotatietraagheid van het ijs, axiale compressie en de niet-lineaire hydrodynamische druk. Verder werd de relatie geanalyseerd tussen de temporele ontwikkeling van de contactkracht en de snelheidsafhankelijkheid van de breeklengte van het ijs. Ten slotte werd, op basis van de bevindingen van de tweede studie, een poging gedaan om een effectief vloeistof model voor ijs-hellinginteractie te ontwikkelen. De werkzaamheid van dit model werd in dit proefschrift bestudeerd voor een reeks parameters. De belangrijkste bevindingen van de drie onderzoeken worden hierna samengevat.

**Deel een** In het eerste deel van dit proefschrift wordt de interactie onderzocht tussen een ijsschots en een floater door middel van oppervlaktegolven. Dit probleem wordt als eerste beschouwd omdat de Groenense functies die voor dit probleem zijn afgeleid, nodig zijn voor de onderzoeken naar interactie tussen ijs en hellingen in deel twee en drie van dit proefschrift. De floater is 2D gemodelleerd als een dun, star lichaam dat op het oppervlak van een vloeistof laag van eindige diepte drijft. Aan de ene kant van de floater is een ijsschots aanwezig die is gemodelleerd als een semi-oneindige Kirchhoff-Love-plaat. De floater wordt geëxciteerd door externe belastingen en de resulterende bewegingen genereren golven. De golven die de ijsrand raken, worden gedeeltelijk doorgelaten in de ijsschots en deels teruggekaatst naar de floater. De gereflecteerde golven oefenen druk uit op de floater, waardoor de respons van de floater verandert. De resulterende bewegingen van de floater werden geanalyseerd, waarbij verschillende interessante feiten werden onthuld.

De studie toonde aan dat beneden een bepaalde beginfrequentie de golven bijna volledig worden doorgelaten in de ijsschots waardoor de reactie van de floater niet wordt beïnvloed door de aanwezigheid van het ijs. De gevoeligheid van een floater voor de golven die wordt weergaakt door een nabijgelegen ijsschots kan dus worden geschat door na te gaan hoeveel van zijn open waterreactie optreedt boven of onder deze beginfrequentie. De beginfrequentie is gevoelig voor veranderingen van de ijsdikte en ongevoelig voor veranderingen van de Young’s modulus en waterdiepte.

Boven de beginfrequentie hebben de golven die door het ijs worden gereflecteerd een merkbaar effect op de reactie van de floater. In bepaalde frequentiegebieden treden quasi-staande golven op binnen de opening tussen de ijsschots en de floater. Binnen deze frequentiegebieden is de respons van de floater aanzienlijk veranderd. Afhankelijk van de fase tussen de gereflecteerde golven en de bewegingen van de floater kan resonantie of antiresonantie optreden wat de bewegingen van de floater aanzienlijk kunnen versterken of verminderen vergeleken met het situate wanneer er geen ijs aanwezig is. Zelfs wanneer er geen opening is tussen ijs en floater, kan de amplitude van de response van de floater nog steeds worden versterkt en de natuurlijke frequentie enigszins worden verhoogd.
Deel twee  De tweede studie van dit proefschrift richt zich op het effect van hydrodynamica op het falen in buiging van een elastische ijslaag als gevolg van de interactie met een naar beneden hellende floater, d.w.z. de effecten van hydrodynamica op ijs-slopeinteractie (ISI). Een nieuw, 2D semi-analytisch ISI-model wordt voorgesteld dat gebaseerd is op een potentiaalstroming in combinatie met de niet-lineaire Bernoulli-vergelijking om de vloeistofdruk te beschrijven. Het ijs is gemodelleerd als een semi-oneindige Kirchhoff-Love-plaat. De voorspellingen van het hydrodynamisch model werden vergeleken met die van een hydrostatisch ISI-model, waardoor een kwantitatieve meting van het effect van hydrodynamica op ISI wordt verkregen. De vergelijking ont-hulde een aantal interessante feiten.

Eerst werd het belang van verschillende componenten van het model onderzocht om te bepalen welke essentieel zijn voor ISI. Er werd gevonden dat de bijdrage van de rotatietraagheid van het ijs, axiale compressie en de niet-lineaire hydrodynamische vloeistofdruk druk niet significant is. Het kunnen negeren van de laatste twee componenten vereenvoudigt de modellering van ISI aanzienlijk, omdat het alle bronnen van ruimtelijke niet-lineariteit verwijdert. De termen die essentieel bleken te zijn voor ISI, opgesomd in de volgorde van belangrijkheid, zijn: buiging van het ijs, lineaire hydrodynamische druk, hydrostatische druk en de massa van de ijsschots. De bijdrage van de traagheid van de vloeistof is gemiddeld vier tot tien keer groter dan de bijdrage van de traagheid van het ijs. De studie toonde ook aan dat het effect van golfstraling op ISI minimaal is.

Als tweede werd de relatie tussen de temporele ontwikkeling van de contactkracht en de snelheidsafhankelijkheid van de breeklengte van het ijs bestudeerd. De studie toonde aan dat de breeklengte twee regimes heeft die gescheiden zijn door een overgangssnel- heid. Wanneer de snelheid van het ijs lager is dan de overgangssnelheid, faalt het ijs tijdens de initiële botsing. Wanneer de snelheid van het ijs boven de overgangssnelheid ligt, overleeft de ijsschot deze botsing en faalt met een breeklengte die dichtbij de sta-tische breeklengte ligt. De overgangssnelheid van het hydrodynamische model is veel lager dan de overgangssnelheid van het hydrostatische model, 0,0725 m / s vergeleken met 0,275 m / s. Dit grote verschil in overgangssnelheid is de voornaamste reden voor de beperkte toepasbaarheid van het hydrostatische model. De resultaten laten zien dat het hydrostatische model niet moet worden gebruikt als de ijssnelheid hoger is dan 0,6 maal de overgangssnelheid van het hydrodynamisch model, omdat de voorspellingen dan aanzienlijk zullen afwijken, met fouten van 30% tot 100%. Deze bovengrens komt overeen met waarden tussen 0,02 m / s en 0,1 m / s voor de beschouwde parameters.

Ten slotte onderstreepte deze studie de stochastische aard van de breeklengte van het ijs. Op het moment dat het ijs faalt staat een groot gedeelte van het ijs op het punt om te falen. Een defect in het ijs kan de spanningen lokaal versterken, waardoor het ijs faalt bij het defect in plaats van op de locatie die wordt voorspeld door een homogene model. Hierdoor kan de breeklengte met 10% tot 30% variëren.

Deel drie  Het laatste deel van dit proefschrift bouwt voort op de kennis die is opge- daan in deel twee door te proberen een eenvoudig effectief vloeibaar model (EFM) te creëren dat de effecten van hydrodynamica op ISI kan repliceren, zoals waargenomen in deel twee. Op basis van de waarnemingen wordt een EFM voorgesteld die frequentie-onafhankelijke toegevoegde massa en dempingscoëfficiënten gebruikt. Dit EFM is toe-
gevoegd aan het hydrostatische model, waardoor een ISI-model is verkregen dat alle vier essentiële componenten van het ISI-model bevat. Het resulterende effectieve ISI-model is zeer eenvoudig en bijgevolg is de implementatie ervan triviaal in vergelijking met een echt hydrodynamisch model zoals het model dat in deel twee wordt voorgesteld. De eenvoud ervan moet helpen de acceptatie van hydrodynamica in ISI te verbeteren.

De prestaties van het effectieve ISI-model werden beoordeeld. Onderzocht zijn de snelheidsafhankelijke breeklengte, de maximale contactkracht die optrad tijdens de interactie en de contactkracht als een functie van de tijd. De voorspellingen van het effectieve model zijn veel nauwkeuriger dan die van het hydrostatische model. De coëfficiënten van de EFM bleken relatief ongevoelig te zijn voor veranderingen in de parameters, waardoor het effectieve model voor een redelijk breed bereik van parameters kan worden gebruikt.
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1.1. Opportunities in the Arctic

The Arctic presents a major opportunity for two industries: the oil and gas industry, and the maritime industry. The region is expected to contain 22% of the world’s unexplored hydrocarbon reserves and of these reserves, 84% is expected to be located offshore [1–3], see Fig. 1.1. For the extraction of offshore hydrocarbons, both bottom-founded and floating production platforms are commonly used. Bottom-founded platforms are limited to shallow waters, making floating platforms essential in gaining access to the reserves located in deeper waters. When floating structures operate in ice-infested waters, they are subject to ice loads that are far greater than the wave loads these structures normally encounter in ice-free waters. It is thus paramount to both understand and be able to predict the interaction between ice and floating structures so that the Arctic offshore hydrocarbons can be extracted in a safe and sustainable manner.

Second, a steady decline in sea ice cover [5, 6] is gradually making the region more accessible to marine activity. The primary benefactor of this trend is the shipping industry, with three new possible routes that cross the Arctic Ocean [7, 8], see Fig. 1.1. Routing vessels through the Arctic region is advantageous as it decreases the sailing distance between many major ports [9], see the bottom right of Fig. 1.1. This results in not only economic but also environmental gains as the shorter distances imply less fuel usage and thus lower emissions (49–78% less, see [10]). Although currently only a handful of vessels make use of these routes, this number is expected to increase, albeit slowly, as the sea ice cover continues to decline [9, 11]. In addition to this increase in shipping, the same trend is also making the Arctic region more accessible for cruise ships, leading to an increase in tourism [12, 13]. In order to take advantage of both opportunities without adversely affecting the region, a thorough understanding of the interaction between ice and floating structures, in this case vessels, is again required.
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Figure 1.1: A map of the economic opportunities in the Arctic. The regions expected to contain hydrocarbons are highlighted with the gray shading. Three shipping routes that pass through the region are indicated as well. Copyright © 2014 CNA Corporation, www.cna.org. All Rights Reserved.

1.2. NUMERICAL MODELING OF ICE-FLOATER INTERACTION (IFI)

The most common approach for studying ice-floater interaction (IFI) is numerical modeling. A numerical IFI model consists of three major components: the floating structure, often referred to as floater for short, the ice and the fluid. When setting up a numerical IFI model, assumptions have to be made for each of the three components. The assumptions regarding the floater and ice are discussed next. The fluid, which is the main focus of this thesis, is treated separately in Sec. 1.3.

Floater In marine technology, it is common to model floaters as rigid bodies [14]. This assumption is also valid for most IFI studies since the deformations of the hull are small enough to only have a marginal effect on the interaction with the ice. This assumption may become invalid though; for instance, when studying the plastic deformations of the hull due to an impact with an iceberg [15].
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Figure 1.2: The HMS Protector of the Royal Navy sailing through pack ice, an ensemble of ice floes, while on her mission to support the work of the Convention for the Conservation of Antarctic Marine Living Resources (CCAMLR). © Crown copyright 2013.

**Ice** Sea ice can take on many different forms referred to as ice features [16]. The most common features are ice floes (see Fig. 1.2), ice rubble (ice floes with a low length-to-thickness ratio, visible in Fig. 1.2 close to the vessel and in its wake), level ice (an ice floe with an “infinite” length-to-thickness ratio, see Fig. 1.3), ice ridges, icebergs, pack ice (an ensemble of ice floes, see Fig. 1.2), and broken ice (similar to pack ice but created by the interaction with a structure, generally due to an ice management operation). These ice features naturally drift about under the action of wind, current, and waves and may eventually be encountered by a floater. The ice feature and the floater can then interact in two ways: through contact loads or through the fluid. The latter option is discussed in the next section that covers the fluid. As floaters are generally not designed for the contact-based interaction with icebergs or large ridges, interaction with these ice features falls outside the scope of this thesis. Of the remaining ice features, ice floes, ice rubble, and level ice can be viewed as an ice floe with a certain length-to-thickness ratio, while pack ice and broken ice can be viewed as an ensemble of ice floes.

When an ice floe first impacts any structure, the ice at the contact will be crushed, exerting pressure on both the floe and the structure. How the contact-based interaction then continues depends primarily on the inclination of the structure at the interface with the ice floe. When an ice floe interacts with a vertically sided structure, such as the side of a ship or a wind turbine’s monopile, the contact pressure is primarily in-plane and, consequently, bending failure will not occur and the interaction is limited to crushing. However, when an ice floe interacts with a slope, such as the bow of a ship, the resulting contact pressure that acts on the edge of the floe has both an in- and out-of-plane component. The latter component will progressively bend the ice as it slides along the
slope, ultimately causing the ice floe to fail in bending with a certain breaking length. When an ice floe is able to fail in bending, the resulting contact loads on the structure are, on average, much lower. Therefore, in order to minimize the ice loads, it is preferable for structures to be sloping at the expected interface with the ice. For this reason, ship-shaped floaters are generally designed to assure that the interaction predominantly takes place at its sloping bow.

Three major processes contribute to the overall load exerted by the ice floe on the floater when the floe interacts with its bow [17–19]. The first process, the bending of the floe ultimately leading to its failure, was described in the previous paragraph. This process results in the repeated bending failure of the ice floe, with each failure generating new pieces of ice rubble. The remainder of the incoming ice floe then pushes the rubble against the hull, causing the individual pieces to rotate and align with the hull. Any fluid present on top of the ice sheet is ejected by the secondary impact [20, 21]. During this process, it is possible for the rubble pieces to fail again in bending, further reducing their size [22]. The rotation and possible secondary bending failure of the rubble is the second major process that contributes to the overall ice load. After the alignment with the hull, the remainder of the ice floe pushes the rubble pieces forward, forcing them to slide along the hull until they end up beside the floater or in its wake. While sliding along the
hull, the rubble exerts traction due to its own inertia and buoyancy and the fluid flowing around the hull of the floater. This is the third and last major process that contributes to the overall ice load experienced by the floater. Although all three processes play an important role, approximately 60 to 80% of the load, is due to the processes at the waterline [23]. The first process, which gradually bends the ice floe and ultimately causes it to fail in bending, plays an important role in this thesis and will be referred to as ice-slope interaction (ISI).

When modeling IFI, and ISI in particular, an ice model is required that can predict bending deformations. Since ice floes have a relatively uniform ice thickness, they are well described by plate models [24]. Larger floes and level ice are often modeled as infinite or semi-infinite plates while ice rubble is often modeled as a collection of rigid bodies as their length-to-thickness ratio is low. Independently of their size, ice floes that are located at some distance from the floater are generally modeled as rigid bodies as these floes are predominantly subjected to contact loads caused by the collision with other nearby floes, which are mainly in-plane.

1.3. Fluid modeling in IFI

The third major component of an IFI model is the fluid. In order to accurately predict the motions of fluids, complex models such as the Navies-Strokes equations are often required. However, the complex nature of these equations and other similarly advanced fluid models result in a very long development and calculation time. In order to avoid these practical issues, assumptions are often made regarding the properties of a fluid that allow simpler fluid models to be used, such as potential theory. While these assumptions do decrease the complexity of the resulting fluid model, they also reduce the number of effects it can predict. As a result, the fluid models in use today range from very simple to very complex.

The fluid models used in IFI can be split into three categorized based on their complexity: models that only account for buoyancy and hydrostatic pressure, models based on potential flow, and advanced models based on methods such as Smooth Particle Hydrodynamics (SPH), Lattice Boltzmann Method (LBM), Large Eddy Simulation (LES), or Reynolds-averaged Navier–Stokes (RANS). Additionally, a fourth category of fluid models is used in IFI, namely effective fluid models. The usage of these four categories in IFI is reviewed in Ch. 2. The findings of that review are summarized next.

**Hydrostatic fluid models**  The first category of fluid models only accounts for buoyancy and the resulting hydrostatic pressure and will be referred to as hydrostatic fluid models. The literature study shows that both historically and in recent years, the majority of IFI studies have been done using a hydrostatic IFI model. Presumably, it is the simplicity of hydrostatic fluid models which has led to their widespread use in IFI.

**Fluid models based on potential theory**  The second category of fluid models employed in IFI use the Bernoulli equation to describe the fluid pressure and assume that the fluid is inviscid and irrotational, i.e. potential flow is assumed. The resulting model can predict three fluid effects that cannot be predicted by a hydrostatic model, namely
fluid flow, surface waves, and hydroelasticity. Fluid flow and surface waves both couple the motions of floating bodies. The former type of coupling has been studied previously for IFI [25–27] while the latter form of coupling has not been studied as thoroughly. In particular, the coupling between a floater and nearby level ice has not been studied.

Moreover, both fluid effects alter the bending behavior of ice floes. This so-called hydroelasticity has a strong effect on ISI, changing both the breaking length and the contact force and their velocity dependence [23]. However, as only a very limited number of studies have focused on the effects of hydrodynamics on ISI, many details are not fully understood. For instance, the relationship between the temporal development of the contact force and the dependence of the breaking length on the velocity has not been studied and the relative importance of the linear and nonlinear component of the Bernoulli equation has also not been studied. Moreover, no previous study has presented a direct comparison between a hydrostatic and a hydrodynamic model in the context of ISI. It is, therefore, unknown in which ranges of parameters the hydrostatic models are valid and how the addition of hydrodynamics influences the aforementioned changes in the breaking length and contact force.

**Advanced fluid models** The third category of fluid models are those based on SPH, LBM, LES, RANS, or other similarly advanced methods. These models give the most accurate predictions and, consequently, are the most general but, at the same time, the most complex. This category can account for additional fluid effects such as large displacements, viscosity, and turbulence. The importance of these fluid effects has not been studied extensively in the context of IFI. Only large displacements have been studied and it has been shown that this leads to backfill and ventilation effects [28]. Overall, it can be concluded that the adoption of advanced fluid models is a recent trend in IFI and most models are still under development.

**Effective fluid models** When using a hydrodynamic fluid model, the resulting IFI model becomes significantly more complex when compared to a hydrostatic model. In the author’s opinion, this is the main reason for the prevalence of hydrostatic IFI models. Effective fluid models can be used to overcome the practical issues associated with hydrodynamics. These models aim to capture the effects that hydrodynamics has on IFI while remaining simple enough to only result in a marginal increase in complexity when compared to a hydrostatic fluid model. Because of this, effective fluid models are a promising approach to increase the adoption rate of hydrodynamics in IFI. However, while there have been several studies that explored the possibility of using effective fluid models for IFI [29–31], all studies concluded that their proposed effective model was not able to give satisfactory predictions of the hydroelastic behavior of the ice over a large range of parameters.

**1.4. Thesis objectives and scope**

**Research question** In order to exploit the economic opportunities in the Arctic in a safe and sustainable manner, a thorough understanding of IFI is needed. The main method for studying IFI is numerical modeling and the fluid is a major component of
such a model. Fluids are difficult to model and consequently, a wide range of fluid models are used in IFI. Hydrostatic models are almost exclusively used, despite previous studies showing that hydrodynamics is an essential component of IFI. Since practical issues are likely to be the cause for the prevalence of hydrostatic models, effective fluids models could help to improve the adoption of hydrodynamics in IFI. Based on this reasoning, the following research question is formulated:

**How does hydrodynamics affect the interaction between an elastic ice floe and a sloping structure and can its effects be captured by an effective fluid model?**

Because ISI is the main contributor to the overall load experienced by a sloping structure, this thesis will focus on ISI rather than on the whole interaction cycle in order to simplify the model. The rotation of the ice rubble and the flow of the rubble pieces around the hull of the vessel are, therefore, not addressed. All studies are carried out in 2D, to keep the models simple. Based on the above-formulated research question, the following three subquestions are defined.

**Subquestion 1** This thesis will use potential theory to model the fluid as previous studies have shown that potential theory gives good predictions for ISI. However, while all previous studies on ISI have used discretization techniques such as FEM to obtain the time-domain response, in the thesis a novel approach is used based on integral transforms. In order to assist in the development of this semi-analytical ISI model, a different problem is considered first, which addressed the effect of the presence of a nearby ice floe on the response of a floating body to a sinusoidal excitation. Only very little is known about the surface-wave based coupling between these two bodies, in particular when the ice floe is modeled as an elastic body. The Green’s functions that are derived for this problem can then be used for the development of the ISI model. This leads to the first subquestion of this thesis:

**How does the surface-wave-based coupling between a floater and a nearby elastic ice floe affect the floater’s response?**

**Subquestion 2** Since most models utilize a hydrostatic fluid model, it is important to understand the limitations of these models. It is, therefore, essential to identify the velocity range wherein hydrostatic models are valid and how this range depends on parameters such as the ice thickness. Next, outside this range, hydrodynamics has to be included. However, since adding hydrodynamics to an existing model is a time-consuming task, it would be desirable to replicate the effects of hydrodynamics by a simple effective model that can be directly incorporated into existing models. For the development of such an effective model, a detailed understanding of the effects of hydrodynamics on ISI is required since the effective model will have to replicate these effects. Moreover, the general understanding of the effects that hydrodynamics has on ISI can still be improved. For instance, the relationship between the temporal development of the contact force and the dependence of the breaking length on the velocity and the relative importance of the linear and nonlinear component of the Bernoulli equation has not been studied. As such, the second subquestion of this thesis reads:

**What is the effect of hydrodynamics on ice-slope interaction?**
Subquestion 3  The model used to answer the second subquestion is based on potential theory. Nevertheless, the effort required to implement such a model is substantial, again highlighting the difficulties associated with hydrodynamics. In order to facilitate the adoption of hydrodynamics in IFI models, an attempt is made to create an effective fluid model that captures the effects of hydrodynamics on ISI. This leads to the third and last subquestion of this thesis:

*Can the effect of hydrodynamics on ice-slope interaction be captured by an effective fluid model that gives valid prediction over a wide range of parameters?*

1.5. Thesis outline

This thesis is composed of a literature review chapter and three chapters that present the novel contributions of this thesis. Each of the latter chapters addresses one of the research subquestions of this thesis.

In Ch. 2 a review is presented of numerical and experimental IFI studies. The review covers each of the four categories of fluid models as listed previously in this introduction. The main findings of this review were used to define the scope of this thesis and to identify available experimental data that can be used to validate the numerical ISI model proposed in this thesis.

In the second chapter of this thesis, Ch. 3, the first research subquestion is addressed. A semi-analytical model is proposed that can predict the frequency-domain response of a floater while including the coupling with a nearby ice floe, modeled as an elastic plate, due to surface waves. The model is used to assess the conditions under which the presence of the ice affects the floater’s response and discover the underlying physical processes that cause the ice to affect the floater’s response. The Green’s functions derived for this problem can then be used for the development of the ISI model.

In Ch. 4 the second research subquestion is addressed. A semi-analytical model is introduced that can predict the time-domain hydroelastic response of an ice floe interacting with a downward-sloping structure. As part of this model, a convolution-based time-integration scheme is introduced to solve the resulting set of coupled, nonlinear integer-differential equations. Using this novel model, the importance of the various components of the model, such as the rotational inertia of the ice and axial compression, is investigated. Following this, the balance of forces in the ice sheet is studied. Thereafter, the relation between the temporal development of the contact force and the dependence of the breaking length on the ice velocity is investigated. Lastly, as all three studies are done using both hydrodynamic and hydrostatic ISI models, the comparison between their predictions allows the limitation of the latter model to be identified.

Based on the understanding gained in Ch. 4, an attempt is made to develop an effective model that captures the effects of hydrodynamics on ISI. This is done in Ch 5. The proposed effective models is based on frequency-independent added mass and added damping coefficients. The optimal value of these unknown coefficients is found by minimizing the error of the predictions of the resulting effective ISI models with the prediction of the hydrodynamic ISI model that was introduced in Ch. 4. The efficacy of the effective ISI models is then assessed over a wide range of parameters.
The main findings of this thesis are summarized in chapter 3. The appendices that follow the conclusions contain detailed derivations that supplement the numerical models used in this thesis. Specifically, in App. A a set of Green's functions are derived for a semi-infinite Euler-Bernoulli beam floating on an infinitely wide fluid layer of finite depth for various types of loading and in App. B the numerical scheme used to evaluate the various inverse Fourier transform that arose in Ch. 4 is explained.
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In this chapter, a review of the state of the art in IFI studies is given. Four categories of fluid models were introduced in Ch. 1: hydrostatic, potential-theory based, advanced, and effective fluid models. Correspondingly, this chapter first gives an overview of numerical IFI studies that fall into these four categories of fluid models. Thereafter, experimental studies on IFI are reviewed.

First, an overview is given of studies that employ hydrostatic IFI models in Sec. 2.1. Second, an overview of IFI models based on potential theory is given in Sec. 2.2. Third, advanced IFI models are discussed in Sec. 2.3. As the number of studies that use effective fluid models is very limited, they are addressed as part of the previous three sections. Experimental studies on IFI are then covered in Sec. 2.4. The review is rounded off with a summary in Sec. 2.5 and a conclusion in Sec. 2.6 that substantiates the scope of this thesis as defined in Sec. 1.4.

Note that this review primarily aims to give an overview of the state-of-the-art of the numerical modeling of ice-floater interaction and may, therefore, not be exhaustive. The placement of studies into a certain category as well as the categories themselves are a subjective process and, therefore, some studies may have inadvertently been placed in a category that one or more of the authors of said studies would disagree with. Unless stated otherwise, all cited models were validated against experimental data or against predictions of other validated models and showed good agreement.

2.1. Hydrostatic models
A large majority of IFI models make use of hydrostatic fluid models. These models only account for buoyancy, resulting in a very simplistic description of the fluid reaction. Depending on the geometry of the floating body, the hydrostatic pressure is often modeled using a set of linear springs for rigid bodies or a Winkler foundation for elastic bodies. In rare cases, the hydrostatic pressure is accounted for by direct integration of the hydrostatic pressure over the wetted area, resulting in a nonlinear formulation. This approach was used by, for instance, Jensen et al. [32] and Dalane et al. [33]. In general, however,
most IFI models use a linear description of hydrostatics. As the total number of such studies is rather large, they are split into several groups based on the complexity of the ice model.

**2.1.1. Analytical & Empirical models**

The number of analytical or empirical models used in IFI is relatively small compared to the number of numerical models. Two seminal analytical models are those by Lindqvist [34] and Croasdale et al. [35]. The former proposed a method to estimate the ice resistance experienced by floaters while moving through level ice, whereas the latter proposed a method to estimate the load exerted by level ice on a sloping structure. Both models are still commonly used and Croasdale’s model is included in the ISO 19906 standard that covers the design of offshore structures in Arctic environments [36]. Other models are by Keinonen et al. [37] who, according to Kulaots et al. [38], proposed a method to study the performance and efficacy of icebreakers assistance for ships navigating through various ice conditions and by Riska et al. [39] who proposed a method to study the performance of icebreakers.

The main advantage of analytical models is their calculation speed and because of this, new analytical models are still occasionally put forward. Aksnes [40] recently proposed a simple analytical model for the interaction between ships and level ice and Lu et al. [41] proposed a 2D analytical model for estimating the loading on a downward sloping structure due to the interaction with level ice. This latter model also accounts for a possible secondary bending failure of the ice floe. However, with the advent of faster computers, analytical models have gradually fallen out of favor and nowadays numerical models are the norm. These models can handle more complex geometries and can account for a large variety of physical phenomena. Consequently, this section on hydrostatic models is mainly devoted to numerical models.

**2.1.2. Edge-tracking models**

While most hydrostatic IFI models are numerical in nature, a great number of them make use of analytical or empirical formulas for one or more of their components. An example of such a hybrid model is the edge-tracking models.

![Diagram of edge-tracking models](image)

Figure 2.1: As the vessel advances, it mainly interacts with the ice sheet through a series of cusps. Each cusp fails in bending, generating wedges. This process results in an ice edge pattern that is typical for the edge tracking models.
Edge-tracking models were first introduced by Wang [42]. In essence, these models only track the edge of an ice floe and any overlap between the ice edge and the floater is assumed to generate a contact load, the magnitude of which is generally assumed to be proportional to the area of the contact surface. In these models, the interaction between floater and ice edge primarily takes place at a series of cusps, see Fig. 2.1. It is then assumed that the load applied to each cusp causes the associated ice wedges to fail in bending due to a radial crack, breaking off the wedge from the infinite ice sheet. The radius of this crack, as well as the maximum load that can be applied at each cusp before bending failure occurs, are generally calculated using empirical formulas that are based on experimental or full-scale data. Commonly used empirical formulas are those by Nevel [43], Kotras et al. [44], Varsta [45], and Lindqvist [34].

Edge-tracking models have been primarily used to estimate the load exerted by level ice on floaters [46–55] and to study the station-keeping of floaters in level ice [56, 57]. Only two studies considered the interaction with broken ice, i.e. with multiple ice floes. Huisman et al. [58] used such a model to estimate the ice load experienced by a ship maneuvering through broken ice and Scibilia et al. [59] to study the efficacy of an ice management operation. It is important to note that most of the aforementioned studies only [49, 59] include the generated ice rubble as separate bodies, i.e. the clearing loads due to interaction with the ice rubble is either disregarded altogether [47, 48, 58] or captured in an empirical manner [46, 50, 51, 53–57], with the majority using the empirical model by Lindqvist [34].

2.1.3. RIGID MULTIBODY MODELS WITHOUT FAILURE

While most edge-tracking models only account for a single body, namely the floater, multibody models also include the individual ice floes as rigid bodies, see Fig. 2.2. Rigid multibody models that disallow failure of the ice floes are considered first while those that incorporate failure are covered in the next subsection.

![Figure 2.2: A simulation of pack ice flowing around a fixed, rectangular structure, modeled in 2D using rigid bodies without any failure modes. Image Courtesy: Marnix van den Berg.](image-url)
consequently, the majority of these models are in 2D. One of the earliest of such models was presented by Løset [60]. In this 2D model, the ice floes are assumed to be circular and a smooth contact model is used to resolve the collisions. This model was used to study the ice forces experienced by a boom being pulled through pack ice [61]. Such a rigid, circular multibody model was also used by Dai and Peng [62] to study the station-keeping performance of a vessel using dynamic positioning, by Sayed et al. [63] to study the yield condition of an ensemble of ice floes, by Herman [64] to study the influence of ice concentration and floe-size distribution on the formation of broken ice and, lastly, by Daley et al. [65, 66] to study the ice loads experienced by a vessel or icebreaker in pack ice.

This last scenario, the performance of a floater moving through or station-keeping in pack ice, is typical for rigid multibody IFI models and was also studied using triangular [67], rectangular [68, 69], parallelepiped [70] and irregular-shaped floes [71–73]. Some of these models make use of event-mechanics in order to solve the problem in a parallel manner using GPUs which greatly improves the calculation time [65, 66, 73]. An extension of the circular shapes to 3D was done by Hopkins and Tuhkuri [74] using disk-shaped elements and this model was used to study the compression of circular ice floes. This approach was also used more recently by Ji [75] to study the performance of an icebreaker in broken ice.

By disallowing failure of the floes, a multibody dynamics problem is obtained for which dedicated software libraries exist, referred to as physics engines. A very thorough overview of available physics engines is given in Janßen et al. [76]. Generally, these engines use non-smooth contact models to improve the speed and, in recent times, a number of these engines have been used for IFI. The 2D engine Box2D was used by Yulmetov et al. [77] and Yulmetov and Løset [78] to study the drift and towing of icebergs through broken ice. Another numerical framework for floaters in broken ice was proposed by Metrikin et al. [79]. It makes use of the Vortex engine that employs a non-smooth contact model and can also handle polygon-shaped ice floes.

### 2.1.4. Rigid Multibody Models with Analytical or Empirical Failure

The group of studies outlined in the previous sub-section did not account for any failure mode. To enhance the capabilities of these models, one or more failure modes, such as bending, buckling, and splitting, can be incorporated. Since the bodies are still rigid, the stresses, which are required to assess whether and how the floe will fail, are obtained using analytical or empirical formulas.

One of the earliest developments of such a model was by Lubbad and Løset [80]. Their model is able to perform real-time simulations of an icebreaker navigating through broken ice and includes bending failure based on two analytical solutions. The initial interaction between the ice floes and the vessel takes place through a smooth contact model based on the PhysX engine. The resulting stresses in the ice floe are then estimated using the analytical solution for the static response of a semi-infinite plate to a distributed load at its edge. Once failure is detected, a series of radial cracks are instantiated from the contact point. This generates several wedges and the total number of wedges is based on full-scale observations by Nevel [81]. Subsequently, the wedges
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Figure 2.3: An illustration of an analytical failure model that assumes that each interaction point ultimately leads to bending failure, initiating both radial and circumferential cracks, thereby generating an assumed number of wedges. As the vessel advances, the previously generated wedges are pushed below the ship and the failure process repeats itself.

themselves can fail in bending and their failure is based on the stresses estimated using the analytical solution for a static, infinite wedge \[82\]. This process leads to the failure pattern illustrated in Fig. 2.3. This model makes use of the PhysX engine to perform the collision detection and time integration. A framework with similar functionality is explained in Metrikin \[83\] and Metrikin et al. \[84\].

A proposal to improve the empirical multibody model by Lubbad and Løset \[80\] is described in Metrikin et al. \[85\]. Planned improvements were to discretize floes subjected to large forces with FEM, thereby avoiding the need for the empirical bending failure model that was used previously and to include backfill and ventilation. However, this model was never realized. More recently, an improved version of the model by Lubbad and Løset \[80\] was proposed that also incorporates splitting failure, see Lubbad et al. \[86\]. In this version, the splitting of ice floes is incorporated using analytical solutions based on a geometrical idealization of the floe being considered, see Lu et al. \[87, 88\]. Depending on the estimated stresses, the floe can then fail in either bending or splitting.

Using analytical or empirical formulas to handle the failure of the ice floes has the advantage of improving the computational speed. However, the main disadvantage of this approach is that each state that occurs during the calculation has to be mapped to one of the analytical solutions that are embedded in the model. This mapping introduces an error as the analytical or empirical formulas often have to obey strict assumptions regarding, for instance, the geometry of the floe.

2.1.5. ELASTIC MULTIBODY MODELS WITH STRESS-BASED FAILURE

The only way to truly avoid the mapping issues described in the previous subsection is to resolve failure without making use of analytical or empirical formulas, which can be achieved by using elastic models. Not only does this allow for a more accurate assessment of the stresses in the ice, but the effect of the ice’s deformations on the interaction is then also included. Elastic models, therefore, have enhanced capabilities compared to rigid models. However, this increase in accuracy comes with a major downside, namely an increase in the computation time.

A 2D elastic IFI model that has been used for a variety of studies was proposed by
Paavilainen et al. [89]. This model considers the interaction between level ice, modeled as a geometrically nonlinear Timoshenko beam, and a rigid, immobile downward sloping structure. The ice moves towards the structure with a constant, far-field velocity and fails in bending or buckling. The resulting rubble pieces are modeled as discrete elements and buoyancy pushes the rubble upwards, affecting the interaction between the incoming ice and the structure. The rubble formation process was studied in several works by the same authors [90–93]. The statistics of this model’s predictions were studied by Ranta [94–97]. Lastly, the model was used to perform studies of ridge keel punch through tests in 2D by Polojärvi and Tuhkuri [98] and in 3D [99, 100], after an extension of the model to 3D [101].

The interaction between incoming level ice and a fixed, conical structure has been studied by several authors using an elastic multibody model. Septseault et al. [102] presented a 3D model that aims to provide a tool for the optimization of a structure’s geometry in order to reduce the ice loads due to level ice. The same scenario was studied by Ji et al. [103] using a discrete-element method (DEM) based on spherical elements. The elements are connected to one another using viscoelastic connections that include Mohr-Coulomb friction. The model was used to investigate the ice loading on a sloping structure [103] and for the concept design of an icebreaker’s hull by studying its performance in level ice [104]. Such a sphere-based model was also used by Sayed [105] to study the interaction between a fixed structure and floating level ice in a 2D setting. The interaction with a fixed cone was also studied by Lu et al. [106] using the cohesive element method. A 3D IFI model was proposed by Jensen et al. [32]. While their report lacks details about the numerical model, it is used in conjunction with ice basin measurements for the design of moored floaters. Lau [107] used the commercial DEM package DECICE to study the performance of a vessel moving through ice and van den Berg et al. [108] introduced a general purpose 3D nonsmooth multibody model based on Voronoi tessellation.

Lastly, Sayed et al. [109] proposed an IFI model based on the particle-in-cell method. In this approach, discrete particles are used to model the advection of the ice. The momentum equations are solved on a Eulerian grid, allowing an implicit time domain solver to be used. The details of this method can be found in [109–111]. This model was employed to study the load exerted by pack ice on the Kulluk vessel [110, 112, 113] and to show the importance of confinement in this scenario [114].

2.2. MODELS BASED ON POTENTIAL THEORY

The next category of numerical IFI models incorporates hydrodynamics by using potential theory to describe the fluid, generally assuming incompressible potential flow. Whereas the hydrostatic models in the previous section only account for buoyancy, models based on incompressible potential flow allow three additional fluid effects to be predicted, namely fluid flow, surface waves, and hydroelasticity. These additional fluid effects influence IFI in several ways.

First, when a body moves through a fluid, for example when an ice floe is deflected downward during ISI, the underlying fluid has to be displaced which generates a flow. The inertia of the mobilized fluid, in turn, exerts a reactive pressure on the body, thereby affecting its response. Moreover, the resulting flow generates a pressure field that can
affect other nearby floating bodies, thereby coupling their motions. An example of when this occurs is when an iceberg passes by a floater [115]. Note that, if the fluid is assumed to be incompressible and the surface assumed to be flat, the fluid flow will instantaneously reach its steady-state velocity in the entire domain. For a compressible fluid, the transient stage will take a finite amount of time. This means that the so-called fluid memory effect is not present when modeling fluid flow under the assumption of incompressible potential flow and a flat surface.

Second, surface waves are radiated when a (partly-)submerged body moves in a fluid that has a free surface. The radiated waves are experienced by the radiating body as a form of energy dissipation, i.e. damping. The excited surface waves propagate in a dispersive manner and can excite motions of other nearby bodies, coupling their motions. However, while the coupling due to fluid flow can be instantaneous if the fluid is assumed to be incompressible and the surface is assumed to be flat, the speed at which surface waves travel is always finite, independently of the compressibility of the fluid. Consequently, when surface waves are included, the effect of hydrodynamics becomes dependent on time, meaning that the fluid memory effect has to be dealt with, which implies that convolution integrals should be dealt with for the time-domain analysis.

Lastly, when ice floes are modeled as elastic bodies, such as a plate, their motions displace the underlying fluid, thereby generating both a flow and waves. The resulting hydroelastic response of the plate thus differs greatly from its hydrostatic response. This has several consequences. First, the plate experiences an increased resistance since it has to mobilize the fluid and, as a result, the combined plate-fluid system has different bending modes than the plate by itself. Second, since surface waves are excited, the combined plate-fluid system has one additional propagating mode compared to the plate by itself. Moreover, if the fluid has a finite depth, countably infinitely many modes are added in addition to the single propagating mode. Lastly, since the plate excites the fluid, it effectively siphons energy from the plate, thereby acting as a source of dissipation from the perspective of the plate.

The overview of this category is split into two parts. First, studies that cover the contact-based interaction between ice and floaters are discussed in Sec. 2.2.1 and, thereafter, studies covering the fluid-based interaction are discussed in Sec. 2.2.2. The, in order to better understand why so few IFI models incorporate hydrodynamics, some of the difficulties associated with incorporating hydrodynamics based on potential theory are discussed in Sec. 2.2.3.

2.2.1. Contact-based interaction

Contact-based hydrodynamic IFI models are a natural extension of the hydrostatic models discussed in Sec. 2.1. However, the sheer number of hydrostatic studies is in stark contrast to the number of hydrodynamic studies. Moreover, many hydrodynamic studies do not include a floater and instead excite the ice-fluid system by an assumed external force, thereby focusing on the hydroelastic response of the ice-fluid system. While these studies are not IFI in the strict sense, they will be included in this overview.

One of the earliest studies that considered the hydroelastic response of ice is by Kheisin [116]. While it was not possible to find this study, other authors citing this paper [117–119] mention that it considered the vibration of a floating ice sheet, including
hydrodynamics, but did not evaluate the solution. The first study to present the time domain response of a sheet of level ice, including hydrodynamics, was by Nevel [117]. The ice was modeled as an infinite Kirchhoff-Love plate while the fluid layer of finite depth was modeled using incompressible potential flow. The ice was excited by an external time-harmonic load applied over a circle and the response to the axially symmetric problem was obtained using Hankel transforms. Both the free and forced vibrations of the ice sheet are presented by Nevel [117]. The latter solution was used to study the amplification of the stresses in the ice sheet as a function of the excitation frequency. The maximum dynamic amplification was found to be ten percent.

One of the first studies to address ice-slope interaction was accomplished by Sørensen [120]. The presented model uses a semi-infinite Kirchhoff-Love plate that includes in-plane deformations to represent the sheet of incoming level ice. The problem is initially formulated including incompressible potential flow. However, this description is forfeited in favor of an effective model based on a frequency-independent added mass coefficient under the assumption that "the major influence from the water on the deflection of the sheet is the inertia force associated with the acceleration of the water". Its value is based on the added mass of a rotating plate that was obtained by Engelund [121]. The analytical time domain solutions are then obtained using integral transforms. This model was used to study the interaction between level ice and three different structures, namely an infinitely wide sloping structure, a sloping structure of finite width, and several sloping structures at once. The model differentiates between crushing failure of the entire cross-section and dynamic bending failure and presents the velocity-dependent breaking length for the three scenarios considered. Lastly, experiments were performed to validate the analytical model.

The majority of hydrodynamic IFI studies were done in the last two decades. These studies can be split into three groups based on how they choose to excite the ice. One group excited the ice kinematically, a second group assumed an external load and a third group considered the interaction with a sloping structure.

First, the uplift of an ice sheet was studied by Dempsey and Zhao [118, 119, 122]. In their 2D model, an infinite sheet of level ice that floats on a fluid layer of finite depth is kinematically excited by a cylindrical indenter. The ice is modeled as a Kirchhoff-Love plate and the fluid is modeled using incompressible potential flow. The time-domain solution is obtained analytically using Hankel transforms and the resulting convolution integral is evaluated numerically. The sensitivity of the uplift force to various parameters is investigated. It is observed that the fluid underneath the ice increases the mass and damping substantially and that hydrodynamics greatly increases the uplift load. A similar, static problem was also studied by the same authors [123]. In [119, 122] the possibility of using an effective fluid model based on a frequency-independent added mass coefficient is explored. However, both studies showed that the effective model was incapable of capturing the effects of hydroelasticity over a wide range of parameters.

Second, a group of studies focused on the hydroelastic response of level ice excited by an assumed load. The bending failure of a semi-infinite plate subjected to a point load whose magnitude increases linearly in time was studied by Fox [124]. Unfortunately, it was not possible to find the full transcript of this study. A similar study was done by Sawamura et al. [125] using the Finite Element Method (FEM). In that paper, it is shown
that the free water surface is important, i.e. that a semi-infinite ice sheet floating on an infinitely wide water layer behaves differently from a semi-infinite ice sheet supported by a semi-infinite water layer. Additionally, they studied the response of a wedge for various wedge angles. The model shows good agreement with the analytical solutions of Fox [124] and Zhao and Dempsey [122]. Fox and Chung [126, 127] presented the Green’s function of an infinite, thin plate floating on a fluid layer of both finite and infinite depth in a non-dimensional form and, subsequently, studied the behavior of these functions. The validity of ignoring the mass of the ice sheet is investigated and it is concluded that, while the response is qualitatively the same, quantitatively they are different enough to warrant the inclusion of the ice mass. Kozin and Pogorelova [128] studied the effect of bottom roughness on the response of an infinite ice plate excited by an impulse. The same authors also studied the response to an explosion, i.e. instantaneous load acting on the fluid rather than on the ice itself, see Kozin and Pogorelova [129].

Lastly, true hydrodynamics IFI models are discussed. The seminal works on this topic are by Valanto who studied the loading experienced by icebreakers advancing through level ice. Through a combination of numerical and experimental modeling, Valanto identified hydrodynamics as one of the key components of the bending failure of level ice against a downward-sloping structure.

Valanto created several numerical models. The first was a 2D model in which the fluid is described using unsteady, incompressible potential flow and the ice is modeled as a Euler-Bernoulli beam [130]. The model accounts for the constant forward velocity of the vessel by imposing a steady-state flow of the fluid around the hull of a vessel. The model includes the first two stages of the icebreaking cycle, namely bending failure and rotation of the broken off ice feature. Both fluid and ice are discretized using finite differences and a smooth contact model is employed for the interaction between the advancing vessel and the ice sheet. The prediction of the model shows very good agreement with the experimental results. Based on the prediction of this model, it was found that hydrodynamics greatly affects both the contact load and the breaking length and that it is a defining factor in their velocity dependence, confirming the experimental observation also presented in [130]. In order to improve the computational efficiency of the model, usage of a simplified surface boundary condition was investigated, namely one that does not account for the inertia of the ice sheet. It was found that this simplification is acceptable for modeling the first stage of the icebreaking cycle, i.e. until the ice fails in bending. A similar study was done in 2D by Wang and Poh [131] while also accounting for the edge moment. The results of this study are in agreement with the results by Valanto. Next, the 2D model of Valanto was extended to 3D, resulting in one of the most advanced IFI models to date, named VENICE [132]. This extended model was validated using the full-scale measurements of four different vessels and the model showed good agreement for all four validation cases. VENICE was then used to predict the spatial distribution of the ice loads acting on icebreakers advancing through level ice, including their velocity and ice thickness dependence [133].

Dempsey et al. [134] the problem statement for a 2D hydrodynamic IFI model is given. However, no numerical implementation of the model was reported and, consequently, no predictions were presented. Lubbad et al. [135] studied ISI with the ice modeled as several adjacent wedge-shaped beams, i.e. it was assumed that radial cracks
have already split the ice sheet into a number of wedges. The model which is based on FEM performed satisfactorily. They also investigated the applicability of an effective fluid model based on a contact added mass coefficient in combination with a Winkler’s foundation and a damping term to replicate the effects of hydrodynamics. However, the accuracy of the effective model was lacking when compared to the FEM model.

2.2.2. Fluid-based interaction
In addition to contact-based interaction, hydrodynamics opens a second path of interaction, namely coupling due to fluid flow and surface waves. The importance of both fluid flow and surface waves for IFI is discussed next.

The interaction between a floater and nearby ice floes through fluid flow was studied by Tsarau et al. [115]. This work is based on incompressible potential flow under the assumption of a flat surface, thereby eliminating surface waves and all fluid memory effects. The proposed model was used to study the interaction between a floater and a nearby piece of ice and was validated against model tests performed in a towing tank. In a follow-up study, the model was extended using the vortex element method to account for the wake generated by the floater and how the wake affects the flow of ice floes around the floater [136]. In a third study, the flow generated by the propellers of a floater was added. The numerical model was calibrated using full-scale data [137]. Similarly, the hydrodynamic interaction between an iceberg and a nearby floater was studies by various authors [138–140].

The importance of surface-wave-based coupling is considered next. Problems that deal with multiple floating bodies which are in close proximity are called multibody hydrodynamic problems and this class of problems has been studied extensively in the field of marine technology under the assumption that all floating bodies are rigid. While this assumption is generally valid for ships, it does not always hold for ice floes since their wavelengths are often comparable to those of the surface waves. It is, therefore, important to understand how the surface-wave-based coupling between a floater and nearby elastic ice affects the response of the floater. However, this type of interaction has not been studied to the best of the author’s knowledge.

2.2.3. Difficulties associated with incorporating hydrodynamics
Looking at the aforementioned hydrodynamics IFI studies, three principal approaches have been used to incorporate hydrodynamics: discretization of the entire fluid domain, analytical approaches based on integral transforms, and the boundary element approach. All three approaches have their own set of challenges and these are discussed next. Note that while other approaches are possible, this subsection merely aims to illustrate the difficulties rather than give a complete overview of possible methods for incorporating hydrodynamics based on potential theory.

The first approach is to discretize the fluid using, for example, the FEM of Finite Differences. This approach was used in [125, 130–133, 135]. The main advantage of this approach is that the fluid equations are reduced to a set of ODEs when dealing with compressible potential flow, or to a set of algebraic equations when dealing with incompressible flow. This allows hydrodynamics to be added to an existing time domain model that already includes the floater and ice as ODEs, which is done in the majority of the
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Hydrostatic models covered in Sec. 2.1. The major drawback of this approach is that it greatly increases the calculation time of the IFI model. Moreover, the studies that have used this approach all assumed small displacement, eliminating the possibility of drifting objects. Allowing large displacement will further increase the complexity and effort required to utilize this approach.

The second approach is to idealize the geometry of the ice, thereby allowing the problem to be solved using integral methods. In general, this means that the ice is modeled as a (semi-)infinite plate. This approach was used in most of the aforementioned studies [117–119, 122, 124, 126–129, 134]. However, since integral transforms are used, the excitation was generally chosen such that it can be mapped to the frequency domain, allowing the time-domain response to be obtained by evaluating the inverse integral numerically or analytically. Alternatively, the response of the ice can be studied in the frequency domain. However, this limits the study to harmonic excitation at various frequencies. It is important to note that integral transform methods are not easily incorporated into existing ODE-based models and that they are limited to linear problems, again necessitating small displacements.

The third and last approach for incorporating hydrodynamics is to use boundary elements. This approach is commonly used in the field of marine technology to compute the frequency-domain response of vessels. Ultimately, this approach reduces the fluid to a dynamic (frequency dependent) stiffness matrix that acts on- and couples all floating bodies. This approach is based on the Green's function of the supporting fluid layer. Depending on the assumptions used for the surface boundary condition when deriving this Green's function, the resulting dynamic stiffness matrix will capture different phenomena. When the full linear Bernoulli equation is used, both hydrostatic and linear inertial fluid pressure will be included and the resulting Green's function can predict both fluid flow and surface waves. However, the resulting dynamic stiffness will be frequency-dependent. Consequently, in order to obtain the time domain response of the floating bodies, a set of integro-differential equations must be solved. This can be done by directly solving the convolution integrals or by approximating the frequency domain response of the floating bodies, including the frequency-dependent dynamic stiffness of the fluid, with a state-space system, see Keijdener and Metrikine [141]. The former is not easily integrated into an existing ODE-based IFI model and the latter, while it does result in an ODE-based description of the overall problem, is limited to a small number of bodies.

In addition to the issue of converting back to the time domain, another issue arises when using boundary elements, namely, that the geometry of the floating bodies will be embedded in the dynamic stiffness matrix and, therefore, in the frequency domain response of the floating bodies. This means that, unless the floating bodies are limited to small displacement, the frequency domain response function of each body has to be recomputed at every time step, and, consequently, the conversion of each Green's function back to the time domain also has to be redone at every time step. This results in an impractically slow IFI model. This restriction severely limits the applicability of boundary elements for IFI as the floating bodies tend to undergo large relative motions since the ice flows towards and around the floater.

Both of these issues can be overcome by simplifying the surface boundary condition
that the Green’s function satisfies by assuming that the surface is flat. The main disadvantage of this assumption is that the Green’s function can no longer predict surface waves and is, therefore, limited to fluid flow. The upside of this assumption is that it results in a frequency-independent stiffness matrix. Because of this, the interaction between the bodies is instantaneous and, consequently, results in a set of algebraic equations that must be solved at each time step. This approach was used by [115, 136, 137]. If small displacements are assumed then this set only has to be solved once. This assumption, therefore, makes it easier to incorporate fluid flow into existing time domain models of IFI which only include hydrostatics.

Independently of whether the entire fluid domain is discretized or whether the boundary element method is employed, the calculation time of the IFI model will drastically increase unless severe limitations are imposed, namely the omission of surface waves. Moreover, the complexity and calculation time of the IFI model will increase significantly and incorporating hydrodynamics can be a challenge all by itself, independently of which approach is used. It can be surmised that these are the main reasons for the limited number of hydrodynamic models and the prevalence of hydrostatic models.

2.3. ADVANCED FLUID MODELS

One approach to overcome the aforementioned limitations of hydrodynamic IFI models is to use advanced fluid models based on Smooth Particle Hydrodynamics (SPH), Lattice Boltzmann Method (LBM), Large Eddy Simulation (LES), Reynolds-averaged Navier–Stokes (RANS), or a similar method that can model fluid effects such as turbulence, viscosity, and large displacement. These approaches are becoming more and more accessible with the advent of faster CPUs and GPUs. These methods are common in other fields but have only been used a limited number of times in IFI.

Gagnon [142] studied the impact of an iceberg and a plate-like structure using the Arbitrary Lagrangian–Eulerian (ALE) formulation that is offered by LS-Dyna. The predictions of the model agreed reasonably well with experimental data. In another study by the same author, the impact between an iceberg and a loaded tanker is investigated [143].

A Multi-Material Arbitrary Lagrangian Eulerian (MMALE) formulation was used to model viscous, incompressible flow by Sang-gab and Tuo [144]. The model was used to study the ice resistance experienced by a vessel advancing through level ice. Bihs et al. [145] proposed a model wherein the Reynolds-Averaged Navier-Stokes (RANS) equations are solved for the flow. Using this model, the roll motions of a barge are modeled. The predictions show a good agreement with experimental data.

A free surface flow solver based on the Lattice Boltzmann method was proposed by Mierke et al. [146] and was used to model a ship advancing through pack ice. The fluid model is coupled to an ODE solver that resolves the time integration of the rigid bodies (the vessel and the floes). The model appears to be under development as the details regarding the interaction between the ice and floater are rather limited. An update on the developments is presented in Janßen et al. [76]. This report shows preliminary results of a vessel interacting with nearby ice floes. While this IFI model includes an advanced fluid model, the assumption of rigid bodies for the ice floes limits its applicability.
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With all four types of numerical IFI models covered, experimental studies on IFI are reviewed next, with a focus on the interaction with sloping structures. The purpose of this section is to identify datasets that can be used for the validation of the numerical ISI models that are proposed in Chs. 4 and 5 and to give a brief overview of the relevant experimental findings.

When looking at the contact-based interaction between ice floes and sloping structures, the geometry of the sloping floaters plays an important role. In 3D, the principle structure types for floaters that are sloping are ship-shaped and conical structures while in 2D most sloping structures can be idealized to an inclined line, i.e. a slope. As most of the findings related to the interaction with slopes also apply to the interaction with ship-shaped and conical structures, these will be reviewed first.

2.4.1. ICE-SLOPE INTERACTION

To the author’s knowledge, only very few studies have reported on experiments related to a 2D interaction with a slope. As the numerical model that is proposed in Ch. 4 addresses the interaction with a slope in 2D, the possibility of using these studies for the validation of this model will be discussed next.

A series of experiments were performed by Valanto to investigate the icebreaking cycle in 2D [130, 147, 148]. During these experiments, a downward sloping structure that was shaped like an icebreaker was pushed into sheets of ice using a towing carriage. Two slits were already cut into the ice, ensuring a true 2D experiment. Several observations were made. First, the initial peak in the contact force that is related to the initial impact was mainly caused by the inertia of the ice and the fluid. From this, it was concluded that hydrodynamics plays an important role, even at low velocities. Second, after the ice and fluid have reached their steady-state, the contact force decreased to the level needed to keep the ice piece rotating. This stage is governed by buoyancy, ventilation and the dynamic fluid pressure field around the hull of the advancing vessel. During the third and last stage, the rotating piece of ice impacts against the hull, ejecting any fluid that previously flowed on top of it. This results in a second peak in the contact force. Valanto [130] presents two graphs that can be used for validation, namely the maximum contact force as a function of velocity and the breaking length as a function of velocity. The former shows that the maximum force increases with velocity and the latter that the breaking length decreases with velocity.

Sørensen [120] performed experiments in 2D on the bending failure of level ice. Experiments were done using both model ice and artificial ice. The latter set of tests is not discussed. In this study, a sheet of level ice was pushed against an upward sloping structure. Since the ice sheet was wider than the structure, the interaction with the structure’s sides resulted in two parallel slits being cut into the ice sheet and the resulting slab was then pushed up the slope. Consequently, the failure process was slightly different than a true 2D scenario, as was considered by, for instance, Valanto. It was observed that the failure force increase with increasing velocity. The horizontal force was found to increase with an increasing slope angle and friction coefficient while the vertical force was found to be insensitive to these two parameters. The breaking length of the ice was found to increase with an increase in slope angle and friction coefficient and decrease with an
increase in velocity. As this set of experiments did not have precut slits, there may have been 3D effects related to the shearing of the ice that have affected the measurements. Consequently, the data set by Valanto is more suited for validation as it does not suffer from this possible issue.

Aksnes [149] performed 2D measurements on a downward-sloping structure. The structure was pushed into the ice using a towing carriage. The goal of the experiment was to create a synthetic semi-empirical ice force formulations. Unfortunately, very little measurement data is presented, making this set of experiments not usable for validation.

Experiments on the 2D interaction between level ice and a downward slope that transitions into a vertical wall were performed by Lu [41, 150]. It was found that the ice rubble gives a large contribution to the mean vertical load experienced by the structure and that the loading at the waterline gives the largest contribution to the maximum vertical load on the structure. Second, it was found that the ice load decreases gradually after the ice fails in bending, rather than abruptly, due to the rotation of the broken off piece of ice and the submerged rubble. The rubble exerts a pressure on the incoming ice sheet due to its buoyancy which can lead to secondary bending failure of the ice, resulting in rubble with dimensions of about three to eight times its thickness. Another series of experiments that highlight the importance of rubble formation was performed by Timco [151]. Unfortunately, none of these three papers contain data sets that can be used for validation.

2.4.2. Interaction with ship-shaped structures

The bulk of the experiments with ship-shaped structures focus on the ice resistance experienced by vessels advancing through ice or by vessels performing station keeping in drifting ice [152–154]. In general, the interaction process with ship-shaped structures is similar to the interaction with a slope discussed before. However, the 3D nature of the interaction causes ice failure to generate cusps rather than slabs. Due to this difference and other qualitative differences in the interaction process, experiments on the interaction with ship-shaped structures cannot be used for the validation of the numerical models proposed in this thesis. A very detailed description of ice-ship interaction is given in Valanto [132].

In general, the ice forces increase with an increase in ice thickness, flexural strength, floe size, floe concentration, and velocity [155–158]. However, this last trend was not observed by Kjerstad et al. [157] while studying the efficacy of a dynamic positioning in broken ice, nor by Loset et al. [159] while assessing the performance of the submerged turret loading concept. They first observed an increase and then a reduction in loading as the velocity increases.

Several studies presented full-scale measurements of vessels advancing through ice. A common approach is to instrument a section of the vessel’s bow with strain gauges and infer the ice load through an FE model. This approach was used by Frederking [160] to perform measurements during an icebreaking escort operation in the Gulf of St-Laurent and their data does not show a clear relationship between velocity and contact force. The method was also used by Leira et al. [161] to estimate the ice loads on the coastguard vessel KV Svalbard during the winters of 2007 and 2008 and they concluded that the maximum peak load depends on the ice thickness. However, due to the low mass
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of the vessel, it decelerated during the interaction, making it difficult to correlate the ice thickness with the ice action. Another approach to infer the ice loads is to use an inertial measurement unit. This approach was used to infer ice load data of two Swedish icebreakers, Oden and Frej, during a 2013 expedition offshore North-East Greenland. The collected data was used by Scibilia et al. [59] and Lubbad et al. [86] to validate their numerical codes. Full-scale data was used by Spencer and Jones [162] to identify an increase in ice resistance due to a deteriorating hull of the icebreaker Terry Fox, resulting in an increased hull-ice friction coefficient. This trend was used to recommend maintenance to the hull to reduce the friction. The hull-ice friction coefficient of the same vessel was also identified by Wang and Jones [163] using a non-dimensional method. Lastly, Kim et al. [164] reported on the performance of the icebreaker ARAON, including full-scale data.

The effect of different heading on the interaction between a vessel and level ice was studied by Zhou et al. [165] and the data set was later on used by Hu and Zhou [52]. The tests showed that for a heading of 0°, there was no rubble accumulation. For a heading of 45° accumulated on the upstream side of the vessel and for 90° severe accumulation was observed at low speeds and much less accumulation at high speeds. Similar observations were made by Izumiyama et al. [166] and Kjerstad et al. [157]. Metrikin et al. [167] showed that a zero degree drift angle causes instability of a vessel on DP and that DP is feasible for high oblique angles.

Model tests on lateral pressure experienced by ships were performed by Hinse et al. [168]. It was found that the velocity has a significant impact on the resistance, with faster velocities lowering the resistance. Lastly, a number of papers reported on experiments executed to validate a numerical model and did not draw qualitative conclusions regarding the experiments themselves [51, 67, 71, 169, 170].

2.4.3. Interaction with conical structures

The interaction between ice and a conical structure has much in common with the interaction with a slope. For small diameter structures, the interaction is similar to that of ship-shaped structures, with the resulting fracture patterns often modeled using wedge beam models. For large diameter structures, often circumferential cracks are initiated first that result in breaking off crescent-shaped pieces of ice. Their size depends on the ice thickness, with thicker ice generating cracks that wrap up to 135° around the structure while thinner ice results in cracks that wrap 15–45° [171]. This type of failure occurs more frequently in the central region than at the sides where the effective slope is smaller [172]. If the slope of the conical structure transition into a vertical wall, the ice is deflected backward, which results in an accumulation of ice rubble [93, 172]. As there are many qualitative differences compared to the interaction with a slope, experimental data on the interaction with conical structures cannot be used for validation in this thesis.

For upwards sloping cones many trends are explained by Lau et al. [173]. Bending failure dominates at low velocities, low cone angles (10° to 60°), low friction coefficients, and low ice thickness. However, with an increase in friction, thickness, or cone angle the failure mode gradually changes to shear or crushing. An increase in velocity causes the same transition in failure mode but the transition occurs more abruptly. While thin ice
fails with a breaking length that is slightly greater than the characteristic length, thicker ice reduces the breaking length.

Tests on downward sloping cones were performed by Frederking and Schwarz [172]. It was observed that the horizontal force increases with velocity. However, the vertical force rapidly increases up to about 0.3 m/s at which point it starts to decrease again. The effect of vibrations of the cone on the ice loads was studied in the same work. It was found that the loads decrease by up to 33% when the structure oscillates vertically, with higher frequency resulting in lower loads, at least up to 2 Hz. Circular vibrations in the plane of the fluid surface are even more effective, reducing the loads by up to 66%. In [173] it was noted that at high velocities, the ice loads are higher for downward-sloping structures as the rubble is subjected to drag and added mass as it pushed into the water rather than into the air.

Model-scale experiments on the Kulluk were done by Matsuishi and Ettema [174]. Experiments on a similarly shaped floater are documented in Keijdener [171]. In both studies, it was found that the floater maintains a constant offset and had a slight trim angle but did not undergo cyclic motions. The global loads increased monotonically as the rubble develops in front of the vessel. After the rubble reached its equilibrium size, the mean loads remained steady. Matsuishi and Ettema [174] found a linear dependence on the ice thickness while Keijdener [171] found a quadratic relation. However, the later model had a gradually increasing effective slope, which meant that as the trim of the vessel or the ice thickness increased, crushing become more dominant as a larger portion of the interaction took place with a part of the hull with a steeper slope. The global loads were found to be independent of the velocity by Matsuishi and Ettema [174] while Keijdener [171] found that the loads increase with velocity. An analysis of full-scale of the Kulluk data was done by Wright [175, 176].

2.5. **SUMMARY**

The review on IFI is summarized by going over the main findings of each of the four categories of fluid models and those of the experimental studies.

First, the review of hydrostatic IFI models showed that there is a large diversity in these models solely based on the capabilities of the ice model. It is also clear that the more advanced ice models, in particular the elastic models, require significantly more programming time.

Second, the review showed that most contact-based hydrodynamic studies focused on the hydroelastic response of the ice and that the number of studies that considered the contact-based interaction between ice and floater is very limited. While it has been shown that hydrodynamics is a key component of ISI, there are still open questions regarding the effects it has on IFI such as whether the nonlinear term in the Bernoulli equation is important and how the temporal development of the contact force relates to the velocity dependence of the breaking length. The review of studies on the fluid-based interaction between ice and floater showed that existing studies focused on the interaction through fluid flow and did not consider the interaction through surface waves. Therefore, not much is known about this type of interaction. Lastly, an assessment of the difficulties associated with implementing hydrodynamics based on potential theory gave a plausible explanation as to why most models still use hydrostatic fluid modeling.
Third, the usage of advanced fluid models for IFI appears to be a recent trend as the majority of models are still under development. Most of the proposed IFI models are adaptations of previously developed fluid libraries, meaning their ice model are still relatively simple compared to the fluid model. However, this category of models is very promising and may be the future of IFI models.

Fourth, while effective models based on frequency-independent added mass coefficients have been used in several previous studies, currently no satisfactory effective fluid model exists. Nevertheless, they are a promising approach for improving the adaption of hydrodynamics in IFI since effective models do not suffer from the practical issues that plague fluid models based on potential theory or one of the advanced methods.

Lastly, regarding the contact-based interaction, it is concluded that all experimental data on the interaction with ship-shaped and conical structures cannot be used for the validation of the numerical models to be proposed in this thesis as, despite a strong resemblance in observed interaction phenomenon, there are many qualitative differences. The data set most suited for validation is the one by Valanto. This data set will be used throughout this thesis for the validation of the numerical model that is proposed in Ch. 4.

2.6. CONCLUSIONS

Based on the literature review of IFI models, several conclusions can be drawn. First, a simple comparison between the number of studies based on hydrostatic IFI models with those based on hydrodynamic IFI models makes it clear that the majority of IFI research is still being done with hydrostatic models. However, it is not clear for which range of parameters hydrostatic IFI models give valid predictions. Moreover, while it is known that hydrodynamics plays an important role in IFI, there are still open questions and these are addressed in Ch. 4 of this thesis. Lastly, the adoption of hydrodynamics in IFI is, in the author’s opinion, mainly held back by practical issues, mainly by an increase in programming time. Effective models offer a promising solution to this issue, but currently, no such model exists. The formulation of an effective model is explained in this thesis in Ch. 5. These conclusions substantiate the scope of this thesis as it was defined in Sec. 1.4.
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Ice-floater interaction through surface waves

When IFI is studied with a hydrostatic model, ice and structure can only interact with each other through contact forces. This path of interaction is studied in Chs. 4 and 5. However, when hydrodynamics is included, it opens up the possibility for the ice and structure to interact through fluid flow and surface waves. While the interaction through fluid flow has been studied in a series of recent papers [178–180], little is known about the effect of surface waves on ice-floater interaction. This chapter aims to improve the understanding of this type of interaction by answering two fundamental questions.

1) how is the frequency domain response of the floater that is excited by a sinusoidal load affected by the presence of a flexible ice floe located in close proximity of the floater? and 2) under which circumstances can the ice-floater coupling be neglected?

Additionally, a set of Green's functions is derived in this chapter which is also required to construct the ISI model that is introduced in Ch. 4.

Although no previous studies have focused on the effect of surface waves on IFI, a series of related problems have been solved in the field of ocean waves and sea-ice. Studied were the wave propagation in and wave reflection from ice in order to better understand the break up of ice in the marginal ice zone. A review of the earlier studies until 1995 is given by Squire [181] and the subsequent two decades are reviewed in [182]. There is a strong overlap with this research field regarding solution methods and physical phenomena. The main findings of this field relevant to this chapter are briefly discussed below.

First, when ocean waves are at normal incidence to an ice edge, at low frequencies most of the energy is transmitted into the ice floe while at high frequencies most of the energy is fully reflected back into the open water, see Fox and Squire [183]. Second, for oblique waves, a critical angle exists beyond which no waves propagate into the ice floe, see Fox and Squire [184]. In both these studies the reflection by the draft of the ice floe was ignored, an assumption of minor consequences as shown in, for instance, by Williams and

Parts of this chapter have been published in Cold Region Science and Technology Keijdener et al. [177].
Squire [185]. Lastly, Chung and Linton [186] studied the effect of a gap between two adjacent semi-infinite ice sheets. In this case, the reflection coefficient becomes periodic, having a series of resonance peaks at regular intervals.

In the next section, the mathematical model adopted in this thesis is defined. After this, the solution method is explained in Sec. 3.2 and 3.3. The results are then discussed in Sec. 3.4 and conclusions and recommendations are given in Sec. 3.5. Since the problem is studied in the frequency domain, all equations and figures presented in this chapter have already been transformed into that domain, denoted by a tilde above the field variables. The Fourier transform that is used to relate the time and frequency domains is given by Eq. (A.3). As the problem is in-plane, all parameters are defined per meter.

### 3.1. Model Description

The problem to be solved is depicted in Fig. 3.1. The floater is modeled as a rigid body of length $L$ that floats on the surface of the fluid layer of depth $H$. The thickness of the floater is assumed to be negligible compared to the water depth. The ice floe is present for $x \leq -l$. The goal is to determine the floater’s vertical motion $\tilde{W}(\omega)$ and rotational motion $\tilde{\phi}(\omega)$ caused by the time harmonic force $F_{\text{ext}}(t) = \tilde{F}_{\text{ext}}(\omega)e^{i\omega t}$ and moment $M_{\text{ext}}(t) = \tilde{M}_{\text{ext}}(\omega)e^{i\omega t}$ acting on it, while accounting for the presence of the ice floe.

The model is assumed to be 2D, which implies that the out-of-plane dimension of the floater is much bigger than the distance $l$ between the ice floe and the floater. This scenario may be representative of the heave and roll motions of barges, tabular icebergs or large ice floes. The extension to 3D would allow for more accurate analysis of other motion types, like pitch and yaw, and would lift the restriction on the out-of-plane dimension of the floater. The extension to embedded bodies (i.e., without ignoring the draft) would enable the analysis of horizontal motions, such as surge and sway, and allow a more complex geometry of the floater to be considered. Although the response in the presence of an ice floe will be quantitatively different for each floater, it is postulated that the phenomena observed and understanding gained from this simple model are applicable to a broad range of floaters.
The floater is excited by two external loads. These push it against the fluid, which in turn offers resistance to its motions. This interaction generates waves at the floater-fluid interface and these waves propagate away from the floater as can be seen in Fig. 3.2 at the right. Waves that propagate to the right, find no heterogeneity and therefore do not return to the floater. On the contrary, waves propagating to the left will encounter the ice floe and will be partially transmitted and partially reflected at its edge located at $x = -l$, see the left part of Fig. 3.2. The response of the floater is affected by the reflected wave field. The influence of the reflected waves on the floater’s response is the main subject of this chapter. In the ensuing, the mathematical problem is formulated and in the next section, the solution method is discussed.

### 3.1.1. Floater’s Governing Equations

The loads acting on the floater are the external force $\tilde{F}_{\text{ext}}$ and moment $\tilde{M}_{\text{ext}}$, and the contact pressure $\tilde{P}(x)$ that acts along the interface with the fluid. Therefore, the equation of motion of the floater can be written as:

$$-\omega^2 \begin{bmatrix} m & 0 \\ 0 & J \end{bmatrix} \begin{bmatrix} \tilde{W} \\ \tilde{\phi} \end{bmatrix} = -\int_0^L \begin{bmatrix} \tilde{P}(x, \omega) \\ (x - C_x)\tilde{P}(x, \omega) \end{bmatrix} \mathrm{d}x + \begin{bmatrix} \tilde{F}_{\text{ext}} \\ \tilde{M}_{\text{ext}} \end{bmatrix}$$

(3.1)

where $m$ is the floater’s mass per meter, $J$ its mass moment of inertia and $C_x$ the $x$-coordinate of its center of gravity. The integral on the right-hand side converts the distributed fluid pressure into an equivalent force and moment with respect to the center of gravity of the floater.

The unknowns of this system of equations are the displacement $\tilde{W}$, rotation $\tilde{\phi}$ and the contact pressure $\tilde{P}$. On its own, the system is undetermined and must be coupled to the fluid to relate the floater’s displacements with the resulting contact pressure $\tilde{P}$. The set of equations governing the fluid are described next.
3.1.2. Fluid’s governing equations

The fluid is assumed to be incompressible, inviscid and irrotational allowing it to be described by the Laplace equation:

\[ \nabla^2 \tilde{\phi} = 0 \quad \forall \ x \in (-\infty, \infty) \cap z \in (-H, 0) \quad (3.2) \]

where parentheses denote an open interval and square brackets, in formulas to follow, a closed one. The displacement potential \( \tilde{\phi}(x, z, \omega) \) is defined by:

\[ \tilde{u} = \nabla \phi \quad (3.3) \]

where \( \tilde{u} \) contains the horizontal and vertical displacement of the fluid. A displacement potential (see for instance Jensen et al. [187]) is used as it results in a clearer and more standard notation from a structural dynamics point of view.

The governing equation of the fluid must be accompanied by proper boundary conditions in order for the system to be determined. At the lower boundary, \( z = -H \), the condition prevents penetration of the fluid into the seabed:

\[ \frac{\partial \phi(x, -H, t)}{\partial z} = 0 \quad \forall \ x \in (-\infty, \infty) \quad (3.4) \]

At the upper boundary, \( z = 0 \), the fluid pressure \( \tilde{p} \) must balance with the external pressure. The fluid pressure is calculated according to the linearized Bernoulli equation for unsteady potential flow [188]:

\[ \tilde{p}(x, z, \omega) = -\rho_w \left( -\omega^2 \tilde{\phi} + g \left( \frac{\partial \tilde{\phi}}{\partial z} + z \right) \right) \quad (3.5) \]

where \( \rho_w \) is the fluid density and \( g \) is the gravitational constant. The first term in Eq. (3.5) introduces linear hydrodynamic effects, whereas the second term is responsible for the hydrostatic effects. The nonlinear hydrodynamic pressure term was removed by the linearization.

The external surface pressure acting on the fluid surface is \( x \)-dependent. Under the ice floe the fluid pressure must be equal to the pressure imposed by the dynamically flexible ice floe which is modeled as a Kirchhoff-Love plate. Under the rigid floater, the pressure is equal to the contact pressure \( \tilde{P} \) that was defined in the previous subsection. Outside these regions the pressure is zero as the atmospheric pressure is ignored. In this way, the fluid pressure \( \tilde{p} \) at \( z = 0 \) is:

\[ \tilde{p}(x, 0, \omega) = \begin{cases} 
-\omega^2 \rho_i A \tilde{w}(x, \omega) + D_i \tilde{w}'''(x, \omega) & \forall \ x \in (-\infty, -l] \\
0 & \forall \ x \in (-l, 0] \\
\tilde{P}(x, \omega) & \forall \ x \in (0, L] \\
0 & \forall \ x \in (L, \infty) 
\end{cases} \quad (3.6) \]

where \( \rho_i \) is the density of the ice, \( h \) its thickness, \( \tilde{w}(x, \omega) \) its transverse displacements and the prime denotes a spatial derivative. The plate’s bending stiffness is given by \( D_i = E(1 - \nu^2)^{-1} h^3(12)^{-1} \) where \( E \) is the ice’s Young’s modules and \( \nu \) its Poisson ratio. Furthermore,
3.1. Model Description

Four boundary conditions are required to solve the boundary value problem for the ice plate. Two of them are related to the appropriate behavior at infinity, which means that no energy propagates from infinity and that the plate’s deflection is bounded at infinity. The other two are related to the stress-free edge of the ice (free of moments and shear forces):

\[
D_1 \frac{\partial^2 \tilde{w}(-l, \omega)}{\partial x^2} = 0 \quad (3.7a)
\]
\[
D_1 \frac{\partial^3 \tilde{w}(-l, \omega)}{\partial x^3} = 0 \quad (3.7b)
\]

To ensure a continuity of vertical displacements of ice and fluid, the following kinematic interface condition applies:

\[
\tilde{w}(x, \omega) = \frac{\partial \tilde{\phi}(x, 0, \omega)}{\partial z} \quad \forall \ x \in (-\infty, -l] \quad (3.8)
\]

A similar kinematic interface condition applies between floater and fluid. However, since the floater is rigid, its rotation contributes to the vertical displacements and as such has to be accounted for in the continuity condition:

\[
\tilde{W}(\omega) + (x - C_x) \tilde{\phi}(\omega) = \frac{\partial \tilde{\phi}(x, 0, \omega)}{\partial z} \quad \forall \ x \in (0, L] \quad (3.9)
\]

For convenience, the fluid is divided into two regions: the ice-covered region, \( x \leq -l \), and the open water region, \( x > -l \), see Fig. 3.1. In the open water region, two potentials are used: \( \tilde{\phi}^{(p)} \) to capture the waves radiated by the floater and \( \tilde{\phi}^{(+)} \) to capture the waves that are reflected by the ice. In the ice-covered region, a single potential \( \tilde{\phi}^{(-)} \) is used to capture those radiated waves that are transmitted into the ice-covered region; all waves in this region either propagate towards negative infinity or, in case of evanescent modes, decay exponentially with the distance from the ice edge. The displacement potential of the fluid \( \tilde{\phi} \) is thus composed of three potentials and their spatial dependence is:

\[
\tilde{\phi}(x, z, \omega) = \begin{cases} 
\tilde{\phi}^{(-)}(x, z, \omega) & \forall \ x \in (\infty, -l] \cap z \in [-H, 0] \\
\tilde{\phi}^{(p)}(x, z, \omega) + \tilde{\phi}^{(+)}(x, z, \omega) & \forall \ x \in (-l, \infty) \cap z \in [-H, 0]
\end{cases} \quad (3.10)
\]

Based on this definition, the contact pressure \( \tilde{P}(x) \) in Eq. (3.6) is accounted for by \( \tilde{\phi}^{(p)} \). Consequently, \( \tilde{\phi}^{(+)} \) has to satisfy the pressure release condition at its surface, i.e. for all \( x > -l \). However, while satisfying the kinematic interface condition between floater and fluid, Eq. (3.8), the summation of both potentials has to be used because both contribute to the vertical displacements at the water surface.

To ensure compatibility and continuity between the two regions, two extra interface conditions need to be satisfied along the full extent of the vertical interface \( x = -l \):

\[
\tilde{\phi}^{(-)} \bigg|_{x=-l} = \left( \tilde{\phi}^{(p)} + \tilde{\phi}^{(+)} \right) \bigg|_{x=-l} \quad \forall \ z \in [-H, 0] \quad (3.11a)
\]
\[
\frac{\partial \tilde{\phi}^{(-)}}{\partial x} \bigg|_{x=-l} = \left( \frac{\partial \tilde{\phi}^{(p)}}{\partial x} + \frac{\partial \tilde{\phi}^{(+)}}{\partial x} \right) \bigg|_{x=-l} \quad \forall \ z \in [-H, 0] \quad (3.11b)
\]

The first one assures continuity of fluid pressure while the second one assures continuity of horizontal displacement.

The methodology used for solving the formulated problem is discussed next.
3.2. **Discretization**

An analytical solution to the problem as defined above is difficult because of the integral in the floater’s equation of motion, Eq. (3.1), and the unknown spatial dependence of the interface condition between floater and fluid, Eq. (3.9). To overcome this difficulty, both equations are discretized, starting with the contact pressure. The discretization strategy used in this chapter is similar to the boundary element method.

3.2.1. **Discretization of the Contact Pressure**

The integral in Eq. (3.1) cannot be evaluated directly because the contact pressure \( \tilde{P}(x) \) is unknown. The pressure is distributed continuously between \((0, L)\) and so can be seen as working on infinitely many points. This condition is relaxed by approximating the continuous pressure with a summation of elements. To illustrate the discretization procedure, Fig. 3.3 shows a fictitious continuous pressure profile, depicted by the dashed line. This continues profile is approximated by the summation of \( N_{\text{BEM}} \) elements, analogous to a Riemann sum. These elements are indexed with \( \alpha \). For convenience, the pressure is assumed invariant within each element. Increasing the number of elements lets the approximation converge to the exact solution.

![Figure 3.3: The interfacial pressure \( \tilde{P} \) is discretized using \( N_{\text{BEM}} = 8 \) elements. Within each element \( \alpha \) the pressure is constant and proportional to \( \tilde{P}_\alpha \).](image)

![Figure 3.4: The generation of a transmitted potential \( \tilde{\phi}_a^{(t)} \) and reflected potential \( \tilde{\phi}_a^{(r)} \) due to the presence of the ice.](image)
Fig. 3.4 shows the pressure exerted by a single element on the fluid. The pressure, with complex amplitude $\tilde{P}_\alpha$, is applied within the domain of the element $(x_\alpha^-, x_\alpha^+, x_\alpha^-)$ where $x_\alpha^- = x_\alpha - \Delta_x$ and $x_\alpha^+ = x_\alpha + \Delta_x$. The elements are centered around $x_\alpha = 2\Delta_x(\alpha - 1/2)$ and have a width $2\Delta_x$. The surface pressure of each element excites the fluid, thereby generating waves which are captured by the potential $\tilde{\phi}_\alpha$. Since each element generates its own set of waves, the total fluid response excited by the interface pressure $\tilde{P}$ is given by the combined effect of all $N_{BEM}$ elements:

$$\tilde{\phi}(x, z, \omega) = \sum_{\alpha=1}^{N_{BEM}} \tilde{\phi}_\alpha(x, z, \omega) \quad (3.12)$$

After discretization, the integrals over the hull of the floater in Eq. (3.1) can be evaluated as:

$$\int_0^L \tilde{P}(x, \omega) \, dx = 2\Delta_x \sum_{\alpha=1}^{N_{BEM}} \tilde{P}_\alpha \quad (3.13a)$$

$$\int_0^L (x - C_x) \tilde{P}(x, \omega) \, dx = 2\Delta_x \sum_{\alpha=1}^{N_{BEM}} r_\alpha \tilde{P}_\alpha \quad (3.13b)$$

where $r_\alpha = x_\alpha - C_x$.

Approximating the continuous profile with the Riemann sum has reduced the number of unknowns to the $N_{BEM}$ unknown complex amplitudes $\tilde{P}_\alpha$. The goal is now to obtain these amplitudes, allowing the interaction problem to be solved. Doing this requires the fluid response generated by each element: $\tilde{\phi}_\alpha$. These potentials are introduced after the discretization of the interface condition.

### 3.2.2. Discretization of the Kinematic Floater-Fluid Interface Condition

The second equation that has to be discretized is the interface condition between floater and fluid, Eq. (3.9). Just like the contact pressure, the interface condition also applies continuously in the interval $(0, L)$. Discretizing the interface condition will result in a finite number of conditions that need to be satisfied.

The discretization of the contact pressure introduced $N_{BEM}$ unknowns. To make the problem solvable, the floater-fluid interface condition is discretized into the same number of elements. This is done by enforcing an equivalent interface condition within the domain of each element. There are multiple ways to do this. In this chapter, the average vertical displacement (AVD) within each element is matched to the AVD of the floater within the element’s domain. Using this strategy, the interface condition in Eq. (3.9) is replaced by the following set of $N_{BEM}$ equations, indexed with $\beta$:

$$\frac{1}{2\Delta_x} \int_{x_\beta^-}^{x_\beta^+} \left( \tilde{W} + (x - C_x) \tilde{\phi} \right) \, dx = \tilde{W} \quad (3.14)$$

$$\frac{1}{2\Delta_x} \int_{x_\beta^-}^{x_\beta^+} \frac{\partial \tilde{\phi}(x, 0, \omega)}{\partial z} \, dx = \tilde{w}_\beta \quad \forall \beta = 1 \ldots N_{BEM} \quad (3.15)$$
where \( x_{\beta}^- = x_{\beta} - \Delta x \), \( x_{\beta}^+ = x_{\beta} + \Delta x \) and the symbol \( \tilde{w}_\beta \) is given to the fluid's AVD within element \( \beta \). Due to the discretization of the pressure, the fluid response \( \tilde{\phi} \) is given by the superimposed response of all elements (see Eq. (3.12)) and so the interface condition becomes:

\[
\tilde{W} + r_\beta \tilde{\phi} = \frac{1}{2\Delta x} \sum_{\alpha=1}^{N_{\text{BEM}}} \int_{x_{\beta}^-}^{x_{\beta}^+} \frac{\partial \tilde{\phi}_\alpha(x, 0, \omega)}{\partial z} \, dx = \sum_{\alpha=1}^{N_{\text{BEM}}} \tilde{w}_{\alpha, \beta} \quad \forall \ \beta = 1 \ldots N_{\text{BEM}} \tag{3.16}
\]

where the integral on the left hand side in Eq. (3.14) resulted in the arm \( r_\beta = x_\beta - C_x \) and the symbol \( \tilde{w}_{\alpha, \beta} \) designates the contribution of element \( \alpha \) to the AVD within element \( \beta \).

In the next section, the discretized problem is solved and the floater’s response is obtained.

### 3.3. SOLVING THE PROBLEM

The discretization performed in the previous section resulted in \( N_{\text{BEM}} \) discrete potentials \( \tilde{\phi}_\alpha \), each one capturing the fluid response generated by the surface pressure of the corresponding element \( \alpha \) as depicted in Fig. 3.4. The next step in solving the problem is to find an expression for each \( \tilde{\phi}_\alpha \).

#### 3.3.1. FLUID RESPONSE DUE TO DIFFERENTIAL SURFACE PRESSURE

The reflection and transmission processes described before also occur when the waves generated by each element arrive at the ice edge and so each \( \tilde{\phi}_\alpha \) also consists of three potentials:

\[
\tilde{\phi}_\alpha = \begin{cases} 
\tilde{\phi}_\alpha^{(-)} & \forall \ x \in (\infty, -l) \cap z \in [-H, 0] \\
\tilde{\phi}_\alpha^{(p)} + \tilde{\phi}_\alpha^{(+)} & \forall \ x \in (-l, \infty) \cap z \in [-H, 0]
\end{cases} \tag{3.17}
\]

Since \( \tilde{\phi}_\alpha^{(p)} \) captures the waves radiated by the surface pressure of element \( \alpha \), \( \tilde{\phi}_\alpha^{(+)} \) has to satisfy the pressure release condition in the whole region \( x \in (-l, \infty) \). The three potentials are depicted in Fig. 3.4. Finding \( \tilde{\phi}_\alpha \) therefore implies finding its three constituents. The final form of \( \tilde{\phi}_\alpha^{(p)} \) and \( \tilde{\phi}_\alpha^{(+)} \) is presented next. Their derivations can be found in App. A. The expression for \( \tilde{\phi}_\alpha^{(-)} \) is not presented here as it is not needed, but its derivation can be found in the App. A.2.

The final expression for \( \tilde{\phi}_\alpha^{(p)} \) is shown below. The full derivation can be found in App. A.1 with the substitution \( P_{GF}^{(+)} = \tilde{p}_\alpha \).

\[
\tilde{\phi}_\alpha^{(p)}(x, z, \omega) = -\frac{\tilde{p}_\alpha}{\rho _{w} g} \sum_{n=0}^{N_k} \gamma_n Q_n^{-1} I_{a,n}(x) Z_n(z) \quad \forall \ x \in (-l, \infty) \cap z \in [-H, 0] \tag{3.18}
\]

where \( \gamma_n \) is:

\[
\gamma_n = \begin{cases} 
1/2, & \text{if } n = 0 \\
1, & \text{if } n > 0
\end{cases} \tag{3.19}
\]

\( Q_n \) is given by:

\[
Q_n = \left( \omega^2 / g - k_n \tanh(k_n H) \right) - k_n \left( k_n H \sech^2(k_n H) + \tanh(k_n H) \right) \tag{3.20}
\]
The $x$-dependence is given by $I_{\alpha,n}(x)$:

$$I_{\alpha,n}(x) = \text{sgn}(x - x_{\alpha}^+) e^{i k_n |x - x_{\alpha}^+|} - \text{sgn}(x - x_{\alpha}^-) e^{i k_n |x - x_{\alpha}^-|} \quad (3.21)$$

The depth eigenfunction $Z_n(z)$ that assures that the solution satisfies the Laplace equation and the boundary condition at the seabed is given by:

$$Z_n(z) = \frac{\cosh(k_n(z + H))}{\cosh(k_n H)} \quad (3.22)$$

The summation is taken over the $k_n$ wavenumbers that satisfy the dispersion relation of the open water region:

$$\omega^2/g - k \tanh(k H) = 0 \quad (3.23)$$

$k_n$ is defined as:

- $k_0$: 0
- $k_1$: the negative real pole
- $k_n \forall \ n \geq 2$: the positive imaginary poles in ascending order

It is important to note that the sum in Eq. (3.18) is taken over $N_k$ modes. In actual fact, there are infinitely many modes which satisfy the equations governing $\tilde{\phi}_\alpha^{(p)}$ but this infinite set was truncated at $N_k$ for practical reasons.

Next, the general solution for $\tilde{\phi}_\alpha^{(+)}$ is presented. Within the domain of definition of this potential, $x > -l$, the surface boundary condition in Eq. (3.6) simplifies to the pressure release condition, i.e. $\tilde{p}(x,0,\omega) = 0$ (the external forcing from the pressure element has already been accounted for by $\tilde{\phi}_\alpha^{(p)}$). The solution, based on Eq. A.43a, is:

$$\tilde{\phi}_\alpha^{(+)}(x,z,\omega) = \sum_{n=1}^{N_k} a_{\alpha,n} e^{ik_n(x+l)} Z_n(z) \quad \forall \ x \in [-l,\infty) \cap z \in [-H,0] \quad (3.24)$$

where all amplitudes $a_{\alpha,n}$ are unknown. It is important to note that $\tilde{\phi}_\alpha^{(+)}$ sums over the same modes as $\tilde{\phi}_\alpha^{(p)}$, albeit with different amplitudes, as both potentials satisfy the same surface boundary conditions and consequently the same dispersion relation.

The last step is to resolve the interface condition at $x = -l$. This is done using the eigenfunction matching method [189] which is performed in A.3. During this process, expressions are found for the unknown amplitudes $a_{\alpha,n}$ and these amplitudes become proportional to the unknown $\tilde{P}_\alpha$’s.

The response of the fluid due to each pressure element, including the effects of the ice, has now been obtained in the form of $\tilde{\phi}_\alpha$. The only remaining unknowns are the $\tilde{P}_\alpha$’s and the floater’s response. The only remaining equations still to be satisfied are the interface between floater and fluid, Eq. (3.9), and the floater’s equation of motion, Eq. (3.1). The remaining unknowns are found in the next subsection.
### 3.3.2. Resolving the Floater-Fluid Interface

Now that an expression has been found for \( \tilde{\phi}_\alpha \), the floater-fluid interface condition can be satisfied. This results in an expression for each \( \tilde{P}_\alpha \). The last step is then to solve the equation of motion of the floater, thereby obtaining the response of the floater and concluding the derivation.

The floater-fluid interface condition was discretized in Eq. (3.14). This equation states that the fluid’s averaged vertical displacement (AVD) within element \( \beta \)’s domain, i.e. \( \bar{w}_\beta \), should be equal to the floater’s AVD within the same domain. As the fluid response is given by the combined effect of all elements, see Eq. (3.12), the contribution of each element \( \alpha \) to the AVD of each interfacial element \( \beta \) is needed, see Eq. (3.16):

\[
\bar{w}_\beta = \sum_{\alpha=1}^{N_{BEM}} \tilde{w}_{a,\beta} \quad \forall \beta = 1 \ldots N_{BEM} \tag{3.25}
\]

To find an expression for \( \tilde{w}_{a,\beta} \), the integral in Eq. (3.16) has to be evaluated. Because the floater is always located to the right of the ice floe, \( \tilde{\phi}_\alpha \) in eq. 3.17 reduces to the summation of \( \tilde{\phi}^{(p)}_\alpha \) and \( \tilde{\phi}^{(+)}_\alpha \) while satisfying the floater-fluid interface. Substituting this into Eq. (3.16) gives:

\[
\tilde{w}_{a,\beta} = \tilde{w}^{(p)}_{a,\beta} + \tilde{w}^{(+)}_{a,\beta} = \frac{1}{2\Delta x} \int_{x^-_\beta}^{x^+_\beta} \left( \frac{\partial \tilde{\phi}^{(p)}_\alpha}{\partial z} + \frac{\partial \tilde{\phi}^{(+)}_\alpha}{\partial z} \right) \bigg|_{z=0} \, dx \tag{3.26}
\]

where \( x^-_\beta = x_\beta - \Delta x, x^+_\beta = x_\beta + \Delta x \). \( \tilde{w}^{(p)}_{a,\beta} \) is given by (see Eq. (A.65)):

\[
\tilde{w}^{(p)}_{a,\beta} = -\tilde{P}_a \rho w g \frac{1}{2\Delta x} \sum_{n=0}^{N_k} \gamma_n Q_n^{-1} I_{a,\beta,n,\lambda_n} \tag{3.27}
\]

where \( I_{a,\beta,n} = \int_{x^-_\beta}^{x^+_\beta} I_{a,n}(x) \, dx \) (see Eq. (A.63)) and \( \lambda_n = Z_n'(0) = k_n \tanh(k_nH) \). \( \tilde{w}^{(+)}_{a,\beta} \) is given by (see Eq. (A.66)):

\[
\tilde{w}^{(+)}_{a,\beta} = \frac{1}{\Delta x} \sum_{n=1}^{N_k} a_n \sinh(i k_n \Delta x) e^{i k_n (x_\beta + l)} \lambda_n \tag{3.28}
\]

As \( \tilde{w}_{a,\beta} \) scales linearly with \( \tilde{P}_a \), \( \tilde{P}_a \) can be factored out to give:

\[
\bar{w}_\beta = \sum_{\alpha=1}^{N_{BEM}} \tilde{w}^{(p)}_{a,\beta} + \tilde{w}^{(+)}_{a,\beta} = \sum_{\alpha=1}^{N_{BEM}} \left( \tilde{\Lambda}^{(p)}_{a,\beta} + \tilde{\Lambda}^{(+)}_{a,\beta} \right) \tilde{P}_a \quad \forall \beta = 1 \ldots N_{BEM} \tag{3.29}
\]

All \( N_{BEM} \) equations are now combined into a matrix equation:

\[
\tilde{w} = (\tilde{\Lambda}^{(p)} + \tilde{\Lambda}^{(+)}) \tilde{P} = \tilde{\Lambda} \tilde{P} \tag{3.30}
\]

where \( \tilde{w} \) and \( \tilde{P} \) are \( N_{BEM} \times 1 \) vectors containing the AVD and pressure of each element and \( \tilde{\Lambda}^{(p)}, \tilde{\Lambda}^{(+)} \) and \( \tilde{\Lambda} \) are \( N_{BEM} \times N_{BEM} \) matrices relating the two.

The interface condition given in Eq. (3.16) can be written in a matrix form:

\[
1 \tilde{W} + r \tilde{\phi} = \tilde{w} \tag{3.31}
\]
where \( \bf{1} \) and \( \bf{r} \) are \( N_{BEM} \times 1 \) vectors, the former filled with 1’s and the latter containing all \( N_{BEM} \) arms \( r_\beta \). Combining this equation with Eq. (3.30) and solving for \( \tilde{P} \) one obtains a dependence between the contact pressure and the motions:

\[
\tilde{P} = \tilde{\Lambda}^{-1}(\tilde{1} \tilde{W} + \bf{r} \tilde{\phi}) = \tilde{\bf{k}} \tilde{W} + \tilde{\bf{k}}_\phi \tilde{\phi}
\]  

(3.32)

where the \( N_{BEM} \times 1 \) vectors \( \tilde{\bf{k}} \) and \( \tilde{\bf{k}}_\phi \) represent the frequency dependent effective heave and pitch stiffnesses of the fluid layer.

The last step in obtaining the coupled response is to solve Eq. (3.32) together with the equation of motion of the floater. This is done in the next subsection.

### 3.3.3. Floater’s Response

Now that a relation between the amplitudes \( \tilde{P}_\alpha \) and the floater’s motions has been found, the equations of motion of the floater can be solved. The integrals in the equation of motion (Eq. (3.2)) were evaluated in Eqs. (3.13) which can be rewritten in matrix form:

\[
2 \Delta x \sum_{\alpha=1}^{N_{BEM}} \tilde{P}_\alpha = 2 \Delta x (\tilde{P} \cdot \bf{1})
\] 

(3.33a)

\[
2 \Delta x \sum_{\alpha=1}^{N_{BEM}} \tilde{P}_\alpha \bf{r}_\alpha = 2 \Delta x (\tilde{P} \cdot \bf{r})
\] 

(3.33b)

where \( \cdot \) represent the dot product. Substituting these solutions into the equation of motion of the floater (Eq. (3.1)) yields:

\[
-\omega^2 \begin{bmatrix} m & 0 \\ 0 & J \end{bmatrix} \begin{bmatrix} \tilde{W} \\ \tilde{\phi} \end{bmatrix} = 2 \Delta x \begin{bmatrix} \tilde{P} \cdot \bf{1} \\ \tilde{P} \cdot \bf{r} \end{bmatrix} + \begin{bmatrix} \tilde{F}_{ext} \\ \tilde{M}_{ext} \end{bmatrix}
\] 

(3.34)

Rewriting the interaction forces in terms of the effective stiffnesses introduced in Eq. (3.32) gives:

\[
-\omega^2 \begin{bmatrix} m & 0 \\ 0 & J \end{bmatrix} \begin{bmatrix} \tilde{W} \\ \tilde{\phi} \end{bmatrix} = 2 \Delta x \begin{bmatrix} \tilde{\bf{k}} \cdot \bf{1} & \tilde{\bf{k}}_\phi \cdot \bf{1} \\ \tilde{\bf{k}} \cdot \bf{r} & \tilde{\bf{k}}_\phi \cdot \bf{r} \end{bmatrix} \begin{bmatrix} \tilde{W} \\ \tilde{\phi} \end{bmatrix} + \begin{bmatrix} \tilde{F}_{ext} \\ \tilde{M}_{ext} \end{bmatrix}
\] 

(3.35)

Solving this set of equations for the unknown amplitudes results in the frequency response function of the heave and rotational motion:

\[
\begin{bmatrix} \tilde{W} \\ \tilde{\phi} \end{bmatrix} = \left(-\omega^2 \begin{bmatrix} m & 0 \\ 0 & J \end{bmatrix} - 2 \Delta x \begin{bmatrix} \tilde{\bf{k}} \cdot \bf{1} & \tilde{\bf{k}}_\phi \cdot \bf{1} \\ \tilde{\bf{k}} \cdot \bf{r} & \tilde{\bf{k}}_\phi \cdot \bf{r} \end{bmatrix}\right)^{-1} \begin{bmatrix} \tilde{F}_{ext} \\ \tilde{M}_{ext} \end{bmatrix}
\] 

(3.36)

The obtained frequency response function includes both the effect of the immediate fluid response through \( \tilde{\Lambda}^{(p)} \) and the effect of the waves reflected by the ice through \( \tilde{\Lambda}^{(+)} \), see Eq. (3.30). By replacing \( \tilde{\Lambda} \) by \( \tilde{\Lambda}^{(p)} \) in Eq (3.32), the ice effect can be removed and the response of the floater in open water can be obtained. This allows for easy comparison between the cases when ice is present and when it is not. In the next section, the effect of the level ice on the floater’s response is studied by comparing these two cases.
3.4. Results

The goal of this chapter is to study the changes in the frequency domain response of the floater due to the presence of the level ice. In this section, these changes are studied by comparing the floater’s response in the presence of level ice with its response in open water. The difference between the two scenarios will be referred to as the \textit{ice effect}.

The frequency response matrix (given by Eq. (3.36)) is complex-valued and frequency dependent. It contains information on both the amplitude of the floater’s vibration and the phase lag of the floater’s response with respect to the harmonic loading. In this chapter, only the amplitude of the response is studied.

As the ice is only present on one side of the floater, the problem is not symmetric with respect to the floater. The reflected waves only come from the left side and therefore exert an asymmetric pressure on the floater that integrates to a non-zero moment. This implies that even if the floater is only excited in heave, after some time the reflected waves will also cause a rotational motion. The ice thus couples the heave and rotational motion of the floater.

The floater is acted upon by two loads: an external vertical force $\bar{F}_{\text{ext}}$ and moment $\bar{M}_{\text{ext}}$. These loads excite the heave motion $\tilde{W}$ and rotation $\tilde{\phi}$. Consequently, there are three items to discuss: 1) the heave response due to the external force, given the symbol $\tilde{W}_F$, 2) the rotation due to the external moment, $\tilde{\phi}_M$ and 3) the coupling terms $\tilde{W}_M = \tilde{\phi}_F$.

For convenience, the magnitude of the loads is chosen such that the resulting quasi-static responses of $\tilde{W}_F$ and $\tilde{\phi}_M$ are of unit amplitude:

\[
\bar{F}_{\text{ext}} = \rho_w g L \quad \rightarrow \lim_{\omega \to 0} |\tilde{W}_F| = 1 \text{ [m]} \quad (3.37a)
\]

\[
\bar{M}_{\text{ext}} = \frac{\rho_w g L^3}{12} \quad \rightarrow \lim_{\omega \to 0} |\tilde{\phi}_M| = 1 \text{ [rad]} \quad (3.37b)
\]

For computing the results, the following parameters are used unless specified otherwise: $g = 9.81 \text{ m/s}^2$, $h = 1 \text{ m}$, $\nu = 0.3$, $\rho_i = 925 \text{ kg/m}^3$, $E = 5 \text{ GPa}$, $H = 100 \text{ m}$, $\rho_w = 1025 \text{ kg/m}^3$, $l = 15 \text{ m}$, $C_x = L/2$, $m = 1E5 \text{ kg/m}$ and $L = 30 \text{ m}$. The thickness of the floater is assumed to be negligible and so $J = m/12L^2$. The default values of the environmental parameters ($h$, $\rho_i$, $E$ and $H$) were set to the mean values observed in nature. For the remaining parameters it is more difficult to set a default value. For this reason, parametric studies are done to investigate their influence over a range that was deemed realistic.

Lastly, based on the convergence of the results, $N_k = 1000$ modes and the number of elements $N_{\text{BEM}}$ is set to $N_{\text{BEM}} = \Delta L L$ where $\Delta L$ is set to 4 elements per meter. Based on numerical tests, it was established that this is sufficiently dense to guarantee a converged response of the floater for the cases addressed in this chapter. Because an element density is used rather than a fixed number, the error is independent of $L$ and so the numerical error remains of constant order of magnitude when performing sensitivity study on $L$.

First, the floater’s response is studied to the force and then to the moment.

3.4.1. Excitation by an external force

The amplitudes of the heave $\tilde{W}_F$ and rotational $\tilde{\phi}_F$ motion induced by the harmonic force $\bar{F}_{\text{ext}}$ are shown in Fig. 3.5. The superscript $i$ denotes the response of the floater
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Figure 3.5: The vertical lines are related to the recurrence rate of the peaks and is discussed later. $\tilde{\varphi}_F^o$ is zero as the problem is symmetric when no ice is present.

in the presence of ice and the superscript $o$ denotes its response in open water. The difference between the two is due to the ice effect. The floater itself is symmetric and so $\tilde{\varphi}_F^o$ is zero for all frequencies when no ice is present.

Two things stand out when looking at this figure: 1) below a certain frequency, the ice has a negligible effect and 2) above this frequency, the ice has a significant effect and results in a series of resonance peaks. These observations are explained sequentially.

No ice effect at low frequencies The reason for the floater to remain unaffected at low frequencies lies in the reflection and transmission of the waves incident to the ice edge. Fox and Squire [183] concluded that when waves are at normal incidence to the ice edge, at low frequencies nearly all energy is transmitted into the sheet and almost fully reflected back into the sea at high frequencies.

A corresponding type of behavior can also be seen in Fig. 3.5. Below a frequency of roughly 0.5 [rad/s] almost no waves are reflected and, consequently, the floater is not affected by the ice. The frequency at which the ice effect becomes perceptible is defined as the onset frequency $\Omega_{of}$. $\Omega_{of}$ is defined as the frequency at which the reflection coefficient of the incoming propagating surface wave first exceeds 1%. The evanescent modes decay very rapidly in space and so their effect on the response of the floater is assumed to be negligible. Because of this, only the propagating surface wave is considered. This is indeed the same definition of the reflection coefficient as given in [183].

Of all the environmental parameters in this model, only the ice thickness, its Young’s modulus and the water depth have a large natural variance. Fig. 3.6 shows that of these three, only the ice thickness has a significant influence on $\Omega_{of}$. This behavior is consistent with that found in [183]. The following power functions give an accurate fit of the dependence of $\Omega_{of}$ on the ice thickness for the two cases where $H = 200$ m:

$$\omega_{of} = \begin{cases} 0.46898 h^{-0.3811} - 0.0531 & \text{if } E = 5 \text{ GPa} \\ 0.4183 h^{-0.3882} - 0.0391 & \text{if } E = 10 \text{ GPa} \end{cases}$$

with an RMS of 0.0026 and 0.0017 [rad/s] respectively.

Two conclusions can be drawn related to $\Omega_{of}$. Firstly, up to $\Omega_{of}$ the floater is unaffected by the ice as seen in Fig. 3.5. This implies that if a floater has a low natural
frequency, most of its response occurs at frequencies below $\Omega_{of}$ and, consequently, the ice effect will be minimal. This is further enhanced by thin ice as this greatly increases $\Omega_{of}$. Second, the ice effect is proportional to the amplitude of the floater’s vibration in open water, see Fig. 3.5. If the amplitude of the floater’s response is small at frequencies higher than $\Omega_{of}$, the ice effect will be small as well. Fig. 3.6 can thus be used to estimate whether a particular floater is susceptible to ice effects based on its open water response.

It is important to note that the 2D nature of the model in combination with the simplistic geometry of the floater mean that the above-formulated results should only be viewed as a first step towards understanding the hydrodynamic coupling between ice and floater through surface waves. It should also be noted that when the gap between ice and floater becomes very small, evanescent modes might affect the response of the floater which will affect $\Omega_{of}$.

To conclude, $\Omega_{of}$, in combination with a floater’s open water response, can be used to estimate the susceptibility of that floater to the ice effect. Only the ice thickness has a significant effect on $\Omega_{of}$.

The ice effect above the onset frequency In the frequency band above $\Omega_{of}$, the ice effect starts to have a pronounced effect on the response of the floater. The most interesting effect is the appearance of the resonance peaks, see Fig. 3.5, at a series of frequencies. The periodicity of these peaks is characterized by the following equation:

$$2l = \lambda_1(\omega) j \quad \forall \ j = 1 \ldots \infty \quad (3.39)$$

where $\lambda_1(\omega) = 2\pi/|k_1(\omega)|$ is the wavelength of the propagating surface wave. The frequencies that satisfy Eq. (3.39) are shown in Figs. 3.5 and 3.7 with the dotted vertical lines.

Fig. 3.5 shows that there are well-defined frequency bands wherein the response is altered by the reflected waves. When the floater oscillates, it loses energy in the form of radiated waves and some of this energy is trapped in the gap between the floater and...
ice in the form of a standing wave. Within these frequency bands, the amount of energy trapped is significantly increased due to the gap resonance.

These quasi-standing waves, of which the nodes oscillate slightly about the positions that can be devised based on Eq. (3.39), are visualized in Fig. 3.7. The frequencies at which the amplitudes of the waves increase coincide with the frequencies at which the resonance amplification of the response is seen in Fig. 3.5. Standing waves are characterized by the quasi-sinusoidal patterns seen in Fig. 3.7 at some frequencies. Propagating waves are characterized by a constant color in the same figure.

![Figure 3.7: The surface amplitude within the gap for different frequencies. White represents a small amplitude, while black represents a large one.](image)

In addition to the standing waves, the phasing of the reflected waves is also important. When the reflected waves are in-phase with the vertical motions of the floater, resonance occurs and the floater’s response increases. If the reflected waves are in anti-phase with the floater, anti-resonance occurs and its response lowers.

The combined effect of standing waves and (anti-)resonance results in the alterations seen in Fig. 3.5. When standing waves occur, the rotational motions are greatly amplified because the standing waves occur only on one side of the floater and are thus asymmetric in space, exerting a moment and causing the floater to rock. For the heave motions, (anti-)resonance can be seen when the standing waves occur.

**Influence of the floater’s mass** The influence of the floater’s mass per meter on the ice effect is studied next and is shown in Fig. 3.8. Although the range of masses shown in the figure goes into the unphysical regime, as they would cause the floater to sink, it is interesting to check what effect these high masses have. To reduce the ice effect to a single value, the root mean squared (RMS) over the frequency range of [0,3] rad/s is used.

Fig. 3.8 clearly shows that increasing the mass lowers the ice effect. As the mass of the floater increases while the fluid pressure exerted by the reflected waves remain the same, their overall influence on the response of the floater lowers. Increasing the mass reduces the magnitude of the peaks but the frequencies at which they occur remain unaltered. This is supported by Eq. (3.39).
Influence of the gap length  The last parameter whose effect will be investigated herein is the gap length \( l \). The range that will be checked is \([0, L]\). The larger the ratio \( l/L \), the more important 3D effects become, making the results of this 2D model less accurate. For this reason, an upper bound of \( l = L \) is used. Special attention is given to the case when ice and floater are almost in contact, i.e. \( l \to 0 \). Fig. 3.9 shows the influence of \( l \) on the ice effect.

Two things stand out in the figure. First, increasing \( l \) reduces the spacing between the peaks and introduces more of them. This is consistent with Eq. (3.39). Second, the floater’s response is affected by the ice when \( l = 0 \) as shown in Fig. 3.10.

Although no standing waves can occur at this gap length, the phasing of the reflected
wave still results in (anti-)resonance. The resulting peak is slightly higher than the one in open water and is shifted to a higher frequency.

With this, the analysis of the floater’s response excited by the harmonic force is concluded.

3.4.2. Excitation by an External Moment
Next the response caused by the external moment is studied. Because the coupling terms are the same ($\tilde{\phi}_F = \tilde{W}_M$) and since $\tilde{W}_M$ was already discussed, see Fig. 3.5, $\tilde{\phi}_F$ will not be discussed in this subsection. The analysis in this subsection is, therefore, limited to $\tilde{\phi}_M$. $\tilde{\phi}_M$ is shown in Fig. 3.11 using the default set of parameters.

$\tilde{\phi}_M$ looks qualitatively the same as $\tilde{W}_F$ studied before. The $\Omega_M$ is independent of the floater so it also applies to excitation by the moment. The peaks and troughs are again caused by the standing waves in combination with (anti-)resonance. For very small gap lengths, the same effects occur as seen in Fig. 3.10. The behavior of $\tilde{\phi}_M$ is qualitatively the same as $\tilde{W}_F$ so no further studies are done.
3.4.3. DISCUSSION

As this study is theoretical, a comparison with relevant model tests is desired. In particular, a critical look must be given to the assumption of linearity as model tests have shown that nonlinearities can play an important role in this type of interaction.

Toffoli et al. [190], Nelli et al. [191] studied the interaction between a floating elastic plate and incoming monochromatic waves in a two-dimensional wave basin experimental campaign. During these experiments, it was observed that for steep waves water can wash on top of the ice floes, a process called overwash [192]. Overwash acts as an amplitude-dependent wave energy dissipation mechanism. A comparison between their theoretical model, also based on linear theory, and their experimental results show that the linear model correctly predicts the transmitted amplitudes for low incident steepness. As the steepness increases, overwash starts to play an increasingly important role and, consequently, the transmitted amplitudes are overpredicted.

As the model presented in this chapter is also linear, overwash is not accounted for. Estimating whether it would occur is not possible because the magnitude of the external loads are not based on a physical process and so no quantitative statements can be made about the steepness of the waves. Despite this, some reservations are in order based on the findings of the previously cited papers. Particularly, the amplified response of the fluid within the gap at the resonance frequencies will be especially susceptible to overwash. As overwash acts as a limiting mechanism on the amplitudes of these waves, they might not reach the amplitudes predicted by the linear model. This, in turn, implies that the amplification of the floater’s response at these frequencies will be lower than those predicted as overwash dissipates energy.

Additionally, when overwash occurs, energy can shift to higher harmonics in the reflected wave field and cause it to ultimately become irregular all together [191, 192]. This effect also disrupts the resonance build-ups observed in this chapter. The qualitative results presented in this chapter are thus only valid for waves with a low steepness and, consequently, for relatively small motions of the floater.

Lastly, [191] shows that significant drift of the ice plate can occur. Drift forces are not included in the linear model presented in this chapter. As the body in this model represents a floater, it would normally have a station-keeping system that would counteract these forces. In any case, the second order wave drift forces act additive to the first order forces studied in this chapter and, consequently, the qualitative results on the effect of the first order forces remain valid.

3.5. CONCLUSIONS

In this chapter, the effects of a nearby ice floe on the frequency domain response of a floater was investigated. Once subjected to an external sinusoidal excitation, the floater starts to generate waves that propagate away from it. Those waves falling on ice edge are partly transmitted into the ice floe and partly reflected back towards the floater. The reflected waves interact with the floater, altering its response. How the presence of the ice floe affects the floater’s response, i.e. the ice effect, was studied in this chapter using a 2D model. Based on the numerical results presented, the following conclusions can be drawn.

Below a certain onset frequency the waves reflected by the ice floe are negligible and,
consequently, the floater does not feel the presence of the ice floe. Above the onset fre-
quency, the ice effect is proportional to the response of the floater in open water. The
susceptibility of a floater to the ice effect can thus be estimated by checking how much
of its open water response occurs above or below the onset frequency.

Above the onset frequency, the waves reflected by the ice have a pronounced effect
on the response of the floater. In certain frequency ranges, quasi-standing waves can oc-
cur within the gap between ice floe and floater. Within these frequency ranges, of which
there are infinitely many, half the wavelength of the propagating surface wave of the wa-
ter layer is approximately an integer multiple of the gap length, causing the amplitude of
these standing waves to be greatly amplified. Increasing the gap length reduces the spacing
(in frequency) of these ranges, i.e. the spectral density of the resonance frequencies
increases.

Within these ranges, the response of the floater is significantly altered. Depending
on the phasing between the reflected waves and the floater’s motions, resonance or anti-
resonance can occur. Even when there is no gap between ice and floater, the amplitude
of the floater can still be amplified and its natural frequency somewhat increased.

Ice thickness has a significant influence on the onset frequency, while the Young’s
modulus of the ice and the water depth do not. Lower thicknesses correspond to a higher
onset frequency. Increasing the mass of the floater reduces the ice effect.

Lastly, a set of Green’s functions were derived as part of this chapter. These functions
give the response of a semi-infinite sheet of ice floating on a fluid layer of finite depth.
The response of this system to three types of loading was considered, namely a point load
and moment acting on the edge of the ice sheet and a distributed vertical load acting
on either the surface of the ice or the fluid. This set of Green’s function is used in the
subsequent chapter to study the effects of hydrodynamics on ISI.
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In this chapter, the effects of hydrodynamics on the bending failure of an ice floe due to the interaction with a downward-sloping structure, i.e. the effects on ice-slope interaction (ISI), is studied. This chapter has two goals. The first goal is to improve the understanding of the effects that hydrodynamics has on ISI and the second goal is to identify the parameter ranges wherein the assumption of ignoring hydrodynamics is valid.

In order to achieve the first goal, three research questions are specified that are addressed in this chapter. Firstly, the pressure of an ideal, incompressible fluid is given by the Bernoulli equation. This nonlinear equation contains three terms but it is still unclear whether the nonlinear term that captures the dynamic pressure is important for ISI. Likewise, the importance of various other factors, such as rotational inertia and axial compression, has not been studied before. Therefore, the first goal is to determine the factors of influence for ISI. Second, it is unclear how the various factors form a balance and how hydrodynamics affects this balance. Studying the balance is the second goal. Third, no detailed study has been done in the past on the relation between the contact load and the breaking length and how hydrodynamics affects this relation. Elucidating this relation is the last goal.

Answering these three questions requires two ISI models: a hydrodynamic ISI model and a hydrostatic ISI model. The limitations of the hydrostatic ISI model are then readily identified by assessing when the predictions of the hydrostatic model start to deviate significantly from those of the hydrodynamic model. Based on this analysis, the second goal of this chapter can be achieved.

This chapter is structured as follows. First, the two ISI models are introduced in Sec. 4.1 and validated in Sec. 4.2. Following this, the factors of influence for ISI are determined in Sec. 4.3.1. Thereafter, these factors are studied to determine how they form a balance of forces in the ice in Sec. 4.3.2. Next, the influence of hydrodynamics on
the relation between contact load and breaking length is studied in Sec. 4.3.3. In order to compare the predictions of the hydrodynamic model with those of the hydrostatic model, all computations are done using both models. Results from the comparison are used to identify the limitations of hydrostatic models in Sec. 4.3.4. The sensitivity of the results to the choice of model parameters is assessed in Sec. 4.4. A discussion follows in Sec. 4.5 and conclusions are given in Sec. 4.6.

4.1. Model Description

The studies to be done in this chapter require two ISI models. The hydrodynamic IFI models will be referred to as $M_{HD}$ and the hydrostatic model as $M_{HS}$. A sketch of $M_{HD}$ is given in Fig. 4.1. $M_{HS}$ can be obtained from $M_{HD}$ by setting certain parameters, to be specified later, to zero. The ice, located at $x \leq 0$, is modeled as a semi-infinite Kirchhoff-Love plate that includes rotational inertia and axial compression. A semi-infinite plate is used as this eliminates far field boundary effects and simplifies the model. The ice floats on a fluid layer with depth $H$. As the ice is not present for $x > 0$, the fluid has a free surface in this region.

It is assumed that the ice moves towards the structure with a constant horizontal velocity $V_{ice}$. The structure is assumed to be rigid (as the deformations of the floater are negligible) and immovable to limit the dependency of the results on the parameters of the floater. For the interaction with the fluid, the geometry of the structure is ignored. Therefore, the structure does not affect the model of the fluid. The validity of this assumption is assessed in Sec. 4.4.2. As the ice moves forward, it interacts with the structure, see Fig. 4.1. This interaction generates loads on the edge of the ice floe that cause it to slide down along the structure until it fails in bending. For the interaction with the ice floe, the structure is reduced to a sloping line passing through $x = z = 0$ with a hull angle $\theta$ with respect to the $x$-axis.

In the next subsection, the mathematical model is described. Following this, the solution method is explained.
4.1.1. **Mathematical model**

**Fluid** The fluid is assumed to be incompressible, inviscid and irrotational, i.e. incompressible potential flow is adopted, and is therefore governed by the Laplace equation:

$$\Delta \dot{\phi}(x, z, t) = 0 \quad \forall \, x \in (-\infty, \infty) \cap z \in (-H, 0)$$  \hspace{1cm} (4.1)

where $\phi(x, z, t)$ is the displacement potential of the fluid [194], the dot denotes derivatives with respect to time, round brackets denote an open interval while square brackets, in the equations to follow, denote a closed interval. The boundary condition at the seabed prevents penetration of the fluid into the seabed:

$$\frac{\partial \phi(x, -H, t)}{\partial z} = 0 \quad \forall \, x \in (-\infty, \infty)$$  \hspace{1cm} (4.2)

The fluid pressure is calculated according to the Bernoulli equation for unsteady, incompressible potential flow [195]:

$$p(x, z, t) = -\rho_w \left( \dot{w} + \frac{1}{2} v^2 + g \frac{\partial \phi}{\partial z} \right)$$  \hspace{1cm} (4.3)

where $p(x, z, t)$ is the fluid pressure, $\rho_w$ is the fluid density, $g$ is the gravitational constant and the squared fluid speed is given by $v^2 = (\partial \phi/\partial x)^2 + (\partial \phi/\partial z)^2$. The fluid pressure is thus composed of three terms. From left to right these three terms will be referred to as the linear hydrodynamic, nonlinear hydrodynamic, and hydrostatic pressure, abbreviated as $p_{HD}$, $p_{NLHD}$, and $p_{HS}$ respectively. The first two terms together comprise the hydrodynamic effect and, by disabling them, $M_{HS}$ is obtained. For $x > 0$, no ice is present and therefore the pressure release condition is imposed. For $x \leq 0$, the ice floe is present at the surface of the fluid and so its surface boundary condition in this region contains equation of motion of the plate. As the draft of the ice floe can be ignored, as was shown by Williams and Squire [196], the boundary condition of the fluid can be formulated at $z = 0$:

$$p(x, 0, t) = \begin{cases} p_i h \ddot{w} + p_i \frac{h^3}{12} \dddot{w} + D_i w^\prime\prime\prime + F_{ct,x}(t, w, w^\prime, \dot{w}, \dot{w}^\prime) w^\prime & \forall \, x \in (-\infty, 0) \\ 0 & \forall \, x \in (0, \infty) \end{cases}$$  \hspace{1cm} (4.4)

where $p_i$ is the density of the ice floe, $h$ its thickness, $w(x, t)$ its vertical displacement and the prime denotes a spatial derivative. $D_i = E(1 - \nu^2)^{-1}h^3(12)^{-1}$ is the floe’s bending stiffness, where $E$ is the ice’s Young’s modulus and $\nu$ its Poisson ratio. Note that $D_i$ aims to capture the bending behavior of the ice floe, including any variation of temperature, stiffness or other property across its thickness, in an effective manner, similar to what is done for functionally graded materials, see Kerr and Palmer [197]. This approach is assumed to be valid given that only very long wavelengths are excited in the ice floe. Moreover, the ice is assumed to be linearly elastic with brittle failure since the strain rate during ISI is sufficiently high [198]. The axial compression in the ice floe is assumed to be constant in space and equal to the horizontal component of the contact force $F_{ct,x}(t, w, w^\prime, \dot{w}, \dot{w}^\prime)$, see Fig. 4.2. These contact loads are calculated with the contact model described in Keijdener and Metrikine [199]. This contact model is piecewise
linear as it switches between two linear modes of interaction. As the moment of transition between the two modes is not known in advance, the contact model is nonlinear in time. A qualitative description of the contact model is given in Sec. 4.3.3. Lastly, it is assumed that water does not flood the submerged plate, i.e. that it remains ventilated [200].

![Diagram of contact forces](image)

**Figure 4.2:** The decomposition of the contact force $F_{ct}$.

**Ice** As cavitation is not accounted for, continuity between ice and fluid dictates that their vertical displacements must be the same along their interface:

$$w(x, t) = \frac{\partial \phi(x, 0, t)}{\partial z} \quad \forall \ x \in (\infty, 0] \quad (4.5)$$

To complete the description of the ice floe, two boundary conditions are needed at $x = 0$. The contact pressure generated by the interaction with the structure acts on the edge of the plate. This pressure is integrated and translated to the neutral axis of the plate, resulting in a horizontal force $F_{ct,x}$, vertical force $F_{ct,z}$ and moment $M_{ct}$, see Fig. 4.2.

These three loads are assumed to act on the edge of the plate and, therefore, enter its boundary conditions located at $x = 0$. These boundary conditions enforce a balance of forces and moments at the edge of the plate:

$$D_i \left( \frac{\partial^3 w(0, t)}{\partial x^3} + \left. \left( F_{ct,x}(t, w, w', \dot{w}, \dot{w}') \right) \right|_{x=0} = \left. \left( F_{ct,z}(t, w, w', \dot{w}, \dot{w}') \right) \right|_{x=0} \right) (4.6a)$$

$$D_i \left( \frac{\partial^2 w(0, t)}{\partial x^2} + \left. \left( M_{ct}(t, w, w', \dot{w}, \dot{w}') \right) \right|_{x=0} = \left. \left( M_{ct}(t, w, w', \dot{w}, \dot{w}') \right) \right|_{x=0} \right) (4.6b)$$

where the first term in both equations is due to the bending stiffness of the plate and the second term is due to axial compression. As the loads act on the edge of the plate, they are per unit meter. The dependencies of the contact loads on the state of the edge of the plate will be omitted in the remainder of this chapter for brevity.

The ice continues to slide down the structure until it fails in bending. Failure takes place at the moment in time $t_{\text{fail}}$ when the maximum axial stresses in the ice first exceed the ice's flexural strength $\sigma_{fl}$. Although axial deformations are not included in this
model, the contribution of the axial force to the axial compression is included in the failure criterion:

\[ \sigma_{\text{max}}(x,t) = \left| \frac{Eh}{2(1-\nu^2)} w''(x,t) - \frac{F_{\text{ct},x}}{h} \right| \leq \sigma_{\text{fl}} \]  

(4.7)

where the max-subscript implies the maximum stress within the cross-section of the ice floe.

### 4.1.2. Solution Method

The approach used to solve the above-formulated dynamical problem is discussed next. The problem is nonlinear due to (i) the nonlinear dynamic pressure in Eq. (4.3), (ii) the state-dependent axial compression in the plate, Eq. (4.4), and (iii) the state-dependent contact force and moment, Eqs. (4.6). The problem is solved using the framework of the pseudo-force approach [201]. In accordance with this approach, the solution procedure is based on the solution of the linear part of the problem, which is expressed in terms of Green's functions. The steps of the procedure are as follows. At each time step, the system is assumed to be linear and the nonlinear components of \( M_{\text{HD}} \) are accounted for by means of pseudo forces. Basically, the nonlinear terms are moved to the right-hand side of the equations of motion and the resulting implicit equations are solved in an iterative manner. In order to deal with the distributed nonlinear loads (the dynamic pressure and the axial compression), these are approximated by piecewise constant functions of the spatial coordinate. The steps of the procedure are presented in detail below.

**Green's functions**  Three frequency domain Green's functions are presented first, neglecting all nonlinearities in the problem statement. These Green's functions, computed for the system and loads shown in Fig. 4.3, represent the response of the system to (i) the force \( F_{\text{GF}} \delta(t) \) applied at the edge of the plate, (ii) the moment \( M_{\text{GF}} \delta(t) \) applied at the edge of the plate, (iii) a uniformly distributed vertical force \( P_{\text{GF}} \delta(t) \) applied to a segment of the plate. The segment has a width of \( 2\Delta x \) and is centered around \( x_\alpha \):

\[ x_\alpha = 2\Delta x (\alpha + 1/2) \]  

(4.8)

where \( \alpha \) identifies the location of the segment. The frequency domain response of the system to all three loads is captured in a single fluid potential \( \tilde{\phi}_\alpha(x,z,\omega) \). The final form of the potential was derived in Ch. 3 and is shown below. The complete derivation can be found in App. A. Starting from Eq. (A.42), substituting \( l = 0 \) and using the fact that \( \alpha \leq -1 \), the expression for \( \tilde{\phi}_\alpha \) simplifies to:

\[ \tilde{\phi}_\alpha(x,z,\omega) = \begin{cases} \tilde{\phi}_\alpha^{(p)}(x,z,\omega) + \tilde{\phi}_\alpha^{(c)}(x,z,\omega) & \forall x \in (-\infty, 0] \cap z \in [-H, 0] \\ \tilde{\phi}_\alpha^{(+)}(x,z,\omega) & \forall x \in (0, \infty) \cap z \in [-H, 0] \end{cases} \]  

(4.9)

where the superscripts have been renamed for clarity. The waves excited by the distributed force \( P_{\text{GF}}^{(-)} \delta(t) \) are captured in \( \tilde{\phi}_\alpha^{(p)} \). These waves are transmitted and reflected by the inhomogeneity at \( x = 0 \), resulting in a second set of waves that propagate horizontally away from \( x = 0 \). In addition, a third set of waves are generated by the contact
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Figure 4.3: The problem definition for $\phi_\alpha(x, z, \omega)$ on which the three Green's functions of the system are based.

loads $F_{GF}(t)$ and $M_{GF}(t)$ that also propagate away from $x = 0$. The waves of the second and third set that propagate towards $-\infty$ are captured in $\tilde{\phi}_\alpha^{(-)}$ while those propagating towards $+\infty$ are captured in $\tilde{\phi}_\alpha^{(+)}$. As the response in the open-water region, $x \in (0, \infty)$, is not needed for the analyses performed in this chapter, the expression of $\tilde{\phi}_\alpha^{(+)}$ is not presented here but can be found in App. A, see Eq. (A.43a).

The expressions for the two remaining potentials are given next, starting with $\tilde{\phi}_\alpha^{(p)}$. The final form is presented below. For the complete derivation, see the equations leading to Eq. (A.40).

$$\tilde{\phi}_\alpha^{(p)}(x, z, \omega) = -\frac{P_{GF}^{(-)}}{\rho w g} \sum_{n=0}^{N_k+2} \gamma_n \bar{Q}_n^{-1} \bar{I}_{\alpha,n}(x) \bar{Z}_n(z)$$  (4.10)

where the minus superscript of $P_{GF}^{(-)} = P_{GF}$ indicates that the distributed vertical force acts on the ice-covered region, the overbar differentiates terms related to the ice-covered region from those related to the open water region and the infinite summation was truncated at $N_k + 2$. The solution is a superposition of the modes of the ice-covered region. The shape of these modes is defined by the vertical wavenumbers $\bar{k}_n$ of the system. The wavenumbers are given by the roots of $\bar{k} \bar{D}(\bar{k}) = 0$, where $\bar{D}(\bar{k}) = 0$ is the dispersion relation of the ice-covered region:

$$\bar{D}(\bar{k}) = \delta \bar{k}^4 + 1 - a(\gamma + \lambda^{-1}(k))$$  (4.11)

where $k$ is the wavenumber, $a = \omega^2 / g$, $\omega$ is frequency, $\gamma = \frac{h \rho_i}{\rho_w}$, $\delta = D_l / (\rho_w g)$ and $\lambda(k) = k \tanh(kH)$. The roots are collected in the set $\bar{k}_n$ which is defined as follows:

- $\bar{k}_0 = 0$,

- $\bar{k}_1$: the complex root in the first quadrant of $\bar{D}(\bar{k}) = 0$,

- $\bar{k}_2$: the complex root in the second quadrant of $\bar{D}(\bar{k}) = 0$, 

• $\bar{k}_3$: the negative real root of $\mathcal{D}(k) = 0$,

• $\bar{k}_n \; \forall \; n \geq 4$: the positive imaginary roots of $\mathcal{D}(k) = 0$ in ascending order.

$\bar{Q}_n$ and $\gamma_n$ in Eq. (4.10) are given by:

$$\gamma_n = \begin{cases} 1/2, & \text{if } n = 0 \\ 1, & \text{if } n > 0 \end{cases} \quad (4.12)$$

$$\bar{Q}_n = \mathcal{D}_n(2\bar{\lambda}_n + H(\bar{k}_n^2 - \bar{\lambda}_n^2)) + 4\delta \bar{k}_n^4 \bar{\lambda}_n + a \left(1 + \frac{H(\bar{k}_n^2 - \bar{\lambda}_n^2)}{\bar{\lambda}_n} \right) \quad (4.13)$$

where $\mathcal{D}_n = \mathcal{D}(\bar{k}_n)$ and $\bar{\lambda}_n = \lambda(\bar{k}_n) = Z'(\bar{k}_n, 0) = \bar{k}_n \tanh(\bar{k}_n H)$. The depth eigenfunction $Z(k, z)$ is given by:

$$Z(k, z) = \frac{\cosh(k(z + H))}{\cosh(kH)} \quad (4.14)$$

The $x$-dependency of $\bar{\phi}_\alpha$ is captured in $\bar{I}_{\alpha,n}(x)$:

$$\bar{I}_{\alpha,n}(x) = \text{sgn}(x - x_\alpha^+) e^{i\bar{k}_n|x - x_\alpha^+|} - \text{sgn}(x - x_\alpha^-) e^{i\bar{k}_n|x - x_\alpha^-|} \quad (4.15)$$

where $x_\alpha^+ = x_\alpha + \Delta_x$, $x_\alpha^- = x_\alpha - \Delta_x$ and $i = \sqrt{-1}$.

Continuing with the second potential, the final form of $\bar{\phi}_\alpha^{(-)}(x, z, \omega)$ is presented below. For the full derivation, see the equations leading to Eq. (A.43b).

$$\bar{\phi}_\alpha^{(-)}(x, z, \omega) = \sum_{n=1}^{N_k+2} \bar{a}_{\alpha,n} e^{-i\bar{k}_n x} \bar{Z}_n(z) \quad (4.16)$$

The amplitudes $\bar{a}_{\alpha,n}$ are obtained by solving a set of $N_k + 2$ equations defined below. The set was established through the eigenfunction matching procedure performed in App. A.3. The first two equations assure that the linearized version of the boundary conditions for the plate in Eq. (4.6) are satisfied. The remaining set of $N_k$ equations assure that the fluid’s pressure and displacements are continuous for $x = 0 \cap z \in (-H, 0)$:

$$\sum_{n=1}^{N_k+2} \bar{a}_{\alpha,n} \bar{k}_n \bar{\lambda}_n = -\frac{M_{GF}}{D_i} + \frac{P^{(-)}_{GF}}{\rho w g} \sum_{n=1}^{N_k+2} \bar{Q}_n^{-1} \bar{k}_n \bar{I}_{\alpha,n}(0) \bar{\lambda}_n \quad (4.17a)$$

$$\sum_{n=1}^{N_k+2} \bar{a}_{\alpha,n} \bar{k}_n \bar{\lambda}_n = \frac{F_{GF}}{iD_i} - \frac{P^{(-)}_{GF}}{\rho w g} \sum_{n=1}^{N_k+2} \bar{Q}_n^{-1} \bar{k}_n \bar{I}_{\alpha,n}(0) \bar{\lambda}_n \quad (4.17b)$$

$$\sum_{n=1}^{N_k+2} \bar{a}_{\alpha,n} \frac{\bar{\lambda}_n - \lambda_j}{\bar{k}_n - k_j} = -\frac{P^{(-)}_{GF}}{\rho w g} \sum_{n=1}^{N_k+2} \bar{Q}_n^{-1} \left(\bar{k}_n \bar{I}_{\alpha,n}(0) - k_j \bar{I}_{\alpha,n}(0)\right) \frac{\bar{\lambda}_n - \lambda_j}{\bar{k}_n^2 - k_j^2} \quad \forall \; j = 1 \ldots N_k \quad (4.17c)$$

where the summations start at $n = 1$ because $\bar{k}_0$ does not contribute to the response at $x = 0$, which also means that $\gamma_n = 1$. $\lambda_j = \lambda(k_j)$ and $k_j$ is the set of roots of the dispersion relation of the open water region:

$$\mathcal{D}(k) = a - \lambda(k) = 0 \quad (4.18)$$

which is defined as:
• $k_1$: the negative real pole of $\mathcal{D}(k) = 0$,

• $k_j \forall j \geq 2$: the positive imaginary roots of $\mathcal{D}(k) = 0$ in ascending order.

**Discretization of the distributed nonlinear forces**  Two distributed nonlinear forces act on the ice, see Eq. (4.4), namely the axial compression and the dynamic pressure $p_{NLHD}$ (the second term on the right-hand side of Eq. (4.3)). The axial compression is present $\forall x \in (-\infty, 0]$ while $p_{NLHD}$ is present $\forall x \in (-\infty, \infty)$. It is assumed that $p_{NLHD}$ can be ignored in the open water region and, consequently, the distributed nonlinear forces are only present in $x \in (-\infty, 0]$. This assumption is validated in Sec. 4.4.2. These loads are discretized as sketched in Fig. 4.4. The magnitude of these nonlinear loads decreases with the distance from the contact point ($x = 0$). Therefore, only a finite length segment of the ice adjacent to the contact is discretized. The truncation is done at

![Figure 4.4: The distributed nonlinear loads, depicted with the solid curve, are approximated using a piecewise constant function. Note that $\forall x > 0$ the dynamic pressure is not accounted for.](image)

$L_{BEM} = c_1 l_{br,s} \mid c_1 \geq 1$, where $l_{br,s}$ is the static breaking length of the plate that corresponds to the used contact model. $l_{br,s}$ is derived in App. C and is given by:

$$l_{br,s} = \sqrt{2l} \tan \left( \frac{\sqrt{2l}}{\sqrt{2l} - h \tan(\alpha)} \right) \quad (4.19)$$

where $l = \sqrt{D_i/(\rho_w g)}$. The resulting line segment of length $L_{BEM}$ is discretized into $N_{BEM}$ elements, each with a width of $2\Delta x = L_{BEM}/N_{BEM}$, see Fig. 4.4. Within each element a constant, time-dependent distributed force $P\alpha(t)$ applies. The elements are indexed with $\alpha = -N_{BEM}.. -1$ and are centered around $x_\alpha$, defined in Eq. (4.8). This discretization assures that each element $\alpha$ corresponds with the excitation of the Green’s function $\tilde{\phi}_\alpha$ by the vertical distributed force $P_{GF}\delta(t)$. How each element’s $P_\alpha(t)$ is calculated is explained after the time-integration scheme has been introduced.

**Time-integration** In order to perform the time-integration numerically, time is discretized using a constant time step $\Delta t$. Within each time step, the loads acting on the system, i.e. the pseudo-forces, are assumed to vary linearly with time. All the nonlinear loads are thus approximated as piecewise linear functions of time, see Fig. 4.5. A state-dependent load $F(t, q(t))$ that depends on the state $q(t)$ (displacement, velocity, etc.) is
thus approximated as:

\[
F(t, q(t)) \approx \sum_{\hat{n}=1}^{N_{\text{time}}} \hat{F}_{\hat{n}}(t, q_{\hat{n}}) = \sum_{\hat{n}=1}^{N_{\text{time}}} \left( \mathcal{H}(t - t_{\hat{n}-1}) - \mathcal{H}(t - t_{\hat{n}}) \right) \left( \frac{F_{\hat{n}}(q_{\hat{n}}) - F_{\hat{n}-1}(q_{\hat{n}-1})}{\Delta t} \right) (t - t_{\hat{n}-1}) + F_{\hat{n}-1}(q_{\hat{n}-1}) \tag{4.20}
\]

where \( \mathcal{H}(t) \) is the Heaviside function, \( N_{\text{time}} = T_{\text{sim}}/\Delta t \) is the total number of time steps with \( T_{\text{sim}} \) being the simulation time, \( t_{\hat{n}} = \Delta t \hat{n} \) and all \( \hat{n} \)-subscripts indicate evaluations at \( t_{\hat{n}} \). The loading applied within time step \( \hat{n} \), \( \hat{F}_{\hat{n}}(t, q_{\hat{n}}) \), is now decomposed into two parts, one proportional to \( F_{\hat{n}-1}(q_{\hat{n}-1}) \) and one proportional to \( F_{\hat{n}}(q_{\hat{n}}) \), see Fig. 4.6:

\[
\hat{F}_{\hat{n}}(t, q_{\hat{n}}) = F_{\hat{n}-1}(q_{\hat{n}-1}) \hat{L}_{\hat{n}}(t) + F_{\hat{n}}(q_{\hat{n}}) \hat{R}_{\hat{n}}(t) \tag{4.21}
\]

where \( \hat{L}_{\hat{n}}(t) \) and \( \hat{R}_{\hat{n}}(t) \) are given by:

\[
\hat{L}_{\hat{n}}(t) = \mathcal{H}(t - t_{\hat{n}-1}) - \mathcal{H}(t - t_{\hat{n}}) F_{\hat{n}-1} \left( 1 - \frac{t - t_{\hat{n}-1}}{\Delta t} \right) \tag{4.22a}
\]

\[
\hat{R}_{\hat{n}}(t) = \mathcal{H}(t - t_{\hat{n}-1}) - \mathcal{H}(t - t_{\hat{n}}) F_{\hat{n}} \frac{t - t_{\hat{n}-1}}{\Delta t} \tag{4.22b}
\]
The state \( q(t) \) at \( t = t_\hat{n} \) due to the loading applied within a single time step \( \hat{F}_\hat{n}(t, q_\hat{n}) \) is thus computed as:

\[
q_\hat{n} = F_{\hat{n}-1}(q_{\hat{n}-1})L_{\hat{n}}|_{\hat{n}=0} + F_\hat{n}(q_\hat{n})R_{\hat{n}}|_{\hat{n}=0} \tag{4.23}
\]

where \( L_{\hat{n}} \) and \( R_{\hat{n}} \) are given by the following inverse Fourier transforms (IFT):

\[
L_n = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{G}(\omega) \tilde{L}(\omega) e^{i\omega \Delta t_n} d\omega \tag{4.24a}
\]

\[
R_n = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{G}(\omega) \tilde{R}(\omega) e^{i\omega \Delta t_n} d\omega \tag{4.24b}
\]

and where \( \tilde{G}(\omega) \) is the frequency domain Green's function corresponding to the state \( q(t) \) and the load \( F(t, q(t)) \), and \( \tilde{L}(\omega) \) and \( \tilde{R}(\omega) \) are given by:

\[
\tilde{L}(\omega) = \frac{1}{\omega^2 \Delta t} \left( e^{i\omega \Delta t} (1 - i\omega \Delta t) - 1 \right) \tag{4.25a}
\]

\[
\tilde{R}(\omega) = \frac{1}{\omega^2 \Delta t} \left( 1 + i\omega \Delta t - e^{i\omega \Delta t} \right) \tag{4.25b}
\]

The inverse Fourier transforms in Eqs. (4.24) are evaluated numerically using a quadratic, nested, adaptive integration scheme. The scheme observes a global error criterion that assures the time domain error of \( L_n \) and \( R_n \) is below a specified tolerances for all \( t \in [0, T_{\text{sim}}] \). A detailed description of the scheme can be found in App. B.

Eq. (4.23) only accounts for the response to the loading that was applied during the current time step. The state \( q_n \) that is the response at \( t = t_n = \Delta t n \) due to the load \( F(t, q(t)) \) that has acted on the system for all \( t \in [0, t_n] \) is then approximated as:

\[
q_n \approx \sum_{\hat{n}=1}^{n} F_{\hat{n}-1}(q_{\hat{n}-1})L_{\hat{n}-\hat{n}} + F_\hat{n}(q_\hat{n})R_{\hat{n}-\hat{n}} \tag{4.26}
\]

This implicit equation is solved at each time step and can be viewed as a discretized convolution integral. The iterative scheme used will be explained next, but first Eq. (4.26) is optimized to improve the computational speed and then generalized so it can account for more state components and more pseudo forces.

Eq. (4.26) sums over two terms due to the decomposition visualized in Fig. 4.6. This sum can be rewritten to improve the computation speed. Consider the response at the second time step, \( n = 2 \):

\[
q_2 \approx \left( F_{\hat{n}-1}(q_{\hat{n}-1})L_{\hat{n}-\hat{n}} + F_{\hat{n}}(q_{\hat{n}})R_{\hat{n}-\hat{n}} \right)|_{\hat{n}=1} + \left( F_{\hat{n}-1}(q_{\hat{n}-1})L_{\hat{n}-\hat{n}} + F_{\hat{n}}(q_{\hat{n}})R_{\hat{n}-\hat{n}} \right)|_{\hat{n}=2}
\]

\[
= \left( F_0(q_0)L_1 + F_1(q_1)R_1 \right) + \left( F_1(q_1)L_0 + F_2(q_2)R_0 \right) \tag{4.27}
\]

Collecting all the loading proportional to \( F_0, F_1 \) and \( F_2 \) gives:

\[
q_2 \approx F_0(q_0)L_1 + F_1(q_1)(R_1 + L_0) + F_2(q_2)R_0 \tag{4.28}
\]

Since causality dictates that the response comes after the load, \( L_{-1} = 0 \). By adding this term to Eq. (4.28):

\[
q_2 \approx F_0(q_0)L_1 + F_1(q_1)(R_1 + L_0) + F_2(q_2)(R_0 + L_{-1}) \tag{4.29}
\]
it can be rewritten into the following generalized form:

\[ q_n \approx F_0(q_0)\mathcal{L}_{n-1} + \sum_{\hat{n}=1}^{n} F_{\hat{n}}(q_{\hat{n}})\mathcal{T}_{n-\hat{n}} \tag{4.30} \]

where \( \mathcal{T}_n \) is defined as (using Eqs. (4.24)):

\[ \mathcal{T}_n = \mathcal{R}_n + \mathcal{L}_{n-1} = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{G}(\omega) \tilde{T}(\omega)e^{i\omega\Delta t} d\omega \tag{4.31} \]

and with \( \tilde{T} \) defined as:

\[ \tilde{T} = \frac{2}{\omega^2} \Delta t \left( 1 - i\sin(\omega\Delta t) \right) \tag{4.32} \]

The advantage of Eq. (4.30) over Eq. (4.26) is that the addition has been removed, thereby improving the computational speed. Moreover, if no loading is present at \( t = 0 \), the IFT related to \( \mathcal{L} \) does not have to be computed, which further improves the speed.

Eq. (4.30) only accounts for a single pseudo-force and, therefore, only a single nonlinear load \( F(t, q(t)) \), while the scheme has to be able to account for multiple nonlinear loads. Likewise, only a single state-component \( q(t) \) was considered while multiple are needed. Now, let \( q(t) \) be the state-vector of length \( N_q \) that contains all the required state-components, the value of each state-component is then obtained by superimposing the contributions of all pseudo-forces:

\[ q_n \approx \sum_{i=1}^{N_F} F_{0}^{(i)}(q_0)\mathcal{L}_{n-1}^{(i)} + \sum_{\hat{n}=1}^{n} \sum_{i=1}^{N_F} F_{\hat{n}}^{(i)}(q_{\hat{n}})\mathcal{T}_{n-\hat{n}}^{(i)} \tag{4.33} \]

where \( i \) is the identifier of the pseudo-forces, \( N_F \) is the total number of pseudo-forces, \( \mathcal{L}_{n}^{(i)} \) and \( \mathcal{T}_{n}^{(i)} \) are based on Eq. (4.24) and Eq. (4.31) but now using the set of \( N_q \) Green’s functions \( \tilde{G}_i(\omega) \) that contain the frequency domain response of each state-component in \( q_n \) excited by the \( i \)th pseudo-force.

In order to advance to the next time step, Eq. (4.33) is solved for \( q_n \). In agreement with the pseudo-force approach, this is done using an iterative scheme. The scheme is defined by the following recursive relation that starts at \( j = 0 \):

\[ q_n^{[j+1]} \approx q_n^{[0]} + \sum_{i=1}^{N_F} F_{0}^{(i)}(q_0)\mathcal{T}_{0}^{(i)} \tag{4.34} \]

where the state-vector \( q_n^{[0]} \) contains the response at \( t_n \) due to the loading at all previous time steps:

\[ q_n^{[0]} = \sum_{i=1}^{N_F} F_{0}^{(i)}(q_0)\mathcal{L}_{n-1}^{(i)} + \sum_{\hat{n}=1}^{n-1} \sum_{i=1}^{N_F} F_{\hat{n}}^{(i)}(q_{\hat{n}})\mathcal{T}_{n-\hat{n}}^{(i)} \tag{4.35} \]

The rate of convergence of this iterative scheme is \( \mathcal{T}_0^{(i)} \), see App. D. Iterations continue until the specified tolerances are met for all entries of the state-vector \( q_n \). The scheme converges in two to five iterations depending on the tolerances used. No convergence problems were encountered while computing the results of this thesis.
Applying the time-integration scheme  The time-integration scheme is now used to calculate the time domain response of $M_{\text{HD}}$ as defined in Sec. 4.1.1.

For $M_{\text{HD}}$ the set of pseudo-forces $F^{(i)}(t, q(t))$ contains a total of $N_F = N_{\text{BEM}} + 2$ forces:

$$F^{(i)}(t) = P_a(t) = -\rho_w \frac{2}{2} \left( \left( \frac{\partial \phi^{(-i)}}{\partial x} \right)^2 + \left( \frac{\partial \phi^{(-i)}}{\partial z} \right)^2 \right) + F_{\text{ct},x} \frac{\partial^2 w^{(-i)}}{\partial x^2}$$

\[ \forall \ i = 1 \ldots N_{\text{BEM}} \]

$$F^{(N_{\text{BEM}} + 1)}(t) = F_{\text{ct},x}\big|_{x=0} - \left( F_{\text{ct},x} \dot{w} \right)\big|_{x=0} \quad (4.36a)$$

$$F^{(N_{\text{BEM}} + 2)}(t) = M_{\text{ct}}\big|_{x=0} - \left( F_{\text{ct},x} w \right)\big|_{x=0} \quad (4.36b)$$

where the superposition of the first $N_{\text{BEM}}$ pseudo-forces results in the piecewise approximation of the nonlinear distributed forces, see Fig. 4.4, and the last two pseudo-forces account for the state-dependent loading at the contact, see Eq. (4.6). Because the distributed forces vary within each element, a representative force must be used for each element. This is computed using the average response within the $i^{th}$ element, indicated with the superscript $(i)$.

The state-dependent pseudo-forces $F^{(a)}(t, q(t))$ depend on several state-component. These are collected in the state-vector $q(t)$ of length $N_q = 4 + 3N_{\text{BEM}}$:

$$q(t) = \begin{bmatrix} w, w', \dot{w}, w'', \frac{\partial \phi^{(-N_{\text{BEM}})}}{\partial x}, \ldots, \frac{\partial \phi^{(-1)}}{\partial x}, \frac{\partial \phi^{(-N_{\text{BEM}})}}{\partial z}, \ldots, \frac{\partial \phi^{(-1)}}{\partial z}, \frac{\partial^2 w^{(-N_{\text{BEM}})}}{\partial x^2}, \ldots, \frac{\partial^2 w^{(-1)}}{\partial x^2} \end{bmatrix}^T \quad (4.37)$$

where $w$, $w'$, $\dot{w}$, and $\ddot{w}$ are used to evaluate the pseudo-forces related to the contact loads, see Eqs. (4.36b) and (4.36c), and the average responses $\frac{\partial \phi^{(p)}}{\partial x}$, $\frac{\partial \phi^{(p)}}{\partial z}$, and $\frac{\partial^2 w^{(p)}}{\partial x^2}$ are needed to evaluate the $N_{\text{BEM}}$ pseudo-forces related to the discretized nonlinear distributed forces, Eq. (4.36a).

All derivatives in $q(t)$ are computed using finite differences of the corresponding (averaged) displacements. This is done because the IFT of the displacements converges significantly faster than the IFT of the derivatives. In particular, for the velocities a backward finite difference scheme is used. The order of the scheme starts at one and increases up to four as $t_n$ increases. For the slope $w'$ and for the curvature $w''$ a second order central difference scheme is used. Using finite differences to compute the derivatives increases the errors present in the displacements. Therefore, $L^{(i)}_n$ and $T^{(i)}_n$ need to be computed using strict tolerances and $\Delta t$ and $\Delta x$ need to be sufficiently small. Since all derivatives are computed using finite differences, these state-components no longer have to be computed using the convolution that is embedded in Eq. (4.34). Consequently, the following reduced state-vector of length $\hat{N}_\beta$ is introduced that excludes these state-components:

$$\dot{q}(t) = \begin{bmatrix} w, \frac{\partial \phi^{(-N_{\text{BEM}})}}{\partial x}, \ldots, \frac{\partial \phi^{(-1)}}{\partial x}, \frac{\partial \phi^{(-N_{\text{BEM}})}}{\partial z}, \ldots, \frac{\partial \phi^{(-1)}}{\partial z} \end{bmatrix}^T \quad (4.38)$$
The full state-vector $\mathbf{q}_n$ can then be computed from $\hat{\mathbf{q}}_n$ using the relevant finite difference relations. Eq. (4.34) is updated accordingly:

Starting at $j = 0$:

\begin{equation}
1. \mathbf{q}_n^{[j]} \approx \mathbf{D}(\hat{\mathbf{q}}_n^{[j]}, \hat{\mathbf{q}}_{n-1}^{[j]} \ldots \hat{\mathbf{q}}_{n-d}^{[j]})
\end{equation}

\begin{equation}
2. \hat{\mathbf{q}}_n^{[j+1]} \approx \hat{\mathbf{q}}_n^{[0]} + \sum_{i=1}^{N_F} F_n^{(i)}(\mathbf{q}_n^{[j]}) \mathcal{T}_0^{(i)}
\end{equation}

where the finite difference operator $\mathbf{D}$ computes $\mathbf{q}_n^{[j]}$ based on the current as well as the last $d$ reduced state-vectors. $d$ starts at 0 for $n = 1$ and increases up to 4 in order to have enough data points to evaluate the fourth order finite difference scheme used for computing the velocities.

For each state-component $q(t)$, the contribution of all pseudo-forces must be superimposed. This means that a total of $\hat{N}_\beta \times N_F$ frequency domain Green's functions are needed to relate all pseudo-forces in $F_n^{(i)}(t, \mathbf{q}(t))$ with all state-components in $\hat{\mathbf{q}}(t)$. These Green's functions are based on $\hat{\phi}_n$, given by Eq. (4.9):

\begin{equation}
\hat{\mathbf{G}}_i(\omega) = \begin{bmatrix} \hat{\phi}_{-i}(0,0,\omega), & \frac{\partial \hat{\phi}_{-i}^{(-N_{BEM})}(0,\omega)}{\partial x}, & \ldots & \frac{\partial \hat{\phi}_{-i}^{(-1)}(0,\omega)}{\partial x}, \\
\frac{\partial \hat{\phi}_{-i}^{(-N_{BEM})}(0,\omega)}{\partial z}, & \ldots & \frac{\partial \hat{\phi}_{-i}^{(-1)}(0,\omega)}{\partial z} \end{bmatrix} \quad \forall \; i = 1 \ldots N_F
\end{equation}

$\hat{\phi}_n(x,z,\omega)$ is a superposition of the response to three generalized forces: $P_{GF}$, $F_{GF}$ and $M_{GF}$. For each specific value of $i$, only one of these three forces is activated, according to the following definition:

- For $i = 1 \ldots N_{BEM}$, $P_{GF}^{(-)} = 1, F_{GF} = 0, M_{GF} = 0$
- For $i = N_{BEM} + 1$, $P_{GF}^{(-)} = 0, F_{GF} = 1, M_{GF} = 0$
- For $i = N_{BEM} + 2$, $P_{GF}^{(-)} = 0, F_{GF} = 0, M_{GF} = 1$

and the Green's function of the mean horizontal displacement of the fluid's surface within element $\beta = -\infty \ldots 0$ is computed using (see Eq. (A.55)):

\begin{equation}
\frac{\partial \hat{\phi}_{a}^{(b)}(0,\omega)}{\partial x} = \frac{1}{2\Delta_x} \int_{x_{\beta}}^{x_{\beta}^+} \frac{\partial \hat{\phi}_a(x,0,\omega)}{\partial x} \; dx
\end{equation}

\begin{equation}
= -\frac{P_{GF}^{(-)}}{\rho \omega g} \frac{1}{2\Delta_x} \sum_{n=0}^{N_k+2} \gamma_n \tilde{Q}_n \tilde{I}_{a,\alpha,n} \tilde{Z}_n(0) - \frac{i}{\Delta_x} \sum_{n=1}^{N_k+2} \tilde{a}_{a,n} \sin(k_n \Delta_x) e^{-ik_n x_{\beta}} \tilde{Z}_n(0)
\end{equation}

where $x_{\beta}^+ = x_{\beta} - \Delta_x$, $x_{\beta}^+ = x_{\beta} + \Delta_x$ and $\tilde{I}_{a,\alpha,n}^{(b)}$ is given by (see Eq. (A.57)):

\begin{equation}
\tilde{I}_{a,\beta,n}^{(b)} = \int_{x_{\beta}}^{x_{\beta}^+} \frac{\partial \tilde{I}_{a,\alpha,n}^{(b)}(x)}{\partial x} \; dx = \begin{cases} 2 \text{sgn}(\beta - \alpha)(1 - \cos(2\tilde{k}_n \Delta_x))e^{ik_n |x_{\beta} - x_{\beta}^+|}, & \text{if } \beta \neq \alpha \\
0, & \text{if } \beta = \alpha \end{cases}
\end{equation}
The Green’s function of the mean vertical displacement of both the ice and the fluid’s surface within element $\beta$ is computed using (see Eq. (A.62)):

$$\frac{\partial \tilde{\phi}_a^{(\beta)}(0, \omega)}{\partial z} = \frac{1}{2\Delta_x} \int_{x_{\beta}^x}^{x_{\beta}^+} \frac{\partial \tilde{\phi}_a(0, \omega)}{\partial z} \, dx$$

$$= -\frac{P^{(\gamma)}}{\rho_g 2\Delta_x} \sum_{n=0}^{N_k+2} \gamma_n \tilde{Q}_n^{-1} I_{a,\beta,n} \tilde{Z}_n'(0) + \frac{1}{\Delta_x} \sum_{n=1}^{N_k+2} \tilde{a}_{a,n} \frac{\sin(\tilde{k}_n \Delta_x)}{\tilde{k}_n \Delta_x} e^{-i\tilde{k}_n x_{\beta}} \tilde{Z}_n'(0)$$

where $I_{a,\beta,n}$ is given by (see Eq. (A.63)):

$$I_{a,\beta,n} = \int_{x_{\beta}^x}^{x_{\beta}^+} I_{a,n}(x) \, dx = -\frac{4}{\tilde{k}_n \Delta_x} \begin{cases} \sin(\Delta_x \tilde{k}_n) e^{i\Delta_x \tilde{k}_n}, & \text{if } \alpha = \beta \\ i \sin^2(\Delta_x \tilde{k}_n) e^{2i\Delta_x \tilde{k}_n |\alpha-\beta|}, & \text{if } \alpha \neq \beta \end{cases}$$

Employing the above-described procedure, the breaking length of the ice floe, which is a key output the chapter focuses upon, is computed using cubic spline interpolation of the axial stress of each element.

### 4.2. Validation

The validation of the time-integration scheme is addressed first, followed by a validation of $\mathcal{M}_{\text{HD}}$, the proposed hydrodynamic ISI model.

#### 4.2.1. Validation of the Time-Integration Scheme

In order to validate the time-integration scheme, the analytical time-domain solution of a floating plate obtained by Zhao and Dempsey [202] is chosen as a benchmark. They considered, in a 2D context, the response of an infinite ice floe floating on a finite depth fluid layer to the load $F(t) = \delta(x) \mathcal{H}(t)$. The ice floe is modeled as a Kirchhoff-Love plate, the fluid is described by the Laplace equation and its pressure on the ice by the linearized Bernoulli equation.

The approach presented in the current chapter was applied to the same model. The following set of parameters was used for this validation case: $h = 1$ m, $\rho_i = 925$ kg/m$^3$, $E = (10h)^4 \rho_w g / (h^3/12)$ Pa, $\nu = 0.3$, $\rho_w = 1025$ kg/m$^3$, $g = 9.81$ m/s$^2$, $H = 4l$ where $l = \sqrt{\bar{h}} = \sqrt{D/(\rho_w g)}$, $N_{\text{BEM}} = 40$, $2\Delta_x = 4l/N_{\text{BEM}}$, $\Delta_t = 10^{-3}$ s and $N_k = 500$. The value of all numerical parameters are based on extensive convergence studies.

Application of the procedure introduced in this chapter results in a single state-independent pseudo-force: $F^{(1)}(t) = \mathcal{H}(t)$. The state-vector $\mathbf{q}(t)$ contains the response of the plate as a function of $\tilde{x} = x/l$ with $l$ defined in Eq. (4.19), at the values shown in Fig. 4.7. The corresponding Green functions are approximated by taking $\tilde{\phi}_a^{(p)}$, given by Eq. (4.10), letting $\Delta_x$ approach zero and evaluating this function at the relevant values of $\tilde{x}$:

$$\tilde{G}(\tilde{x}, \omega) = \lim_{\Delta_x \to 0} \tilde{\phi}_a^{(p)}(\tilde{x}, 0, \omega)$$

where the evaluation at $\alpha = -1/2$ assures that the load is applied at $\tilde{x} = 0$.

Fig. 2.a of Zhao and Dempsey [202] has been reproduced in Fig. 4.7. This figure shows the time domain response of the plate at several locations and moments in time. The figure shows that the results of both approaches agree very well.
4.2. Validation

In order to validate $M_{HD}$, its predictions are compared with the experimental work done by Valanto [203]. In Valanto’s experimental campaign, the 2D interaction between level ice and a downward-sloping plate was studied for a range of ice velocities. The measurements of interest are the maximum horizontal contact force as a function of the ice velocity $F_{\text{max}}(V_{\text{ice}})$ and the breaking length as a function of the ice velocity $l_{\text{br}}(V_{\text{ice}})$.

In correspondence with the experiments, the following parameters were used in the numerical procedure (see also [204]): $h = 1/33.33$ m, $\rho_i = 916$ kg/m$^3$, $\rho_w = 1025$ kg/m$^3$, $g = 9.81$ m/s$^2$, $H = 1$ m, $E = 140 \times 10^6$ Pa, $\nu = 0.3$, $\sigma_c = 11 \times 10^3$ Pa, $\sigma_{\text{fl}} = 25 \times 10^3$ Pa, ice-steel friction coefficient $\xi = 0.1$ [–], width $b = 0.340$ m, $\theta = 15^\circ$ and $V_{\text{ice}} = [0,0.5]$ m/s. $N_{\text{BEM}} = 60$, $c_1 = 1.25$, $\Delta t = 5 \times 10^{-4}$ s and $N_k = 250$.

In the experimental setup of Valanto, the geometry of the icebreaker was accounted for while in the proposed model it is not. To mimic the structure’s presence, a semi-infinite problem is considered, see Fig. 4.8. This approach was also adopted by other researchers who used this case for validation [203, 204]. All equations presented in Sec. 4.1 remain valid with one exception. The set of $N_k$ equations Eq. (4.17c) that assures the continuity of the fluid’s displacement and pressure at $x = 0$ has to be replaced by the following set of equations:

$$\sum_{n=1}^{N_k+2} -a_{\alpha,n}k_n \frac{\lambda_n - \bar{\lambda}_j}{k_n - \bar{k}_j} = P_{\text{GF}} \sum_{n=1}^{N_k+2} \frac{Q_{\alpha}^{-1}k_{n}I_{\alpha,n}(0)}{k_n^2 - \bar{k}_j^2} \frac{\lambda_n - \bar{\lambda}_j}{k_n^2 - \bar{k}_j^2}$$

$$\forall \ j = 1 \ldots N_k$$

(4.47)

This set assures that the horizontal displacement of the fluid is zero at $x = 0 \cap z \in (-H,0)$.

**Breaking length** In Fig. 4.9, the breaking length as a function of ice velocity $l_{\text{br}}(V_{\text{ice}})$ as predicted by the semi-infinite version of the proposed ISI model is compared with the measurements by Valanto [203].
Overall, the predictions of $\mathcal{M}_{HD}$ agree well with the experimental data. At high velocities, $\mathcal{M}_{HD}$ predicts slightly smaller breaking lengths. A possible explanation for this discrepancy could be that during the experiments the ice slab, which was 334 to 340 mm wide, had two slits running alongside it, each with a width of 5-8 mm. As fluid can flow into these slits, their presence alleviates the build-up of fluid pressure under the ice. This phenomenon is discussed in Valanto [203]. Reducing the hydrodynamic pressure means that the ice experiences less resistance as it deflects downwards, thereby reducing the bending stresses generated. This, in turn, causes the ice to fail later during the interaction process, thereby increasing the breaking length.

At low velocities, $\mathcal{M}_{HD}$ predicts a velocity range wherein the ice fails statically. No experiments were done in this range and so this phenomenon cannot be validated. The transition from quasi-static to dynamic failure around 0.07 m/s in Fig. 4.9 is studied in detail in the next section.
4.3. Results

Maximum horizontal contact force  The maximum horizontal contact force $F_{\text{max}}(V_{\text{ice}})$ as a function of ice velocity predicted by the proposed model is compared against the experimental data by Valanto [203] in Fig. 4.10. At lower velocities, the $F_{\text{max}}$ predicted by the proposed model agrees well with the measured ones but as the ice velocity increases, the model increasingly underpredicts $F_{\text{max}}$. A possible explanation for this could be that the horizontal component of the fluid pressure due to the stationary flow around the hull is not accounted for in the proposed model.

Figure 4.10: $F_{\text{max}}$ for a range of ice velocities. The crosses show the experimental data. The values predicted by the proposed model are shown by the curve. The dotted line is the static $F_{\text{max}}$.

4.3. Results

In this section, the results based on the predictions of $M_{\text{HS}}$ and $M_{\text{HD}}$ are presented. The focus is first placed on assessing the relative importance of the various forces that act on the ice. Thereafter, the interdependence of the temporal development of the contact force and the dependence of the breaking length on the ice velocity $l_{\text{br}}$ is studied. Finally, the limitations of $M_{\text{HS}}$ are addressed.

The results presented in this section have been computed using the following set of full-scale parameters [205]: $h = 1 \text{ m}$, $\rho_i = 925 \text{ kg/m}^3$, $\rho_w = 1025 \text{ kg/m}^3$, $g = 9.81 \text{ m/s}^2$, $H = 100 \text{ m}$, $E = 5 \text{ GPa}$, $\nu = 0.3$, $\sigma_c = 600 \text{ kPa}$, $\sigma_{\text{fl}} = 500 \text{ kPa}$, ice-steel friction coefficient $\xi = 0.1 [-]$, hull angle $\theta = 45^\circ$ and $V_{\text{ice}} = [0,0.5] \text{ m/s}$. The value of all numerical parameters are based on extensive convergence studies and are: $N_{\text{BEM}} = 60$, $c_1 = 1.25$, $\Delta t = 10^{-3} \text{ s}$, $N_k = 250$.

4.3.1. Determining the factors of influence for ISI

In this model, there are a total of seven forces that affect the dynamic equilibrium of the ice floe. The terms representing these forces together form the equation of motion of the ice floe, Eq. (4.4), and are related to: the inertia of the ice floe, the rotational inertia of the ice floe, bending of the ice floe, axial compression, hydrostatic pressure $p_{\text{HS}}$, linear hydrodynamic pressure $p_{\text{HD}}$ and nonlinear hydrodynamic pressure $p_{\text{NLHD}}$.

In order to determine the relative importance of the above-mentioned forces, the contribution of each of the seven terms to the balance of forces is studied. This is done
by using the following measure:

\[
R_j = \frac{\int_0^{t_{\text{fail}}} \int_{-L_{\text{BEM}}}^{0} |p_j(x,0,t)| \, dx \, dt}{\sum_{i=1}^{7} \int_0^{t_{\text{fail}}} \int_{-L_{\text{BEM}}}^{0} |p_i(x,0,t)| \, dx \, dt}
\]  

(4.48)

where \(i\) and \(j\) imply indexing over the seven terms listed before. The absolute magnitude of each term is averaged in both space, for \(x \in [-L_{\text{BEM}}, 0]\), and in time, starting from \(t = 0\) until the ice fails in bending at \(t = t_{\text{fail}}\). This average contribution is then normalized, thereby characterizing the significance of each term relative to all the other terms. The left graph in Fig. 4.11 shows the relative importance \(R_j\) of each of the seven terms.

The pressure that the fluid exerts on the ice floe is described by three terms forming the right-hand side of Eq. (4.3). The hydrodynamic component of this pressure is given by two of these terms: \(p_{\text{HD}} = -\rho_w \ddot{\phi}\) and \(p_{\text{NLHD}} = -\rho_w \frac{1}{2} v^2\). The left graph in Fig. 4.11 shows that the relative importance of \(p_{\text{NLHD}}\) is about thousand times smaller than the relative importance of \(p_{\text{HD}}\). All of the hydrodynamic effects can thus be attributed to \(p_{\text{HD}}\). From this, it can be concluded that \(p_{\text{NLHD}}\) is not a factor of influence for ISI. Since \(p_{\text{NLHD}}\) incurs a significant calculation cost, it is ignored in the remainder of this thesis.

Of the four terms related to the internal forces in the ice floe, two have a marginal contribution, namely; the rotational inertia of the ice floe and the axial compression. The insignificance of rotational inertia was also found previously by Fox and Squire [206] when studying the transmission of surface waves into a semi-infinite ice sheet. These two terms are also ignored in the remainder of this chapter.

Based on these findings, it can be concluded that of the seven terms studied, only four terms are important for ISI. Listed in the order of importance, the factors of influence for ISI are thus: bending of the ice floe, the linear hydrodynamic pressure \(p_{\text{HD}}\), the
hydrostatic pressure \( p_{HS} \) and the inertia of the ice floe. This confirms the qualitative findings by Valanto [203].

### 4.3.2. Balance of Forces in the Ice Floe

Four factors of significant influence were identified in the previous subsection. It is still to understand, however, how these four terms form a balance of forces in the ice floe and how hydrodynamics affects the balance. The balance of forces is first studied by reexamining the relative importance in Fig. 4.11. Thereafter, the variation of the balance in space and time is studied.

**Balance of forces: averages.** The left graph in Fig. 4.11 was computed with \( M_{HD} \) while the graph on the right was computed with \( M_{HS} \) that was obtained by disabling \( p_{HD} \) and \( p_{NLHD} \). The dotted vertical lines indicate the transition velocity \( V_{s\rightarrow d} \). Interactions with an ice velocity \( V_{ice} < V_{s\rightarrow d} \) are classified as quasi-static while those with \( V_{ice} > V_{s\rightarrow d} \) are classified as dynamic. The transition velocity \( V_{s\rightarrow d} \) is studied in Sec. 4.3.3.

First, consider \( M_{HD} \) shown in the left graph. At the ice velocity \( V_{ice} = 0 \), the balance is mainly between bending and \( p_{HS} \). As \( V_{ice} \) increases, the importance of \( p_{HS} \) quickly reduces while the importance of \( p_{HD} \), i.e. the inertia of the fluid, increases. In the dynamic regime, the balance is mainly between \( p_{HD} \) and bending. Together they account for nearly the complete force balance. The inertia of the ice plays only a minor role, contributing 10% or less with its maximum contribution at high velocities.

Next, consider the predictions of \( M_{HS} \) shown on the right. Although the graph appears different, the trends are in fact similar. At low velocities, bending is again balanced by \( p_{HS} \) and at high velocities, it is again balanced by inertia. However, as the inertia of the fluid is not accounted for, bending is now balanced by the inertia of the ice floe. In addition, the transition from quasi-static to dynamic interaction occurs at a much higher velocity, \( V_{HD}^{s\rightarrow d} = 0.275 \text{ m/s} \) while \( V_{HS}^{s\rightarrow d} = 0.07 \text{ m/s} \). From this, it can be concluded that \( p_{HD} \) adds a significant amount of inertia to the ice.

**Balance of forces: temporal and spatial variation.** The balance of pressure is studied again but now as a function of space and time. In the previous subsection, two nonlinear terms, namely \( p_{NLHD} \) and axial compression, were found to be insignificant. The only remaining nonlinearity is the contact model, which is piecewise linear in time. Despite the presence of the latter nonlinearity, all four significant forces show to be almost perfectly proportional to the ice velocity. This property was also taken advantage of by Wang and Poh [204] with their Rapid Analysis Strategy.

The proportionality of the four significant forces to the ice velocity allows them to be visualized for a range of ice velocities in a single figure. This is done in Fig. 4.12, which shows the dependence of the normalized by the ice velocity forces on time. For each ice velocity, the graphs are valid until the time \( t_{fail} \) at which failure of the ice occurs. The relation between \( t_{fail} \) and the ice velocity is shown in Fig. 4.13.

The response of \( M_{HD} \) is shown in Fig. 4.12 on the left. Initially, the balance is between bending and inertia. The inertia of the fluid contributes significantly more, up to ten times as much as the inertia of the ice. This minor contribution of the ice’s inertia was
Figure 4.12: The four important factors that act on the ice floe at three locations, normalized by the ice velocity. A zero-line and the static bending pressure are included for reference with the dotted sloped lines. The vertical loosely dotted lines indicate the failure time $t_{\text{fail}}$ at the following ice velocities (from left to right): 0.5, 0.2, 0.1, 0.08, 0.07 and 0.06 m/s.

also observed by other authors [203, 207, 208]. $p_{HS}$ does not contribute during the transient phase of the interaction and is only relevant in the steady-state regime, in which the normalized forces increase quasi-linearly in time. It is interesting to note that the bending stresses have a local maximum in the transient interaction phase. The maximum is followed by a local minimum as the system transitions into the steady-state regime. Similarly, $p_{HD}$ also peaks during the transient interaction phase and then slowly decays
back to zero, indicating that the action $p_{\text{HD}}$ is of the added damping type. This was also observed by Zhao and Dempsey [202]. This effective damping is due to the energy being radiated in the form of flexural-gravity waves.

Comparing the graphs of $M_{\text{HS}}$ (the right part of Fig. 4.12) and $M_{\text{HD}}$ one can observe markedly different behavior. Although the graphs of $M_{\text{HS}}$ contain some noise introduced at the transient phase of the interaction, the trends are very clear. The transient phase of $M_{\text{HD}}$ lasts significantly longer and the bending stresses experienced during this phase are also much larger. Both effects imply that $p_{\text{HD}}$ adds a significant amount of inertia to the ice. The drop in the bending stress after the peak is also more abrupt for $M_{\text{HS}}$.

Lastly, two observations can be made from the times of failure $t_{\text{fail}}$ of both models shown in Fig. 4.13. Firstly, as $V_{\text{Ice}}$ increases, the duration of the interaction decreases, meaning that the role of the transient interaction phase becomes more and more significant as the ice velocity increases. This is in agreement with the trends seen in Fig. 4.11. Second, as the bending stresses generated during the transient interaction phase are much lower for $M_{\text{HS}}$, even at high ice velocities the ice fails statically.

### 4.3.3. The Relation Between Contact Force and Breaking Length

Understanding the relation between the temporal development of the contact force $F_{\text{ct}}(t)$ and velocity-dependence of the breaking length $l_{\text{br}}(V_{\text{Ice}})$ requires a thorough understanding of the evolution of the contact force and the interaction process. Because of this, a detailed study on the temporal development of the contact force is carried out first. Following this, the effect of hydrodynamics on the contact force $F_{\text{ct}}$ is studied. Lastly, $l_{\text{br}}(V_{\text{Ice}})$ is studied as well as how it is related to the contact force and how it is affected by hydrodynamics.

**The temporal development of the contact force.** A typical profile of the contact force $F_{\text{ct}}(t)$ is shown in Fig. 4.14. This figure shows two transitions, depicted by the dashed vertical lines. At these transitions, the contact model switches between its two modes.
In the crushing mode $M_{cr}$ the ice crushes at the contact with the floater and in the sliding mode $M_{sl}$ the ice slides along the hull of the floater without crushing:

$$F_{ct}(t) = \begin{cases} \sigma_c A_{ct}(t) & \text{when crushing (}M_{cr}\text{)} \\ \sigma_{ct}(t)A_{ct}^* & \text{when sliding (}M_{sl}\text{)} \end{cases}$$  \hspace{1cm} (4.49)$$

where $F_{ct}(t) = \sqrt{(F_{ct,x}(t))^2 + (F_{ct,z}(t))^2}$, $\sigma_c$ is the representative crushing strength of the ice, $A_{ct}(t)$ is the variable contact area between ice and floater in the crushing mode, $\sigma_{ct}(t)$ is the variable contact stress while sliding and $A_{ct}^*$ is the fixed contact area in sliding.

Figure 4.14: An illustration of how the contact force $F_{ct}$, depicted with the solid curve, develops during a typical interaction. The work done by the contact force is shown by the dashed curve. Both signals are normalized. The contact force based on a static equilibrium is depicted with the dotted diagonal line. The dashed vertical lines delimit the two modes of the contact model.

Figure 4.15: The speed at which the ice penetrates into the structure $V_{pen}(t)$ during a typical interaction. The steady-state penetration speed $V_{pen}(\infty)$ and a zero line are included for reference. The dashed vertical lines delimit the two modes of the contact model.

At the start of the interaction, the contact area is very small which means that even a
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relatively small contact force causes crushing of the ice. During the transient interaction phase \( t \in [0, t_{c-s}] \), a large amount of work has to be performed to align the ice’s tip-velocity with the structure’s hull. This work is performed by the contact force during this transient phase and results in a peak in the force prior to \( t_{c-s} \) (see Fig. 4.14). Therefore, most of this work transfers to the kinetic energy in both ice floe and fluid. Starting from \( t_{c-s} \), the floe’s edge velocity has aligned itself with the structure and the required work drops. Consequently, the contact force drops as well. After this moment in time, most of the work done by the contact force is used to increase the potential energy of the ice and fluid, namely by increasing the curvature of the ice floe (bending) and by increasing the hydrostatic draft of the ice floe.

The alignment of the floe’s edge velocity with the structure is illustrated in Fig. 4.15. This figure shows the normal to the structure component \( V_\perp(t) \) of the velocity of the edge of the ice floe. The interaction begins with \( V_\perp(t) \) that is dictated by the initial conditions: \( V_\perp(0) = V_{\text{ice}} \sin(\theta) \). Immediately after, \( V_\perp(t) \) experiences a rapid drop and reaches zero at \( t_{c-s} \) as can be seen in Fig. 4.14. At this moment, the contact force starts to decrease and, consequently, the contact model experiences transition into the sliding mode \( M_{\text{sl}} \). While in this mode, the contact area remains constant at \( A_{\text{ct}}^* = A_{\text{ct}}(t_{c-s}) \) and the contact stress \( \sigma_{\text{ct}}(t) \) becomes variable: \( \sigma_{\text{ct}}(t) \in [0, \sigma_c) \). \( \sigma_{\text{ct}}(t) \) is ideally computed using Lagrangian Multipliers but this approach gave numerical issues. To avoid these, a very stiff contact spring was used to approximate a rigid contact. This finite stiffness results in \( V_\perp(t) \) becoming slightly negative just after \( t_{c-s} \).

The contact model remains in \( M_{\text{sl}} \) until \( \sigma_{\text{ct}}(t) = \sigma_c \). This happens at \( t_{s-c} \) and results in a second transient stage. After this, the ice transitions into the steady-state regime. It is important to note that \( V_\perp(t) \) converges to a constant value rather than to zero. This is because the contact force has to continue to grow in order to balance with the increasing bending and hydrostatic forces, as shown in Fig. 4.14.

Hydrodynamic influence on the contact force. Fig. 4.16 shows a comparison between the contact force \( F_{\text{ct}} \) predicted by \( M_{\text{HS}} \) and \( M_{\text{HD}} \). On the left, \( F_{\text{ct}}(t) \) of both models is shown and on the right \( V_\perp(t) \).

Both graphs show that hydrodynamics greatly increases the resistance provided by the water against the bending of the ice floe. Analyzing the contact force shown in Fig. 4.16 on the left, this is apparent in two ways. Firstly, the force peak during the transient interaction phase is greatly increased by hydrodynamics, which is indicative of increased inertia. Second, the ensuing transition to the steady-state equilibrium is much slower for \( M_{\text{HD}} \), which is indicative of increased damping. Both effects can also be observed in Figs. 4.11 and 4.12.

Looking at \( V_\perp(t) \) on the right in the same figure, similar conclusions can be drawn. \( V_\perp \) of \( M_{\text{HS}} \) overshoots the static equilibrium and predicts sliding (\( M_{\text{sl}} \) regime) for \( t \in [0.18, 0.57] \) s. \( V_\perp \) of \( M_{\text{HD}} \) changes much slower, again indicative of increased inertia and never enters \( M_{\text{sl}} \). Within \( M_{\text{HD}} \), \( V_\perp \) does overshoot \( V_\perp(\infty) \) but does so only a little. This is similar to a system with significant, but less than critical, damping. This is in stark contrast to \( M_{\text{HS}} \) that exhibits a lightly damped response.

To conclude, hydrodynamics adds a significant amount of resistance to the ice floe in the form of added mass and damping. This increases the contact force during the
transient interaction phase and results in a highly damped behavior of the ice floe.

**The relation between breaking length and contact force.** Next, the breaking length as a function of ice velocity $l_{br}(V_{\text{ice}})$ is analyzed in order to understand its relationship with the temporal development of the contact force $F_{ct}(t)$ studied previously. Special attention is again given to the effect of hydrodynamics on this relation. $l_{br}(V_{\text{ice}})$ is shown in Fig. 4.17 for both $M_{\text{HD}}$ and $M_{\text{HS}}$.

![Figure 4.17: $l_{br}(V_{\text{ice}})$ as predicted by both models. $l_{br,s} = l_{br}(0)$ was computed using Eq. (4.19). The dotted vertical lines indicate $V_{s \rightarrow d}$ of each model.](image)

Fig. 4.17 reveals three interesting features. Firstly, it is clear that for both models $l_{br}(V_{\text{ice}})$ behaves distinctly different at lower and higher ice velocities. The transition between the two regimes occurs at the transition velocity $V_{s \rightarrow d}$, indicated in Fig. 4.17 for each model with the vertical dotted line. Second, the figure shows that $V_{s \rightarrow d}^{\text{HD}}$ is much smaller than $V_{s \rightarrow d}^{\text{HS}}$. Lastly, the breaking length of both models changes very abruptly at velocities close to the transition velocity $V_{s \rightarrow d}$. These three features are explained next.
Firstly, in order to understand the existence of the two regimes, consider that the initial peaks in the contact forces of both models, as seen in Fig. 4.16 on the left, are caused by the initial impact between ice and structure. The magnitude of both peaks scales with the ice velocity \( V_{\text{ice}} \). Therefore, it makes sense for a certain ice velocity \( V_{\text{s}\rightarrow d} \) to exist, above which the impact is so strong that the ice fails during the transient interaction phase, i.e. for \( t_{\text{fail}} < t_{c\rightarrow s} \). These interactions, for which \( V_{\text{ice}} > V_{\text{s}\rightarrow d} \), are classified as dynamic. The magnitude of the peak in the contact force continues to grow as \( V_{\text{ice}} \) increases, which causes the ice to fail earlier and closer to the contact point. This can be observed in Figs. 4.13 and 4.17 for both models.

Alternatively, if the impact is not strong enough, the ice will survive the peak force that occurs during the transient stage of the interaction (\( t < t_{c\rightarrow s} \) in Fig. 4.14). This occurs if \( V_{\text{ice}} < V_{\text{s}\rightarrow d} \). In this regime, the ice will fail with a breaking length that is approximately equal to the static breaking length \( l_{\text{br,s}} \).

Second, it is important to note that \( V^{\text{HD}}_{\text{s}\rightarrow d} \) is much lower than \( V^{\text{HS}}_{\text{s}\rightarrow d} \). The left graph in Fig. 4.16 shows that the initial peak in the contact force of \( M_{\text{HD}} \) is significantly larger than the same peak of \( M_{\text{HS}} \) for any given ice velocity due to the inertia of the fluid. Consequently, \( M_{\text{HD}} \) predicts dynamic failure of the ice at much lower ice velocities.

Lastly, the breaking length of both models changes abruptly at ice velocities close to the transition velocity \( V_{\text{s}\rightarrow d} \), i.e. while transitioning from the quasi-static to the dynamic regime. This behavior will first be explained for \( M_{\text{HS}} \). Fig. 4.14, which corresponds to \( M_{\text{HS}} \), and the left graph of Fig. 4.16 both show that, for \( t \in [t_{c\rightarrow s}, t_{s\rightarrow c}] \), the contact force is lower than during the transient interaction phase (\( t \in [0, t_{c\rightarrow s}] \)). The reduction of the contact force during this relaxation period results in a similar drop in the axial stress due to bending (the contribution of the axial compression in Eq. (4.7) is negligible), see Fig. 4.18. During the relaxation period, the ice cannot fail as the maximum bending moment in the ice is lower than experienced previously. Consequently, if the ice survives the transient interaction phase, the duration of the interaction will increase by approximately the duration of the relaxation period. This behavior can be observed in Fig. 4.13 as a
jump in the failure time $t_{\text{fail}}$ around $V^{HS}_{s=d}$. Fig. 4.18 shows that after the relaxation period the stresses in the ice are very close to their steady-state values. Because of this, the ice will fail with a breaking length that is very close to the static one. Therefore, whether the ice survives the transient interaction phase has a drastic effect on the breaking length of $\mathcal{M}_{HS}$. This behavior is also reflected in Fig. 4.17 as the breaking length decreases abruptly by about four meters at $V^{HS}_{s=d}$.

![Figure 4.19: The axial stress of $\mathcal{M}_{HD}$ normalized by the flexural yield stress $\sigma_f$ as a function of time at four locations. For this figure $V_{\text{ice}} = 0.05$ m/s. The vertical dotted lines indicate the failure time $t_{\text{fail}}$ at the following ice velocities (from left to right): 0.5, 0.2, 0.1, 0.08, 0.07, 0.06 and 0.05 m/s.](image)

The abrupt behavior of the breaking length at ice velocities close to $V^{HD}_{s=d}$ is analyzed next. Fig. 4.19 shows that the stresses predicted by $\mathcal{M}_{HD}$ always increase in time. However, between approximately 0.5 and 1.5 seconds, the stresses grow at a very slow pace. This corresponds to the period wherein $0 < V_{\perp}(t) < V_{\perp}(\infty)$ in Fig. 4.16 on the right. The reduced growth rate of the contact force makes it easier for the ice to survive this quasi-relaxation period. This is reflected in Fig. 4.13 by the rapid reduction failure time around $V_{s=d}$ and in Fig. 4.17 by the rapid decrease of the breaking length after $V_{s=d}$. Note that, since the axial stress is always increasing, there is no jump in the failure time of $\mathcal{M}_{HD}$, i.e. it is a smooth function.

### 4.3.4. LIMITATION OF THE HYDROSTATIC MODEL

Based on the above discussion, it is clear that the results of $\mathcal{M}_{HD}$ and $\mathcal{M}_{HS}$ start to differ, both qualitatively and quantitatively, when $V_{\text{ice}} \approx V^{HD}_{s=d}$. The difference remains significant for all higher ice velocities. The two main characteristics of ice-slope interaction, namely $l_{\text{br}}(V_{\text{ice}})$ and $F_{\text{max}}(V_{\text{ice}})$, as predicted by both models, are compared in order to assess the validity range of $\mathcal{M}_{HS}$.

First, $\mathcal{M}_{HS}$ starts to predict the breaking lengths wrongly at $V_{\text{ice}} \approx 0.6V^{HD}_{s=d}$, see Fig. 4.17. With the parameter set used, $V^{HD}_{s=d}$ is approximately 0.0725 m/s and so $\mathcal{M}_{HS}$ correctly predicts the breaking length up to approximately 0.05 m/s. For interactions with a higher ice velocity, the relative error in the predicted breaking length can be as much as 100%. Second, $F_{\text{max}}(V_{\text{ice}})$ of both models is compared in Fig. 4.20. The predictions of both models again start to deviate around $0.6V^{HD}_{s=d}$ with the relative error increasing up
4.4. SENSITIVITY STUDY

The sensitivity of the results to changes in the parameter set is studied next. The focus is mainly on how the transition velocity $V_{s \rightarrow d}$ is affected by these changes as the applicability of $\mathcal{M}_{HS}$ is directly linked to $V_{s \rightarrow d}$. The parameters that have a large variance are the ice thickness $h$, Young's modulus $E$, flexural strength $\sigma_{fl}$, crushing strength, $\sigma_c$, the water depth $H$ and the hull angle $\theta$. The effect of the semi-infinite model in Fig. 4.8 is also studied. Lastly, the sensitivity of the model to the number of modes $N_{\text{modes}}$ is studied.

The default values for the transition velocity $V_{s \rightarrow d}$ are: $V_{\text{HD}}^{s \rightarrow d} = 0.0725 \text{ m/s}$ and $V_{\text{HS}}^{s \rightarrow d} = 0.275 \text{ m/s}$.

4.4.1. VARIATIONS IN PHYSICAL PARAMETERS

Ice thickness. Halving $h$ to 0.5 m causes $\mathcal{M}_{HS}$ to be in the sliding mode $M_{sl}$ for a total of 0.2 s (compared to 0.45 s for $\mathcal{M}_{HS}$) and reduces $V_{\text{HD}}^{s \rightarrow d}$ to 0.065 m/s. Doubling $h$ to 2 m increases $V_{\text{HD}}^{s \rightarrow d}$ to 0.08 m/s.

Young's modulus. $V_{s \rightarrow d}$ is relatively sensitive to changes in $E$. Halving $E$ to $2.5 \times 10^9$ Pa increases $V_{\text{HD}}^{s \rightarrow d}$ to 0.11 m/s and $V_{\text{HS}}^{s \rightarrow d}$ to 0.38 m/s. When $E$ is doubled to $10^{10}$ Pa, $V_{s \rightarrow d}$ decreases considerably for both models, to 0.045 m/s and 0.19 m/s respectively.

Flexural strength. $\sigma_{fl}$ has a strong effect on $V_{s \rightarrow d}$. When halved to $2.5 \times 10^5$ Pa, $V_{\text{HD}}^{s \rightarrow d}$ lowers to roughly 0.03 m/s and $V_{\text{HS}}^{s \rightarrow d}$ to 0.135 m/s. Doubling $\sigma_{fl}$ to $10^6$ Pa has the opposite effect, increasing the $V_{\text{HD}}^{s \rightarrow d}$ to about 0.145 m/s and $V_{\text{HS}}^{s \rightarrow d}$ to more than 0.5 m/s.

Figure 4.20: $F_{\text{max}}(V_{\text{ice}})$ of both models. The static force is included for reference as is depicted with the dotted horizontal line.
Crushing strength. When $\sigma_c$ is doubled to $1.2 \times 10^6$ Pa, $\mathcal{M}_{\text{HS}}$ is in the sliding mode $M_{\text{sl}}$ for a total of 0.45 s, compared to 0.55 s for $\mathcal{M}_{\text{HS}}$. The overall contact force increases while the overall interaction quickens. Halving $\sigma_c$ has the opposite effect. It appears that both effects cancel each other out as neither the breaking length nor $V_{s-d}$ is significantly affected by changes in $\sigma_c$.

Water depth. The influence of $H$ is negligible. Values as low as 30 m and as high as 200 m were tested but these did not affect the breaking length, nor $V_{\text{HD}}$.

Hull angle. $\theta$ affects $V_{\perp}(0) = V_{\text{ice}} \sin(\theta)$ as well as the ratio between the horizontal and vertical contact forces. Increasing $\theta$ to 60° lowers $V_{s-d}^{\text{HD}}$ to 0.045 m/s and $V_{s-d}^{\text{HS}}$ to 0.16 m/s. The contribution of the axial compression to the dynamic equilibrium of the ice sheet studied in Sec. 4.3.1 is not significantly affected by the steeper hull angle. Lowering $\theta$ to 30° increases $V_{s-d}^{\text{HD}}$ to 0.12 m/s and $V_{s-d}^{\text{HS}}$ to 0.46 m/s and causes $\mathcal{M}_{\text{HD}}$ to enter the sliding mode $M_{\text{sl}}$ for a total of 0.3 s compared to 0.55 s for $\mathcal{M}_{\text{HS}}$.

4.4.2. Variations in Numerical Parameters and in Modeling Assumptions

Number of modes. The Green’s functions in Sec. 4.1.2 used to describe the response of $\mathcal{M}_{\text{HD}}$ in the ice-covered region are a superposition of the infinite modes of the system. The infinite number of modes was truncated at $N_k$. The truncation introduces an error that manifests itself at $x = 0$ as a discontinuity in the displacements and pressure of the fluid along the entire water column. The discontinuity is largest just below the surface. The two regions merge as the number of modes increases.

$N_k$ is gradually lowered to study how it affects the ISI. While values of $N_k$ as low as ten have only minor effects on the $l_{\text{br}}(V_{\text{ice}})$ and $F_{\text{max}}(V_{\text{ice}})$, such a low number of modes causes very large discontinuities in the displacements and pressure of the fluid along the interface at $x = 0$.

Modeling the structure. Next, the effect of reducing the infinite problem shown in Fig. 4.1 to the semi-infinite problem shown in Fig. 4.8 is studied. This change has only a minor effect, reducing $V_{s-d}^{\text{HD}}$ from 0.0725 m/s to 0.05 m/s. The average breaking length is lowered by approximately 7%. The effect on the maximum horizontal contact force is just as minor. This result is somewhat different from the findings of Sawamura et al. [209] who found that semi- versus infinite does have a fairly significant effect. However, their model was based on FEM.

4.5. Discussion

4.5.1. Stochastic Nature of the Breaking Length
When analyzing the breaking length it is common to present it as a deterministic value, similar to Fig. 4.17. However, even the deterministic models used in this chapter underline the stochastic nature of the breaking length.

Thus far in this chapter, the breaking length has been defined as the $x$-coordinate at which the axial stress in the cross-section of the ice plate first exceeds the flexural
strength $\sigma_{fl}$ of the ice. However, this definition does not account for the fact that at $t_{\text{fail}}$, which is the moment the ice fails, a large segment of the ice is very close to failure. This was also noted by Valanto [203]. If in this segment a local defect is present, for instance, a lower ice thickness, the resulting stress-peak could cause the ice to fail at the location of the defect rather than at the location predicted by a homogeneous model. The sensitivity of the breaking length to such defects is shown in Fig. 4.21. The sensitivity is quantified using the axial stress, see Eq. (4.7), at $t_{\text{fail}}$ normalized by the flexural yield stress: $\sigma_{\text{norm}}(x) = |\sigma_{\text{max}}(x, t_{\text{fail}})/\sigma_{fl}|$.

![Figure 4.21: The sensitivity of $h_{br}(V_{\text{ice}})$ to defects for both models. The solid and dashed line indicate the location of the deterministic breaking lengths as previously shown in Fig. 4.17. Therefore, on these lines $\sigma_{\text{norm}}(h_{br}(V_{\text{ice}})) = 1$. The dark grey shading indicates the segment of the ice wherein $\sigma_{\text{norm}}(x) \geq 0.99$ and light gray $\sigma_{\text{norm}}(x) \geq 0.90$ for both models. The horizontal dotted line indicates the static breaking length $h_{br,s}$ computed with Eq. (4.19).](image)

Given that ice is very inhomogeneous material [205], spatial variations in the ice thickness $h$, Young’s modulus $E$ or flexural yield stress $\sigma_{fl}$ of several percentages are more than realistic. Fig. 4.21 shows that even such small variations can have a large effect on the breaking length. A spatial variation of 1% can change the breaking length by as much as 10% while a 10% variation can change the breaking length by as much as 30%. Fig. 4.21 thus shows that even a deterministic model underlines the stochastic nature of the breaking length. Therefore, presenting the breaking length as a deterministic property does not seem to be desirable.

4.5.2. SINGLE-VERSUS DUAL-MODE CONTACT MODEL

The contact model used in this chapter has two modes: a crushing mode $M_{cr}$ and a sliding mode $M_{sl}$. The sliding mode is triggered when $V_\perp$ becomes zero (see Fig. 4.15) at $t_{c \rightarrow s}$ (see Fig. 4.14) and assures that the ice slides along the structure without crushing.

However, it is not uncommon for ice-structure interaction models to use a single-mode contact model that only accounts for crushing. Such a model will work fine as long as $V_\perp > 0$. However, in this work, this assumption would not have been valid. Fig. 4.16 shows that $M_{\text{HS}}$ enters the sliding mode and certain parameters choices also cause $M_{\text{HD}}$ to enter the sliding mode, see Sec. 4.4.1. Therefore, a single-mode contact model would not suffice for the studies done in this chapter. If such a contact model were used,
it would affect $l_{br}(V_{\text{ice}})$ around $V_{s-d}$ and the contact force just after $t_{c-s}$. In general, when a single-mode contact model is used in an ISI model, the underlying assumption that $V_{\perp}$ is assumed to be larger than zero should be more explicitly mentioned and the validity of this assumption should be asserted throughout the study.

### 4.5.3. Effect of the Solution Method

To the author’s knowledge, only two other works have studied ISI in 2D using a numerical model that includes hydrodynamics: Valanto [203] and Wang and Poh [204]. The $l_{br}(V_{\text{ice}})$ as predicted by all three models is shown in Fig. 4.22. At high velocities, all three models predict comparable breaking lengths. At low velocities, the model introduced in this chapter predicts a quasi-static regime. The $l_{br}(V_{\text{ice}})$ predicted by Valanto [203] does not predict a quasi-static regime and Wang and Poh [204] did not do any calculations in this regime.

![Figure 4.22: $l_{br}(V_{\text{ice}})$ as predicted by all three models. The horizontal dotted line is the static breaking length computed with Eq. (4.19).](image)

It can be shown that by introducing a large amount of damping to $M_{\text{HS}}$, a $l_{br}(V_{\text{ice}})$ that is similar to the one predicted by Valanto [203] can be obtained (see Ch. 5.3). For such a model, $V_{\perp}(t) > V_{\perp}(\infty) \forall t \in [0, t_{\text{fail}}]$ and, consequently, in the course of ISI, $V_{\perp}(t)$ decreases monotonically to its steady-state value. This kind of behavior of $V_{\perp}$ can also be seen in Wang and Poh [204]. Therefore, it is likely that both other models predict a stronger hydrodynamic effect than the model introduced in this chapter.

This difference is likely caused by the different assumptions and solution method adopted by the models. Valanto [203] uses finite difference for the discretization of both the fluid and the ice and considers the steady-state velocity of the fluid around the structure. Wang and Poh [204] use FEM for the discretization, adopt a single-stage contact model, and do not include the steady-state velocity.

$M_{\text{HD}}$ thus differs in three ways from the two other two models. Firstly, the effect of a single stage contact model versus a two-stage contact model only affects the behavior near the transition velocity $V_{s-d}$, as explained in Sec. 4.5.2, and therefore cannot explain the different results. Second, the effect of the steady-state velocity of the fluid around the structure can be inferred by comparing Wang and Poh [204] and Valanto [203]. As
there is still a discrepancy between $\mathcal{M}_{\text{HD}}$ and Wang and Poh [204], this can only explain part of the difference in the results. The adopted solution method thus appears to be the most likely source of the discrepancy. However, as the available data is lacking and both models are not publicly available, a detailed study on the effect of the solution method is not possible.

### 4.6. Conclusions

In this chapter, the effects of hydrodynamics on ISI was studied. This study was done by comparing the results of a model that includes both hydrostatics and hydrodynamics, $\mathcal{M}_{\text{HD}}$, with one that includes only hydrostatics, $\mathcal{M}_{\text{HS}}$. The conclusions of this study are presented next.

**The factors of influence for ISI** Seven forces were accounted for in the dynamic equilibrium of the ice. The contribution of the rotational inertia, the axial compression and the nonlinear hydrodynamic pressure $p_{\text{NLHD}}$ to the dynamic equilibrium were found to be less than 1%. These three terms can thus be ignored without significantly affecting the results of an ISI model. Being able to ignore the axial compression and $p_{\text{NLHD}}$ greatly simplifies the modeling of ISI as it removes all sources of spatial nonlinearity. Note that only the nonlinear contribution of the axial compression to the dynamic equilibrium of the ice can be ignored. Its linear contribution to the axial stresses was not studied and so no conclusion can be drawn regarding this.

The remaining four terms are essential for an accurate description of ISI. These terms, listed in the order of importance, are: bending of the ice floe, the linear hydrodynamic pressure $p_{\text{HD}}$, hydrostatic pressure $p_{\text{HS}}$ and the inertia of the ice floe.

The effect of hydrodynamics on ISI is given by the combined effect of $p_{\text{HD}}$ and $p_{\text{NLHD}}$. The relative importance of these two terms had not been studied before. However, from this work, it can be concluded that the entirety of the hydrodynamic effect can be attributed to the linear hydrodynamic pressure $p_{\text{HD}}$.

**The relation between the contact force and the breaking length.** A detailed study on the relation between the velocity-dependency of the breaking length $l_{\text{br}}(V_{\text{ice}})$ and the temporal development of the contact force revealed two interesting features.

Firstly, $l_{\text{br}}(V_{\text{ice}})$ has two regimes that are separated by the transition velocity $V_{s\rightarrow d}$: a quasi-static regime when the ice velocity $V_{\text{ice}} < V_{s\rightarrow d}$ and a dynamic regime when $V_{\text{ice}} > V_{s\rightarrow d}$. In the dynamic regime, the ice fails during the transient interaction phase. The breaking length is significantly smaller than the static breaking length and decreases as the ice velocity increases. Alternatively, if the ice does not fail in the transient regime, it often reaches the steady-state regime and will fail with a breaking length that is close to the static breaking length.

Second, the transition velocity of $\mathcal{M}_{\text{HD}}$, $V_{s\rightarrow d}^{\text{HD}}$, is much lower than the transition velocity of $\mathcal{M}_{\text{HS}}$, 0.0725 m/s compared to 0.275 m/s. $V_{s\rightarrow d}^{\text{HD}}$ decreases as the Young’s modulus or hull angle is increased and increases as the flexural strength of the ice is increased. Other parameters such as the ice thickness, crushing strength and water depth have a negligible effect on the transition velocity.
The balance of forces. For interactions with $V_{\text{ice}} < V_{s\rightarrow d}$, bending is balanced by hydrostatics. For interactions with $V_{\text{ice}} > V_{s\rightarrow d}$ bending is balanced by the two inertia terms. The contribution of the inertia of the fluid is on average four to ten times bigger than that of the inertia of the ice.

The limitations of a hydrostatic model. The contact force and breaking length predicted by $M_{\text{HS}}$ start to diverge rapidly from those predicted by $M_{\text{HD}}$ for $V_{\text{ice}} > 0.6V_{s\rightarrow d}$. The error ranges from 30% to 100%. As such it is not recommended to use hydrostatic models for interactions with ice velocities above approximately 0.02 to 0.1 m/s, depending on the parameter being used.

The importance of wave radiation. Truncating the computation domain from infinite to semi-infinite had only minor effects on the breaking length and the contact force. This shows that the energy loss due to the radiation of surface waves in the open water region has only minor effects on ISI.

The stochastic nature of the breaking length. Lastly, when the ice fails, a relatively large segment of the ice is close to failure. Defects in the ice can amplify the stresses in this segment and can cause the ice to fail at the defect rather than at the expected location. This can easily cause the breaking length to vary by 10% to 30%.

The results of this chapter are used to create an effective fluid model for ISI in the next chapter.
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AN EFFECTIVE FLUID MODEL FOR ICE-SLOPE INTERACTION

In the previous chapter, it was shown that the predictions of the hydrostatic ice-slope interaction (ISI) model $M_{HS}$ start to deviate significantly from the predictions of the hydrodynamic ISI model $M_{HD}$ when the ice velocity $V_{\text{ice}} > 0.6V_{s-d}^{HD}$ (see Sec. 4.3.4), which evaluates to approximately 0.02 – 0.1 m/s depending on the parameters used (see Sec. 4.4.1). Moreover, implementing a hydrodynamic model is no trivial task (see, for example, Sec. 4.1.2)) which, in the author’s opinion, is the main reason for the prevalence of hydrostatic ISI models. These two observations are the motivation for this chapter in which an attempt is made to create a simple effective fluid model (EFM) that can capture the effects that hydrodynamics has on ISI as observed in Sec. 4.3.

The EFM is introduced in the next section and the optimization of its coefficients is done in section 5.2. Thereafter, the results are presented in Sec. 5.3, including a sensitivity study in Sec. 5.3.3. A discussion follows in Sec. 5.4 and lastly, the conclusion is given in Sec. 5.5.

5.1. DESCRIPTION OF THE EFFECTIVE FLUID MODEL

The results in Sec. 4.3, as well as findings of [210, 211], show that the effect of hydrodynamics on ISI is of the added mass and added damping type. For this reason, the EFM proposed in this chapter is based on a frequency-independent added mass and a frequency-independent added damping coefficient. By constructing the EFM in this manner, it is trivial to add it to an existing ice-slope interaction model that only accounts for hydrostatics. In this chapter, the EFM is added to $M_{HS}$. By augmenting $M_{HS}$ with this EFM, an ice-slope interaction model is obtained that includes all four essential components as identified in Sec. 4.3.1, namely bending, hydrodynamics, the inertia of the ice, and hydrostatics. The resulting effective ice-slope interaction model will be referred to as $M_{eHD}$. Based on its definition, the equation of motion of $M_{eHD}$ can be expressed
as:

\[
\rho_i h (1 + C_m) \ddot{w} + 2 \xi_d C_{\text{crit}} \dot{w} + D_i w''' + \rho_w g w = 0
\]  

(5.1)

where \(\rho_i\) is the density of the ice, \(h\) its thickness, \(w(x, t)\) its vertical displacement, \(D_i = E/(1 - \nu^2)h^3/12\) its bending stiffness, \(C_{\text{crit}} = \sqrt{\rho_i h \rho_w g}\), \(\rho_w\) the density of the fluid and \(g\) the gravitational constant. \(C_m\) and \(\xi_d\) are the unknown dimensionless added mass and added damping coefficients, where the latter is expressed in terms of critical damping, analogous to a damped harmonic oscillator. The optimal value of both coefficients is determined in the next section.

\(\mathcal{M}_{\text{eHD}}\) has two unknown coefficients, namely \(C_m\) and \(\xi_d\). To further improve the efficacy of the EFM, a dashpot is added at the boundary of the ice that is located at \(x = 0\). This dashpot could capture the radiation of energy into the open-water region through surface waves. However, the importance of wave radiation on the ice-slope interaction is unclear as in Sec. 4.4.2 it is concluded that radiation damping does not have a significant impact on the interaction while Sawamura et al. [212] found a 40% reduction in the displacements of the ice when disabling wave radiation. Despite lacking a clear physical substantiation for this dashpot, its addition does not significantly affect the computational efficiency of the EFM and is, therefore, an efficient way to improve its efficacy. Eqs. (5.2) are updated accordingly:

\[
D_i \frac{\partial^3 w(0, t)}{\partial x^3} + C_{bc} C_{\text{crit}} \dot{w}(0, t) = \left(F_{\text{ct},z}(t, w, \dot{w}, \ddot{w})\right)|_{x=0}
\]

(5.2a)

\[
D_i \frac{\partial^2 w(0, t)}{\partial x^2} = \left(M_{\text{ct}}(t, w, \dot{w}, \ddot{w})\right)|_{x=0}
\]

(5.2b)

where \(C_{bc}\) is the damping coefficient of the dashpot with dimensions \(m^2\). As the addition of the dashpot may not be desirable from a physical point of view, the optimization of the EFM’s coefficients will be done twice, once with \(C_{bc} = 0\) and once with \(C_{bc} \neq 0\).

### 5.2. Optimization

The optimal value of the coefficients of the EFM, \(C_m, \xi_d\) and \(C_{bc}\), are found through an optimization process. The goal of this process is to find the set of coefficients that results in the smallest discrepancy between the predictions of \(\mathcal{M}_{\text{eHD}}\) and the predictions of the hydrodynamic model \(\mathcal{M}_{\text{HD}}\) that was introduced in Sec. 4.1. The predictions that will be considered are the breaking length as a function of ice velocity \(l_{\text{br}}(V_{\text{ice}})\) and the maximum contact force that occurred during the interaction as a function of ice velocity \(F_{\text{max}}(V_{\text{ice}})\) as these are important aspects of ice-slope interaction. Based on these two predictions, the discrepancy is quantified using the error \(\epsilon\) that is defined as:

\[
\epsilon = \text{rms} \left( \frac{l_{\text{br}}(V_{\text{ice}}) - l_{\text{br}}^{\text{HD}}(V_{\text{ice}})}{l_{\text{br}}^{\text{HD}}(V_{\text{ice}})} \right) + \text{rms} \left( \frac{F_{\text{max}}(V_{\text{ice}}) - F_{\text{max}}^{\text{HD}}(V_{\text{ice}})}{F_{\text{max}}^{\text{HD}}(V_{\text{ice}})} \right)
\]

(5.3)

where the four terms with the HD superscript are the predictions of \(\mathcal{M}_{\text{HD}}\) and the remaining two terms are the predictions of \(\mathcal{M}_{\text{eHD}}\).

The following bounds are used for the parametric space wherein the optimal values are being sought: \(0 \leq C_m \leq 12\), \(0 \leq \xi_d \leq 4.5\) and \(0 \leq C_{bc} \leq 12 \times 10^{-6}\) \(m^2\). These bounds
were chosen to assure that the optimal set of coefficients falls within the search space. The volume is discretized using a step size of 2, 0.5 and $2 \times 10^{-6}$ m$^2$ respectively, resulting in 420 grid points. Spline interpolation is then used to interpolate between the grid points to find the set of two (or three) coefficients that leads to the smallest error $\epsilon$.

5.3. Results

The results are presented next. First, the effect of each coefficient on the predictions of $M_{eHD}$ is studied. Thereafter, the optimization is done for the set of default parameters of the system that is listed below. Noting that the optimal value of the coefficients will change depending on the physical parameter of the system used, the sensitivity of the coefficients to changes in these physical parameters is studied.

The results presented in this chapter have been computed using the same set of parameters as used in the previous chapter. This parameter set will be referred to as the default set of parameters. The set is repeated here for convenience:

\begin{itemize}
  \item $h = 1$ m,
  \item $\rho_i = 925$ kg/m$^3$,
  \item $\rho_w = 1025$ kg/m$^3$,
  \item $g = 9.81$ m/s$^2$,
  \item $H = 100$ m,
  \item $E = 5$ GPa,
  \item $\nu = 0.3$,
  \item $\sigma_c = 600$ kPa,
  \item $\sigma_{fl} = 500$ kPa,
  \item ice-steel friction coefficient 0.1 [-],
  \item hull angle $\theta = 45^\circ$,
  \item $V_{ice} = [0,0.5]$ m/s,
  \item $N_{BEM} = 60$,
  \item $c_1 = 1.25$,
  \item $\Delta t = 10^{-3}$ s
\end{itemize}

The numerical parameters were adaptively refined to assure convergence for all cases considered in this chapter.

5.3.1. The Effect of Each Coefficient on the Predictions

The effective fluid model has three coefficients. The effect of each coefficient on the predictions of $M_{eHD}$ is presented next.

**Effect of $C_m$** The effect of $C_m$ on the predictions of $M_{eHD}$ is shown in Fig. 5.1. The additional mass increases the magnitude of the peak in the contact force that occurs during the initial impact, as can be seen in the bottom graph. This increase in peak force is also reflected in the middle graph by an increase in $F_{max}(V_{ice})$ and causes the ice floe to fail dynamically at lower ice velocities, thereby reducing the transition velocity $V_{s\rightarrow d}$ that marks the transition from static to dynamic failure. This trend can be observed in the top graph which shows that as $C_m$ increases, $V_{s\rightarrow d}$ of $M_{eHD}$, $V_{s\rightarrow d}^{eHD}$, decreases and approaches that of the reference model $V_{s\rightarrow d}^{HD}$.

**Effect of $\xi_d$** The effect of $\xi_d$ on the predictions of $M_{eHD}$ is shown in Fig. 5.2. First, the bottom graph shows that increasing $\xi_d$ smoothens $F_{ct}(t)$, leading to a reduction in the duration and intensity of the relaxation period. This, in turn, has a smoothening effect on $F_{max}(V_{ice})$ and $l_{br}(V_{ice})$ when $V_{ice} \approx V_{s\rightarrow d}^{eHD}$, as is evident from the top and middle graph. Second, the added damping results in a slight increase in $F_{ct}(t)$, resulting in a slight increase in $F_{max}(V_{ice})$ and a shorter $l_{br}(V_{ice})$. These trends were also observed in Sec. 4.3.3.

**Effect of $C_{bc}$** The effect of $C_{bc}$ on the predictions of $M_{eHD}$ is shown in Fig. 5.3. The bottom graph shows that increasing $C_{bc}$ has a smoothing effect on $F_{ct}(t)$, similar to $\xi_d$. However, as the dashpot is only present at $x = 0$ whereas $\xi_d$ is present $\forall x \leq 0$, it has a strong effect on $F_{max}(V_{ice})$ and only a weak effect on $l_{br}(V_{ice})$. Its effects on $l_{br}(V_{ice})$ are
limited as the breakage of the ice is more driven by the distributed terms, i.e. $C_m$ and $\zeta_d$, as shown previously.
Figure 5.1: The effect of $C_m$ on the predictions of $M_{eHD}$. The bold curve is $M_{HD}$. The dashed curve shows $M_{eHD}(\xi_d = C_{bc} = C_m = 0) = M_{HS}$. All subsequent solid curves are evaluations at $C_m = \{2, 4, 6, 8, 10\}$ respectively. For the bottom graph $V_{Ice} = 0.04$ m/s.
Figure 5.2: The effect of $\xi_d$ on the predictions of $\mathcal{M}_{eHD}$. The bold curve is $\mathcal{M}_{HD}$. The dashed curve shows $\mathcal{M}_{eHD}(C_m = 6.26, \xi_d = C_{bc} = 0) \neq \mathcal{M}_{HS}$. All subsequent solid curves are evaluations at $\xi_d = \{1, 2, 3, 4\}$ respectively. For the bottom graph $V_{\text{ice}} = 0.04$ m/s.
5.3. Results

Figure 5.3: The effect of $C_{bc}$ on the predictions of $M_{eHD}$. The bold curve is $M_{HD}$. The dashed curve shows $M_{eHD}(C_m = 6.26, \xi_d = 1.06, C_{bc} = 0) \neq M_{HS}$. All subsequent solid curves are evaluations at $C_{bc} = (4, 8) \times 10^{-6}$ m$^2$ respectively. For the bottom graph $V_{ice} = 0.04$ m/s.
5.3.2. **Optimal Set of Coefficients**

Based on the optimization process described above the optimal sets of coefficients were determined. The optimal set with $C_{bc} = 0$ will be referred to as $P$ while the optimal one with $C_{bc} \neq 0$ will be referred to as $P^*$. The optimization was done for the default set of parameters, leading to the following optimal sets:

$$P_{\text{def}} = \{C_m = 2.83, \xi_d = 1.46, C_{bc} = 0 \text{ m}^2\}$$

and

$$P^*_{\text{def}} = \{C_m = 6.26, \xi_d = 1.06, C_{bc} = 4.85 \times 10^{-6} \text{ m}^2\}.$$  

The performance of $M_{\text{eHD}}(P_{\text{def}})$ and $M_{\text{eHD}}(P^*_{\text{def}})$ is shown in Fig. 5.4. The figure shows that the prediction of $M_{\text{eHD}}(P_{\text{def}})$ are significantly better than those of $M_{\text{HS}}$ and that the predictions of $M_{\text{eHD}}(P^*_{\text{def}})$ are slightly better still.

![Figure 5.4: The performance of $M_{\text{eHD}}(P_{\text{def}})$ and $M_{\text{eHD}}(P^*_{\text{def}})$](image)

**Figure 5.4:** The performance of $M_{\text{eHD}}(P_{\text{def}})$ and $M_{\text{eHD}}(P^*_{\text{def}})$. For the right graph $V_{\text{ice}} = 0.04 \text{ m/s}$.

5.3.3. **Sensitivity Analysis**

As the predictions of the reference model $M_{\text{HD}}$ depend on the physical parameters of the system, the optimal set of coefficients will be different depending on the set of physical parameters used. However, as having parameter-dependent coefficients is impractical, the option of using $M_{\text{eHD}}(P_{\text{def}})$ and $M_{\text{eHD}}(P^*_{\text{def}})$ independently of changes to the physical parameter is explored. Since these two sets become suboptimal when the physical parameters of the system are changed, the error $\epsilon$ of both models will increase. This increase in error is shown in Table 5.1. All parameters were set to their default values except for the parameter listed in the left column, which was set to the specified value.

Table 5.1 shows that the performance of $M_{\text{eHD}}(P_{\text{def}})$ is insensitive to change in Young’s modulus $E$, flexural strength $\sigma_\text{fl}$ and water depth $H$. Changes in the ice thickness $h$, crushing strength $\sigma_\text{cr}$ and hull angle $\theta$ result in a medium increase in error. Overall it can be concluded that $M_{\text{eHD}}(P_{\text{def}})$ is fairly insensitive to changes in the parameter set and is, therefore, quite robust.

Next, the performance of $M_{\text{eHD}}(P^*_{\text{def}})$ is also insensitive to changes in the water depth $H$, mildly sensitive to changes in ice thickness $h$, Young’s modulus $E$, hull angle $\theta$, and very sensitive to changes in flexural strength $\sigma_\text{fl}$, crushing strength $\sigma_\text{cr}$. It is also important to note that despite the larger relative increase in error, the error of $M_{\text{eHD}}(P^*_{\text{def}})$ is smaller than the error of $M_{\text{eHD}}(P_{\text{def}})$ for all cases considered.

In order to visualize what the increase in error mean in terms of deterioration of the
### 5.3. Results

#### Table 5.1: The increase in the error $\epsilon$ when using $P_{\text{def}}$ and $P^*_{\text{def}}$ independently of changes in the physical parameters of the system. The column with header 'Incr.' lists the increase in error relative to the error for the default set of parameters which is 0.24 and 0.12, respectively.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$P_{\text{def}}$</th>
<th>$P^*_{\text{def}}$</th>
<th>$P_{\text{def}}$</th>
<th>$P^*_{\text{def}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default</td>
<td>0.24 +0%</td>
<td>0.12 +0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$h = 0.5$ m</td>
<td>0.29 +21%</td>
<td>0.16 +33%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$h = 2.0$ m</td>
<td>0.22 -9%</td>
<td>0.11 -9%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E = 2.5$ GPa</td>
<td>0.25 +4%</td>
<td>0.14 +17%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E = 10$ GPa</td>
<td>0.24 +0%</td>
<td>0.13 +8%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{\text{fl}} = 250$ kPa</td>
<td>0.25 +4%</td>
<td>0.22 +83%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{\text{fl}} = 1$ MPa</td>
<td>0.25 +4%</td>
<td>0.16 +33%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{\text{cr}} = 300$ kPa</td>
<td>0.22 -9%</td>
<td>0.12 +0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{\text{cr}} = 1.2$ MPa</td>
<td>0.29 +21%</td>
<td>0.21 +75%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H = 50$ m</td>
<td>0.24 +0%</td>
<td>0.12 +0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H = 200$ m</td>
<td>0.25 +4%</td>
<td>0.12 +0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta = 30^\circ$</td>
<td>0.29 +21%</td>
<td>0.17 +42%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta = 60^\circ$</td>
<td>0.25 +4%</td>
<td>0.13 +8%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Figure 5.5: The performance of $M_{\text{eHD}}(P_{\text{def}})$ and $M^*_{\text{eHD}}(P_{\text{def}})$ when $\sigma_{\text{fl}}$ is changed to 250 kPa. For the right graph $V_{\text{ice}} = 0.04$ m/s.

Even though $M_{\text{eHD}}$ is a fairly robust model as shown by Table 5.1, there might be situations in which changing the parameters is desirable in order to minimize the error. As such, the optimization process was redone for each change in parameter, resulting in the sets of coefficients listed in Table 5.2. The table shows that when the optimization...
### Table 5.2: The sets of optimal coefficients for a range of system parameters and the resulting error.

<table>
<thead>
<tr>
<th></th>
<th>$\mathcal{P}$</th>
<th>$\mathcal{P}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C_m$ [-]</td>
<td>$\xi_d$ [-]</td>
</tr>
<tr>
<td>Default</td>
<td>2.83</td>
<td>1.46</td>
</tr>
<tr>
<td>$h = 0.5$ m</td>
<td>2.73</td>
<td>2.19</td>
</tr>
<tr>
<td>$h = 2.0$ m</td>
<td>2.83</td>
<td>0.96</td>
</tr>
<tr>
<td>$E = 2.5$ GPa</td>
<td>3.03</td>
<td>1.33</td>
</tr>
<tr>
<td>$E = 10$ GPa</td>
<td>2.73</td>
<td>1.60</td>
</tr>
<tr>
<td>$\sigma_{fl} = 250$ kPa</td>
<td>2.83</td>
<td>1.65</td>
</tr>
<tr>
<td>$\sigma_{fl} = 1$ MPa</td>
<td>4.55</td>
<td>1.10</td>
</tr>
<tr>
<td>$\sigma_{cr} = 300$ kPa</td>
<td>3.03</td>
<td>1.06</td>
</tr>
<tr>
<td>$\sigma_{cr} = 1.2$ Mpa</td>
<td>2.53</td>
<td>2.10</td>
</tr>
<tr>
<td>$H = 50$ m</td>
<td>2.83</td>
<td>1.46</td>
</tr>
<tr>
<td>$H = 200$ m</td>
<td>2.73</td>
<td>1.46</td>
</tr>
<tr>
<td>$\theta = 30^\circ$</td>
<td>3.33</td>
<td>1.87</td>
</tr>
<tr>
<td>$\theta = 60^\circ$</td>
<td>2.42</td>
<td>1.01</td>
</tr>
</tbody>
</table>

is redone when the physical parameters are changed, the error of both $M_{eHD}(\mathcal{P}_{def})$ and $M_{eHD}(\mathcal{P}^*_{def})$ remains of the same order of magnitude.

### 5.4. DISCUSSION

Two other studies have investigated using EFM in the context of the hydrodynamic response of elastic ice as mentioned in the introduction. It is interesting to compare those models with the EFM proposed in this paper.

First, the possibility of using a frequency-independent added mass coefficient for the dynamical uplift of level ice was investigated by Dempsey and Zhao [211, 213, 214]. All three studies concluded that this approach cannot reproduce the effects of hydrodynamics because the wave motion is fundamentally different when hydrodynamics is included. Although these studies do not consider ice-slope interaction, it is interesting to assess how the proposed EFM performs when only an added mass coefficient is used, i.e. when $\xi_d = C_{bc} = 0$. The optimal value of $C_m$ for the default set of parameters is 4.44 [-]. In the papers by Dempsey and Zhao papers, the main prediction that was studied was $F_{ct}(t)$. Fig. 5.6 shows that $F_{ct}(t)$ is also poorly predicted by the proposed EFM when $\xi_d = C_{bc} = 0$. From this, it can be concluded that added damping is an essential component of the EFM, a finding that is supported by the observations regarding the effects of hydrodynamics on ice-slope interaction.

Second, Lubbad *et al.* [215] studied using a frequency-independent added mass and damping coefficient for ice-slope interaction. However, the difference with the proposed EFM is that the added damping term was multiplied with the squared fluid velocity. They found that this damping term had a marginal influence on the response of the ice. There-
5.5. Conclusions

In this chapter, an effective fluid model was presented that can reproduce the effects that hydrodynamics has on ice-slope interaction. This fluid model can be added to existing ice-sloping interaction model that only includes hydrostatics with minimal effort. The resulting effective ice-slope interaction model is very simple but its predictions are significantly better than a hydrostatic model. The model is also fairly robust in that its prediction remain accurate even when the physical parameters of the system are changed. While the applicability of the proposed fluid model to a wider range of IFI problems remains to be investigated, the proposed approach is very promising.
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The goal of this thesis is to define how hydrodynamics affects the interaction between an elastic ice floe and a sloping structure. A literature review on ice-floater interaction (Ch. 2) has shown that the majority of numerical studies on this topic are performed with a hydrostatic model. Furthermore, the effects of hydrodynamics on ice-floater interaction are not fully understood and the adoption of hydrodynamics in numerical studies of ice-floater interaction is mainly held back by the challenges associated with implementation. An effective fluid model offers a solution to overcome such challenges. The secondary goal of this thesis is, therefore, to develop an effective fluid model which can capture the hydrodynamic effects during the interaction between ice and a sloping structure.

To achieve these goals three research questions were defined, each addressed in one of the chapters of this thesis. In Ch. 3, the question of how the surface-wave-based coupling between a floater and a nearby elastic ice floe affects the floater’s response has been addressed. In Ch. 4, the effect of hydrodynamics on ice-slope interaction has been investigated. Lastly, in Ch. 5, the development of an effective fluid model that can capture the effect of hydrodynamics on ice-slope interaction has been presented. The main conclusions related to each question are as follows.

The interaction between an ice floe and a floater through surface waves has been investigated in Ch. 3. The floater was modeled in 2D as a thin rigid body that floats on the surface of a fluid layer of finite depth. On one side of the floater, an ice floe was assumed, modeled as a semi-infinite Kirchhoff-Love plate. The floater in the presence of the ice floe was excited by a time-harmonic force and moment and the resulting motions of the floater were analyzed.

It has been found that below a specific onset frequency the propagating waves are almost fully transmitted into the ice floe and, consequently, the response of the floater remains unaffected by the presence of the ice. The onset frequency has been defined as the frequency at which the amplitude of the reflected propagating wave divided by the amplitude of the incoming propagating wave is less than one percent. This onset
frequency, which is independent of the properties of the floater, has a power-law dependence on the ice thickness. For one-meter thick ice, the onset frequency is about 0.4 rad/s and for two-meter-thick ice, it is about 0.3 rad/s. The onset frequency is insensitive to changes of the Young’s modulus in the range of 5 to 10 GPa and to changes in the water depth in the range of 50 to 1000 meters.

Above the onset frequency, it has been found that the waves reflected by the ice have a significant effect on the response of the floater. Frequency ranges exist wherein the length of the gap between the floater and the ice floe is divisible by the frequency-dependent wavelength of the propagating surface wave. When the vessel is excited with a load whose frequency falls in one of those frequency ranges, quasi-standing waves occur within the gap between ice floe and floater. Depending on the phasing between the reflected waves and the floater’s motions, resonance or anti-resonance can occur which can significantly amplify or reduce the floater’s motions when compared to the case when no ice is present, with changes in the amplitude of up to 20%. For the limit case where there is no gap between ice and floater, the amplitude of the floater can be amplified by 10% and its natural frequency increased by 20%.

In Ch. 4, the effect of hydrodynamics on the bending failure of an elastic ice floe due to the interaction with a downward-sloping floater has been addressed. A novel, semianalytical 2D ice-slope interaction model has been proposed that is based on the potential theory in conjunction with the nonlinear Bernoulli equation to describe the fluid pressure. The ice has been modeled as a semi-infinite Kirchhoff-Love plate. The predictions of the hydrodynamic model have been compared with those of a hydrostatic ice-slope interaction model, thereby obtaining a quantitative measure of the effect of hydrodynamics on the interaction.

It has been found that the contribution of the rotational inertia of the ice, axial compression and the nonlinear hydrodynamic pressure to the balance of forces within the ice is insignificant, with all three components contributing less than 1%. As the last two components are the source of spatial nonlinearity in the model, being able to ignore those in modeling the interaction is advantageous for numerical analysis. Bending of the ice floe (44 to 47%), linear hydrodynamic pressure (12 to 41%), hydrostatic pressure (42% to less than 1%) and the inertia of the ice floe (1 to 11%), are identified to be essential in modeling ice-slope interaction. The contribution of the fluid’s inertia was on average four to ten times that of the inertia of the ice. The study also has revealed that the effect of wave radiation on ice-slope interaction is minimal.

The relation between the temporal development of the contact force and the velocity-dependence of the breaking length has been studied. The study has revealed that the breaking length can fall into two regimes which are separated by a transition velocity. When the ice drift velocity is below the transition velocity, the ice fails during the initial impact with the sloping structure. Alternatively, when the ice velocity is above the transition velocity, the ice floe survives the impact and fails with a breaking length that is close to the static breaking length. The transition velocity of the hydrodynamic model employed in this thesis is much lower than the transition velocity of the hydrostatic model, 0.0725 m/s compared to 0.275 m/s, confirming that hydrostatic models have a limited range of applicability and should not be used for ice velocities exceeding 0.6 times the
transition velocity obtained with the hydrodynamic model. Outside this range, differences up to 100% exist for the predicted breaking length and maximum contact force.

The study in Ch. 4 has underlined the stochastic nature of the breaking length of the ice floe. When the floe fails, a relatively large segment of the floe is, in fact, close to failure. A defect in the ice can locally amplify the stresses, causing the ice to fail at the defect rather than at the location predicted by a model including homogeneous ice properties. As a consequence, the breaking length varies by 10% to 30% when defects are included.

The last chapter of this thesis, Ch. 5, has built on the knowledge gained in Ch. 4 by attempting to create a simple effective fluid model that captures the observed effects of hydrodynamics on ice-slope interaction. An effective fluid model has been proposed based on frequency-independent added mass and damping coefficients. When combined with a hydrostatic ice-slope interaction model, a complete ice-slope interaction model is obtained that contains all four essential components of the interaction as identified in Ch. 4. Two effective fluid models were considered, one with and one without an effective damper at the contact with the vessel.

The optimal value of the unknown added mass and damping coefficients have been found by minimizing the error of the predictions of the effective model compared to the predictions of the full hydrodynamic model that was used in Ch. 4. The error is defined as the root-mean-squared of the difference between the predictions of both models, normalized by the predictions of the hydrodynamic model. Here, the predicted velocity-dependent breaking length and the maximum contact force that occurred during the interaction have been considered. The error of the effective model including the damper is found to be 0.12 and the error of the model without the damper 0.24, compared to 0.91 for the hydrostatic model. The predictions of both models are, therefore, far more accurate than those of a hydrostatic model, when compared to the full hydrodynamic model.

The sensitivity of the two models’ predictions to changes in ice thickness, Young’s modulus, flexural yield strength, crushing strength, water depth, and hull angle has been studied. It has been found that the error for the model without the damper ranges between 0.22 and 0.29, whereas the error for the model with the damper ranges between 0.11 and 0.22. Overall, the model with the damper is the preferred model as it always performs better than the model without a damper.

The resulting effective ice-slope interaction model is trivial to implement when compared to a full hydrodynamic model while containing the important contributions of hydrodynamics to the interaction between ice and sloping structure. The model will allow for an increase in the adoption of hydrodynamics in numerical studies of ice-slope interaction.
Derivation of Green’s Functions

In this appendix, a set of Green’s functions $\tilde{\phi}_\alpha$ is derived that gives the response of a semi-infinite floating Kirchhoff-Love plate, located at $x \leq -l$, to the three types of loading shown in Fig. A.1: 1) the force $F_{GF} \delta(t)$ applied at the edge of the plate (where $\delta(t)$ is the Dirac delta function), 2) the moment $M_{GF} \delta(t)$ applied at the edge of the plate and 3) a uniformly distributed vertical force $P_{GF} \delta(t)$ of width $2\Delta_x$ that is centered around $x_\alpha$, which is defined as:

$$x_\alpha = \begin{cases} 
2\Delta_x(\alpha - 1/2), & \text{if } \alpha > 0 \\
2\Delta_x(\alpha + 1/2) - l, & \text{if } \alpha < 0
\end{cases} \quad (A.1)$$

$P_{GF} \delta(t)$ therefore acts on the surface of the ice-covered region if $\alpha < 0$ and on the surface of the open-water region if $\alpha > 0$. There is a gap of width $l$ that separates the two regions.

The inhomogeneous (not invariant in $x$) problem is solved in two steps. First, the two complimentary homogeneous (invariant in $x$) problems shown in Fig. A.2 are solved. These problems do not account for the edge force and edge moment and have a homogeneous surface: the problem on the left in Fig. A.2 is completely covered with ice and the problem on the right does not have any ice cover, i.e. open water. Solving these problems results in the Green’s function for the ice-covered water $\tilde{\phi}_\alpha^{(i,p)}$ and the open water Green’s function $\tilde{\phi}_\alpha^{(o,p)}$, where the subscript “$\alpha$” is related to the location of the distributed vertical force, the superscript “i” refers to the ice-covered region, the superscript “o” to the open water region and the superscript “p” indicates that these functions give the response to the distributed vertical force $P_{GF} \delta(t)$. $P_{GF}^{(-)}$ and $P_{GF}^{(+)}$, shown in Fig. A.2, are introduced to assures that $P_{GF} \delta(t)$ excites the correct region depending on the value of $\alpha$:

$$\begin{cases} 
P_{GF}^{(-)} = P_{GF}, & P_{GF}^{(+)} = 0, \quad \text{if } \alpha < 0 \\
P_{GF}^{(-)} = 0, & P_{GF}^{(+)} = P_{GF}, \quad \text{if } \alpha > 0
\end{cases} \quad (A.2)$$
Figure A.1: The problem definition for $\tilde{\phi}_\alpha$. The location of the vertical distributed force $P_G F \delta(t)$ depends on $\alpha$. If $\alpha > 0$ it acts on the fluid and if $\alpha < 0$ it acts on the ice.

During the second step the inhomogeneous problem shown in Fig. A.1 is solved. $\tilde{\phi}_\alpha^{(i,p)}$ is used to describe $x \leq -l$ and $\tilde{\phi}_\alpha^{(o,p)}$ is used for $x > -l$. This assumed solution satisfies all equations except those governing the interface between the two regions located at $x = -l$. Eigenfunction Matching is then used to obtain the final solution $\tilde{\phi}_\alpha$ that satisfies the appropriate interface conditions.

$\tilde{\phi}_\alpha^{(o,p)}$ is derived first in section A.1, followed by $\tilde{\phi}_\alpha^{(i,p)}$ in section A.2. Eigenfunction Matching is then used in section A.3 to obtain $\tilde{\phi}_\alpha$. Certain responses of $\tilde{\phi}_\alpha$ that are used in the main body of the thesis are derived in section A.4. Lastly, in section A.5 the numerical root finding schemes used in the first and second section are explained.

The following Fourier transform $\tilde{\mathcal{F}}$ and its inverse $\tilde{\mathcal{F}}^{-1}$ are used in this thesis. Transforming a time-dependent function $f(t)$ as an example:

$$\tilde{f}(\omega) = \tilde{\mathcal{F}}(f(t)) = \int_{-\infty}^{\infty} f(t) e^{-i\omega t} \, dt \quad (A.3a)$$

$$f(t) = \tilde{\mathcal{F}}^{-1}(\tilde{f}(\omega)) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{f}(\omega) e^{i\omega t} \, d\omega \quad (A.3b)$$

where $\omega$ is frequency, $t$ is time and $i$ is the imaginary unit. An equivalent transform is used for the transformation from the $x$-domain to the wavenumber- or $k$-domain. As all solutions are sought for in the frequency domain, all equations have already been transformed to this domain for brevity.

**A.1. Green’s Function for Open Water**

The open water Green’s function $\tilde{\phi}_\alpha^{(o,p)}(x, z, \omega)$ is derived first. This function gives the response of a fluid layer with depth $H$ to the distributed vertical force $P_{GF}^{(+)} \delta(t)$, see Fig. A.2 on the right.
A.1. Green’s Function for Open Water

The fluid is assumed to be incompressible, inviscid and irrotational, i.e. incompressible potential flow is assumed. This allows it to be described by the Laplace equation:

$$\nabla^2 \tilde{\phi}_\alpha^{(o,p)}(x, z, \omega) = 0 \quad \forall \ x \in (-\infty, \infty) \cap z \in (-H, 0) \quad (A.4)$$

where parentheses denote an open interval and brackets, in formulas to follow, a closed one. The displacement potential $\tilde{\phi}_\alpha^{(o,p)}(x, z, \omega)$ is defined by:

$$\tilde{u} = \nabla \phi$$

where $\tilde{u}$ contains the horizontal and vertical displacements of the fluid. A displacement potential (see for instance [139]) is used as it results in a clearer and more standard notation from a structural dynamics point of view.

The governing equation of the fluid must be accompanied by proper boundary conditions. At the lower boundary, $z = -H$, the condition prevents penetration of the fluid into the seabed:

$$\frac{\partial \tilde{\phi}_\alpha^{(o,p)}(x, -H, \omega)}{\partial z} = 0 \quad \forall \ x \in (-\infty, \infty) \quad (A.6)$$

At the upper boundary, $z = 0$, the fluid pressure $\tilde{p}(x, z, \omega)$ must balance with the external pressure:

$$\tilde{p}(x, 0, \omega) = \begin{cases} P_{GF}^{(+)}(t), & \forall \ x \in (x^-_\alpha, x^+_\alpha] \\ 0, & \text{otherwise} \end{cases} \quad (A.7)$$

where $x^-_\alpha = x_\alpha - \Delta x$, $x^+_\alpha = x_\alpha + \Delta x$, and transforming the uniformly distributed vertical force resulted in $\mathcal{F}\{P_{GF}^{(+)} \delta(t)\} = P_{GF}^{(+)}$. The fluid pressure is calculated according to the linearized Bernoulli equation for unsteady potential flow [140]:

$$\tilde{p}(x, z, \omega) = -\rho_w \left( -\omega^2 \tilde{\phi}_\alpha^{(o,p)} + g \left( \frac{\partial \tilde{\phi}_\alpha^{(o,p)}}{\partial z} + z \right) \right) \quad (A.8)$$
where $\rho_w$ is the fluid density and $g$ is the gravitational constant. The first term in Eq. (A.8) introduces linear hydrodynamic effects due to the inertia of the fluid and the second term is responsible for hydrostatic effects. The nonlinear term that accounts for the dynamic pressure was removed by the linearization.

### A.1.1. Solution in the $(k, z, \omega)$-Domain

The Laplace equation in Eq. (A.4) is transformed to the $k$-domain:

$$-k^2 \tilde{\phi}_a^{(o,p)} + \frac{\partial^2 \tilde{\phi}_a^{(o,p)}}{\partial z^2} = 0 \quad \forall \ z \in (-H, 0) \quad (A.9)$$

Solving this ordinary differential equation for $\tilde{\phi}_a^{(o,p)}$ gives:

$$\tilde{\phi}_a^{(o,p)}(k, z, \omega) = c_1 \cosh(kz) + c_2 \sinh(kz) \quad \forall \ z \in (-H, 0) \quad (A.10)$$

Substituting this expression into the boundary condition at the seabed, Eq. (A.6), gives:

$$c_2 = c_1 \tanh(kH) \quad (A.11)$$

Substituting this relation back into the expression of $\tilde{\phi}_a^{(o,p)}$, Eq. (A.10), and rewriting one can obtain:

$$\tilde{\phi}_a^{(o,p)}(k, z, \omega) = c_1 \cosh(k(z + H)) = c_1 Z(k, z) \quad (A.12)$$

To avoid numerical issues, the depth Eigenfunction $Z(k, z)$ is rewritten as:

$$Z(k, z) = \frac{\exp(k(z + H)) + \exp(-k(z + H))}{\exp(kH) + \exp(-kH)} \quad (A.13)$$

Substituting the expression for the fluid pressure, Eq. (A.8), into the surface boundary condition, Eq. (A.7), and transforming to the $(k, z, \omega)$-domain gives:

$$-\rho_w \left(-\omega^2 \tilde{\phi}_a^{(o,p)}(k, 0, \omega) + g \frac{\partial \tilde{\phi}_a^{(o,p)}(k, 0, \omega)}{\partial z} \right) = P^{(+)} e^{-ikx_a^+} - e^{-ikx_a^-} \quad (A.14)$$

Substituting the previously found expression for $\tilde{\phi}_a$, Eq. (A.12), and solving for the unknown amplitude $c_1$ gives:

$$c_1 = \frac{P^{(+)} G}{\rho_w g k} e^{-ikx_a^+} - e^{-ikx_a^-} \quad (A.15)$$

where $a = \omega^2 / g$ and $\lambda(k) = Z'(k, 0) = k\tanh(kH)$. Therefore, the final expression for $\tilde{\phi}_a^{(o,p)}$ in the $(k, z, \omega)$-domain is:

$$\tilde{\phi}_a^{(o,p)}(k, z, \omega) = \frac{P^{(+)} G}{\rho_w g k D(k)} e^{-ikx_a^+} - e^{-ikx_a^-} Z(k, z) \quad (A.16)$$

where $D(k) = 0$ is the dispersion relation of the open water region with $\mathcal{D}(k)$ defined as:

$$\mathcal{D}(k) = a - \lambda(k) \quad (A.17)$$
A.1.2. Solution in the \((x, z, \omega)\)-domain

Next, the expression in the \((k, z, \omega)\)-domain, Eq. (A.16) is transformed back to the \((x, z, \omega)\)-domain:

\[
\tilde{\Phi}_a^{(o,p)}(x, z, \omega) = \frac{i P_{GF}^{(+)}}{\rho \omega g} \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{1}{k} \frac{e^{ik(x-x_a^+)} - e^{ik(x-x_a^-)}}{D(k)} Z(k, z) \, dk
\]  

(A.18)

This integral is split into two integrals of the following generalized form:

\[
\tilde{\Phi}(x, z, \omega) = \frac{i P_{GF}^{(+)}}{\rho \omega g} \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{1}{k} \frac{e^{ik\tilde{x}} Z(k, z)}{D(k)} \, dk
\]  

(A.19)

The solution to the original problem can then be obtained as:

\[
\tilde{\Phi}_a^{(o,p)}(x, z, \omega) = \tilde{\Phi}(x - x_a^+, z, \omega) - \tilde{\Phi}(x - x_a^-, z, \omega)
\]  

(A.20)

In order to evaluate the general integral in Eq. (A.19), it is converted into a contour integral. The original integration range is a line (in the complex \(k\)-plane) ranging from \(-\infty\) to \(\infty\) along the real axis. In order to obtain a closed contour \(C\), a complex semi-circle with infinite radius is added to the original integration range. Using the residue theorem, the counter integral can then be represented as a summation over the residues of the integrand evaluated at the poles enclosed in the contour. Before starting with this procedure, the following definitions are made:

\[
\tilde{\Phi}(x, z, \omega) = \int_{-\infty}^{\infty} I(k) \, dk = \int_{-\infty}^{\infty} \frac{I_{\text{num}}(k)}{I_{\text{denom}}(k)} \, dk
\]  

(A.21)

The conversion to a contour integral can only be done if the integral evaluates to zero along the added semi-circle. This requires the integrand \(I(k)\) to converge to zero in the limit of \(|k| \to \infty\) along the semi-circle. Analyzing \(I(k)\) shows that the convergence depends only on the exponential term \(e^{ik\tilde{x}}\). The sign of \(\tilde{x}\) therefore dictates which half-plane has to be used:

\[
\lim_{k \to \infty} I(k) = 0 \rightarrow \begin{cases} 
C \text{ closes over UHP} & \text{if } \hat{x} > 0 \\
C \text{ closes over LHP} & \text{if } \hat{x} < 0
\end{cases}
\]  

(A.22)

where LHP and UHP mean the lower and upper half-plane. Even for the special case when \(\hat{x} = 0\), the integrand still converges to zero since it is proportional to \(k^{-2}\) in the limit of \(|k| \to \infty\). This means that the integrand converges unconditionally as long as the correct half-plane is used.

Since the integral converges to zero along the added segment, it can be added to the original integration range without changing the result of the integral. The resulting contour integral can then be evaluated using Cauchy’s integral formula (taking into account that all poles are simple):

\[
\oint_C I(k) \, dk = \begin{cases} 
2\pi i \sum_{\text{poles in UHP}} \text{Res} I(k_n), & \text{if } \hat{x} \geq 0 \\
-2\pi i \sum_{\text{poles in LHP}} \text{Res} I(k_n), & \text{if } \hat{x} < 0
\end{cases}
\]  

\[
= \begin{cases} 
2\pi i \sum_{n=0}^{\infty} \gamma_n \frac{I_{\text{num}}(k_n)}{I_{\text{denom}}(k)} k = k_n, & \text{if } \hat{x} \geq 0 \\
-2\pi i \sum_{n=0}^{\infty} \gamma_n \frac{I_{\text{num}}(k_n)}{I_{\text{denom}}(k)} k = k_n, & \text{if } \hat{x} < 0
\end{cases}
\]  

(A.23)
where \( k_n^- \) are the roots of \( I_{\text{denom}}(k) \) located in the LHP, \( k_n \) those in the UHP and \( I'_{\text{denom}}(k) \) is given by:

\[
Q(k) = I'_{\text{denom}}(k) = \frac{\partial (k \mathcal{D}(k))}{\partial k} = \mathcal{D}(k) - \left( k^2 H \text{sech}^2(k H) + \lambda(k) \right)
\]  

(A.24)

Since the dispersion relation \( \mathcal{D}(k) \) is an even function in \( k \), see Eq. (A.17), its poles are mirrored in the real and imaginary axis. This implies that its poles in the LHP are minus the poles in the UHP and so \( k_n^- = -k_n \). The set of roots \( k_n \) is defined as follows:

- \( k_0 \): 0,
- \( k_1 \): the negative real pole of \( D(k) = 0 \),
- \( k_j \mid j \geq 2 \): the positive imaginary roots of \( D(k) = 0 \) in ascending order.

The numerical scheme used to find these roots is explained in section A.5. \( k_0 \) falls on the integration path and so had to be circumvented. The Cauchy principal value of this root contributes only half as much as the other roots that are all located inside the contour and \( \gamma_n \) in Eq. A.23 accounts for this difference:

\[
\gamma_n = \begin{cases} 
1/2, & \text{if } n = 0 \\
1, & \text{if } n > 0 
\end{cases}
\]  

(A.25)

Combining all these results, the general integral in Eq. (A.19) evaluates to:

\[
\tilde{\Phi}(\hat{x}, z, \omega) = -\frac{p_0^{(+)}}{\rho \omega G} \left\{ \sum_{n=0}^{\infty} \gamma_n Q^{-1}(k_n) e^{ik_n \hat{x}} Z(k_n, z), \quad \text{if } \hat{x} \geq 0 \right\} - \sum_{n=0}^{\infty} \gamma_n Q^{-1}(-k_n) e^{-ik_n \hat{x}} Z(-k_n, z), \quad \text{if } \hat{x} < 0
\]  

(A.26)

where \( k_n^- \) was replaced by \(-k_n \). Since both \( Q(k) \) (Eq. (A.24)) and \( Z(k, z) \) (Eq. (A.12)) are even functions in \( k \), this equation can be simplified to:

\[
\tilde{\Phi}(\hat{x}, z, \omega) = -\frac{p_0^{(+)}}{\rho \omega G} \text{sgn}(\hat{x}) \sum_{n=0}^{N_k} \gamma_n Q^{-1}_{n=0} e^{ik_n |\hat{x}|} Z_n(z)
\]  

(A.27)

where \( \lambda_n = \lambda(k_n), Q_n = Q(k_n) \) and the infinite summation was truncated at \( N_k \) for practical reasons. Using this general result, the solution to the original inverse Fourier integral \( \tilde{\phi}_\alpha(x, z) \) can be obtained using Eq. (A.20). This results in:

\[
\tilde{\phi}_\alpha^{(0, p)}(x, z, \omega) = -\frac{p_0^{(+)}}{\rho \omega G} \sum_{n=0}^{N_k} \gamma_n Q^{-1}_{n=0} I_{\alpha, n}(x) Z_n(z)
\]  

(A.28)

where the \( x \)-dependency is captured by \( I_{\alpha, n}(x) = I_{\alpha}(k_n, x) \) with \( I_{\alpha}(k, x) \) defined as:

\[
I_{\alpha}(k, x) = \text{sgn}(x - x_\alpha^+) e^{ik|x-x_\alpha^+|} - \text{sgn}(x - x_\alpha^-) e^{ik|x-x_\alpha^-|}
\]  

(A.29)

Its derivatives with respect to \( x \) are given by:

\[
\frac{\partial^q I_{\alpha}(k, x)}{\partial x^q} = (ik)^q \left\{ \text{sgn}(x - x_\alpha^+) q! e^{ik|x-x_\alpha^+|} - \text{sgn}(x - x_\alpha^-) q! e^{ik|x-x_\alpha^-|} \right\}
\]  

(A.30)
A.2. GREEN’S FUNCTION FOR ICE-COVERED FLUID LAYER

The Green’s function \( \tilde{\phi}_{\alpha}^{(i,p)}(x,z,\omega) \) of the ice-covered water is derived in a very similar manner as \( \tilde{\phi}_{\alpha}^{(o,p)}(x,z,\omega) \). Its problem definition is given in Fig. A.2 on the left.

Since the fluid is again described by the Laplace equation and the boundary condition at \( z = -H \) again prevents penetration of the fluid into the seabed, the derivation of \( \tilde{\phi}_{\alpha}^{(i,p)}(x,z,\omega) \) can start from Eq. (A.12) that satisfies both of these conditions:

\[
\tilde{\phi}_{\alpha}^{(i,p)}(k,z,\omega) = c_1 \frac{\cosh(k(z+H))}{\cosh(kH)} = c_1 Z(k,z) \tag{A.31}
\]

At this point the derivation diverges as the ice-covered region has a different surface boundary condition. Because of the presence of the ice, the fluid pressure \( \tilde{p}(x,0,\omega) \) has to balance with the internal stresses in the ice, as well as the distributed vertical force \( P_{GF}^{(-)} \delta(t) \). As the ice is modeled as a Kirchhoff-Love plate the surface boundary condition of the fluid becomes:

\[
-\omega^2 \rho_i h \tilde{w}(x,\omega) + D_i \tilde{w}'''(x,\omega) = \tilde{p}(x,0,\omega) + \begin{cases} P_{GF}^{(-)} & \forall \ x \in [x_a - \Delta x, x_a + \Delta x] \\ 0 & \text{otherwise} \end{cases} \tag{A.32}
\]

where \( \rho_i \) is the density of the ice, \( h \) its thickness, \( \tilde{w}(x,t) \) its transverse displacements and the dash denotes a spatial derivative. The plate’s bending stiffness is given by \( D_i = Eh^3(12(1-\nu^2))^{-1} \) where \( E \) is the ice’s Young’s modulus and \( \nu \) its Poisson ratio.

To assure a continuity of vertical displacements between ice and fluid, the following interface condition has to be satisfied at \( z = 0 \):

\[
\tilde{w}(x,\omega) = \frac{\partial \tilde{\phi}_{\alpha}^{(i,p)}(x,0,\omega)}{\partial z} \quad \forall \ x \in (-\infty,\infty) \tag{A.33}
\]

Substituting this relation into the surface boundary condition, Eq. (A.32), using Eq. (A.8) for the fluid pressure \( \tilde{p} \) and then transforming to the \( (k,z,\omega) \)-domain gives:

\[
(-\omega^2 \rho_i h + D_i k^4) \frac{\partial \tilde{\phi}_{\alpha}^{(i,p)}(k,0,\omega)}{\partial z} = -\rho_w \left( -\omega^2 \tilde{\phi}_{\alpha}^{(i,p)}(k,0,\omega) + g \frac{\partial \tilde{\phi}_{\alpha}^{(i,p)}(k,0,\omega)}{\partial z} \right) + P_{GF}^{(-)} e^{-ik(x_a + \Delta x)} - e^{-ik(x_a - \Delta x)} \tag{A.34}
\]

The expression for the fluid potential, Eq. (A.31), is now substituted into this equation. Using the fact that \( Z(k,0) = 1 \) and assigning \( Z'(k,0) = k \tanh(kH) = \lambda(k) \), Eq. (A.34) simplifies to:

\[
(-\omega^2 \rho_i h \lambda(k) + D_i k^4 \lambda(k) + \rho_w g \lambda(k) - \rho_w \omega^2) c_1 = P_{GF}^{(-)} \frac{e^{-ikx_a^+} - e^{-ikx_a^-}}{-ik} \tag{A.35}
\]

Solving for \( c_1 \) gives:

\[
c_1 = \frac{P_{GF}^{(-)}}{-ik} \frac{1}{\lambda(k)} \frac{e^{-ikx_a^+} - e^{-ikx_a^-}}{-\omega^2 \rho_i h + D_i k^4 + \rho_w g - \rho_w \omega^2} \tag{A.36}
\]
A. Derivation of Green’s Functions

Substituting this expression into the potential, Eq. (A.31), and transforming back to the 
\((x, z, \omega)\)-domain gives:

\[
\tilde{\phi}_a^{(i,p)}(x, z, \omega) = \frac{i}{2\pi} P_{GF}^{(-)} \int_{-\infty}^{\infty} \frac{1}{k} \frac{1}{\lambda(k)} e^{ik(x-x_a^+)} - e^{ik(x-x_a^-)} \frac{Z(k, z) dk}{ \tilde{D}(k) } \tag{A.37}
\]

This integral can be rewritten as:

\[
\tilde{\phi}_a^{(i,p)}(x, z, \omega) = \frac{i}{2\pi} P_{GF}^{(-)} \int_{-\infty}^{\infty} \frac{1}{k} \frac{1}{\lambda(k)} e^{ik(x-x_a^+)} - e^{ik(x-x_a^-)} Z(k, z) dk \tag{A.38}
\]

where \(\tilde{D}(k) = 0\) is the dispersion relation of the ice-covered region, with \(\tilde{D}(k)\) defined as:

\[
\tilde{D}(k) = \delta k^4 + 1 - a(\gamma + \lambda^{-1}(k)) \tag{A.39}
\]

where \(a = \omega^2 / g\), \(\gamma = h\rho_t / \rho_w\), \(\delta = D_t / (\rho_w g)\) and the overbar is used to differentiate terms related to the ice-covered region from those related to the open water. Note that \(\lambda(k)\) in the denominator does not generate any poles.

The integral in Eq. (A.36) is evaluated using the same procedure as used in the previous section. This results in the following final expression for \(\tilde{\phi}_a^{(i,p)}(x, z, \omega)\):

\[
\tilde{\phi}_a^{(i,p)}(x, z, \omega) = -\frac{P_{GF}^{(-)}}{\rho_w g} \sum_{n=0}^{N_k+2} \gamma_n \tilde{Q}_n^{-1} I_{a,n}(x) \tilde{Z}_n(z) \tag{A.40}
\]

where \(\gamma_n\) is defined in Eq. (A.25), the \(x\)-dependency is captured by \(\tilde{I}_{a,n}(x) = I_a(\tilde{k}_n, x)\), see Eq. (A.29) and the infinite summation was truncated for practical reasons. The truncation was done at \(N_k + 2\) to facilitate the Eigenfunction Matching procedure that is applied in the next section. The set of roots of the ice-covered region \(\tilde{k}_n\) are defined as:

- \(\tilde{k}_0 = 0\),
- \(\tilde{k}_1\): the complex root in the first quadrant of \(\tilde{D}(k) = 0\),
- \(\tilde{k}_2\): the complex root in the second quadrant of \(\tilde{D}(k) = 0\),
- \(\tilde{k}_3\): the negative real root of \(\tilde{D}(k) = 0\),
- \(\tilde{k}_n \mid n \geq 4\): the positive imaginary roots of \(\tilde{D}(k) = 0\) in ascending order.

The numerical scheme used to find these roots is explained in section A.5. \(\tilde{Q}_n\) in Eq. (A.40) is the derivative of the denominator of Eq. (A.38) with respect to the wavenumber \(k\):

\[
\tilde{Q}_n = \frac{\partial \{ k\lambda(k)\tilde{D}(k) \}}{\partial k} = \tilde{D}_n \left( 2\tilde{\lambda}_n + H(\tilde{k}_n^2 - \tilde{\lambda}_n^2) \right) + 4\delta \tilde{k}_n^4 \tilde{\lambda}_n + a \left( 1 + \frac{H(\tilde{k}_n^2 - \tilde{\lambda}_n^2)}{\tilde{\lambda}_n} \right) \tag{A.41}
\]

where \(\tilde{\lambda}_n = \lambda(\tilde{k}_n)\) and \(\tilde{D}_n = \tilde{D}(\tilde{k}_n)\).
A.3. Green’s Functions for a Semi-Infinite Ice Cover

In the third section of this appendix, the final set of Green’s functions $\bar{\phi}_a$ is derived. These Green’s functions are a solution to the original inhomogeneous problem shown in Fig. A.1 and are derived using the Eigenfunction Matching procedure. A solution is sought for in the following form:

$$\tilde{\phi}_a(x, z, \omega) = \begin{cases} \tilde{\phi}_{a}^{(i,p)}(x, z, \omega) + \tilde{\phi}_{a}^{(o,EM)}(x + l, z, \omega), & \forall \ x \in (\infty, -l) \cap z \in [-H, 0] \\ \tilde{\phi}_{a}^{(o,p)}(x, z, \omega) + \tilde{\phi}_{a}^{(o,EM)}(x + l, z, \omega), & \forall \ x \in (-l, \infty) \cap z \in [-H, 0] \end{cases} \tag{A.42}$$

where $\tilde{\phi}_{a}^{(i,p)}$ and $\tilde{\phi}_{a}^{(o,p)}$, which were derived in the previous two sections, account for the distributed vertical force $P_{GF}(t)$. The two new potentials, $\tilde{\phi}_{a}^{(i,EM)}$ in the ice-covered region and $\tilde{\phi}_{a}^{(o,EM)}$ in the open water region, are defined as:

$$\tilde{\phi}_{a}^{(o,EM)}(x + l, z, \omega) = \sum_{n=1}^{N_k} a_{a,n} e^{i k_n (x + l)} Z_n(z) \quad \forall \ x \in (-\infty, \infty) \cap z \in [-H, 0] \tag{A.43a}$$

$$\tilde{\phi}_{a}^{(i,EM)}(x + l, z, \omega) = \sum_{n=1}^{N_k+2} \bar{a}_{a,n} e^{-i k_n (x + l)} \bar{Z}_n(z) \quad \forall \ x \in (-\infty, \infty) \cap z \in [-H, 0] \tag{A.43b}$$

These potentials are offset by $l$ to assure the numerical stability of the evanescent modes. The two potentials sum over the modes of open water and ice-covered region and, therefore, satisfy all equations presented in sections A.1 and A.2 respectively. As their modal amplitudes $a_{a,n}$ and $\bar{a}_{a,n}$ are unknown, these potentials do not account for any loading. Consequently, $k_0$ and $\bar{k}_0$ are excluded as these were introduced by the distributed vertical force. The reason why $\tilde{\phi}_{a}^{(i,EM)}(x, z, \omega)$ contains two extra modes is explained at the end of this section.

The assumed solution in Eq. (A.42) satisfies all the governing equations except those related to the interface between the two regions, located at $x = -l$. The conditions that have to be satisfied at this interface are $z$-dependent. At the ice edge, located at $z = 0$, the two boundary conditions of the Kirchhoff-Love plate have to be satisfied while along the water column, $z \in (-H, 0)$, the interface conditions of the fluid have to be satisfied.

The two boundary conditions of the plate account for the force $F_{GF}(t)$ and moment $M_{GF}(t)$ that act on its edge located at $x = -l$:

$$D_1 \frac{\partial^2 \tilde{w}(-l, \omega)}{\partial x^2} = M_{GF} \tag{A.44a}$$

$$D_1 \frac{\partial^3 \tilde{w}(-l, \omega)}{\partial x^3} = F_{GF} \tag{A.44b}$$

Substituting the interface condition between ice and fluid, Eq. (A.33), and substituting the assumed form of the solution, Eq. (A.42), gives:

$$D_1 \left( \frac{\partial^3 \tilde{\phi}_a^{(i,p)}(-l,0,\omega)}{\partial x^2} + \frac{\partial^3 \tilde{\phi}_a^{(i,EM)}(-l,0,\omega)}{\partial x^2} \right) = M_{GF} \tag{A.45a}$$

$$D_1 \left( \frac{\partial^4 \tilde{\phi}_a^{(i,p)}(-l,0,\omega)}{\partial x^3} + \frac{\partial^4 \tilde{\phi}_a^{(i,EM)}(-l,0,\omega)}{\partial x^3} \right) = F_{GF} \tag{A.45b}$$
Substituting the expression of the two potentials, Eqs. (A.28) and (A.43b), into this equation results in:

\[
\begin{align*}
D_i \left( \frac{P_{\text{GF}}^{(-)}}{\rho w g} \sum_{n=0}^{N_k+2} \gamma_n \bar{Q}_n^{-1} \bar{k}_n^2 \bar{I}_{a,n}(-l) \bar{\lambda}_n - \sum_{n=1}^{N_k+2} \bar{a}_n \bar{k}_n^2 \bar{\lambda}_n \right) &= M_{\text{GF}} \quad \text{(A.46a)} \\
\left( i D_i \left( \frac{P_{\text{GF}}^{(+)}}{\rho w g} \sum_{n=0}^{N_k+2} \gamma_n \bar{Q}_n^{-1} \bar{k}_n^3 \bar{I}_{a,n}(-l) \bar{\lambda}_n + \sum_{n=1}^{N_k+2} \bar{a}_n \bar{k}_n^3 \bar{\lambda}_n \right) = F_{\text{GF}} \quad \text{(A.46b)} \right)
\end{align*}
\]

It is important to note that the contribution of \( k_0 \) and \( \bar{k}_0 \) is zero outside the domain of the distributed vertical force that these roots relate to. Since \( x = 0 \) falls outside the domain of the distributed vertical force, see Eqs. (A.7) and (A.32), these wavenumbers should be excluded and so the summations of \( \bar{\phi}_a^{(i,p)} \) and \( \bar{\phi}_a^{(o,p)} \) start at \( n = 1 \). Consequently, \( \gamma_n \), given by Eq. (A.25), simplifies to 1. After applying these simplifications, the unknown amplitudes \( \bar{a}_{a,n} \) in Eqs. (A.46) are isolated, thereby obtaining the final form of the two boundary conditions of the plate:

\[
\begin{align*}
\sum_{n=1}^{N_k+2} \bar{a}_{a,n} \bar{k}_n^2 \bar{\lambda}_n &= - \frac{M_{\text{GF}}}{D_i} + \frac{P_{\text{GF}}^{(-)}}{\rho w g} \sum_{n=1}^{N_k+2} \bar{Q}_n^{-1} \bar{k}_n^2 \bar{I}_{a,n}(-l) \bar{\lambda}_n \quad \text{(A.47a)} \\
\sum_{n=1}^{N_k+2} \bar{a}_{a,n} \bar{k}_n^3 \bar{\lambda}_n &= \frac{F_{\text{GF}}}{i D_i} - \frac{P_{\text{GF}}^{(+)}}{\rho w g} \sum_{n=1}^{N_k+2} \bar{Q}_n^{-1} \bar{k}_n^3 \bar{I}_{a,n}(-l) \bar{\lambda}_n \quad \text{(A.47b)}
\end{align*}
\]

Next, the two interface conditions of the fluid assure a continuity of the fluid pressure, Eq. (A.48a), and displacement, Eq. (A.48b), across the interface:

\[
\left( \left[ \bar{\phi}_a^{(i,p)} + \bar{\phi}_a^{(i,\text{EM})} \right] \right)_{x=0} = \left( \left[ \bar{\phi}_a^{(o,p)} + \bar{\phi}_a^{(o,\text{EM})} \right] \right)_{x=-l} \quad \forall \ z \in [-H, 0] \quad \text{(A.48a)}
\]

\[
\left( \left[ \frac{\partial \bar{\phi}_a^{(i,p)}}{\partial x} + \frac{\partial \bar{\phi}_a^{(i,\text{EM})}}{\partial x} \right] \right)_{x=0} = \left( \left[ \frac{\partial \bar{\phi}_a^{(o,p)}}{\partial x} + \frac{\partial \bar{\phi}_a^{(o,\text{EM})}}{\partial x} \right] \right)_{x=-l} \quad \forall \ z \in [-H, 0] \quad \text{(A.48b)}
\]

In order to handle the \( z \)-dependence of these two conditions, the orthogonality property of the depth Eigenfunction \( Z_n(z) \) is used. Both sides of Eqs. (A.48a) and (A.48b) are multiplied by \( Z_j(z) \) and then integrated along \( z \) from \(-H\) to 0, where \( k_j = k_n \mid j = 1 \ldots N_k \). This procedure is first applied to Eq. (A.48a):

\[
\begin{align*}
&- \frac{P_{\text{GF}}^{(-)}}{\rho w g} \sum_{n=1}^{N_k+2} \bar{Q}_n^{-1} \bar{I}_{a,n}(-l) \frac{\bar{\lambda}_n - \lambda_j}{\bar{k}_n^2 - k_j^2} + \sum_{n=1}^{N_k+2} \bar{a}_{a,n} \frac{\bar{\lambda}_n - \lambda_j}{\bar{k}_n^2 - k_j^2} = \\
&- \frac{P_{\text{GF}}^{(+)}}{\rho w g} \sum_{n=1}^{N_k} \bar{Q}_n^{-1} \bar{I}_{a,n}(-l) \frac{\lambda_n - \lambda_j}{k_n^2 - k_j^2} + \sum_{n=1}^{N_k} \bar{a}_{a,n} \frac{\lambda_n - \lambda_j}{k_n^2 - k_j^2} \quad \forall \ j = 1 \ldots N_k \quad \text{(A.49)}
\end{align*}
\]

where the resulting integrals over \( z \) were substituted with:

\[
\begin{align*}
\int_{-H}^{0} Z_n(z) Z_j(z) \, dz &= \frac{\bar{\lambda}_n - \lambda_j}{\bar{k}_n^2 - k_j^2} \quad \text{(A.50a)} \\
\int_{-H}^{0} \bar{Z}_n(z) Z_j(z) \, dz &= \frac{\bar{\lambda}_n - \lambda_j}{\bar{k}_n^2 - k_j^2} \quad \text{(A.50b)}
\end{align*}
\]
Since $k_0$ can be ignored, all remaining $N_k$ modes of $\hat{\phi}_{(o,p)}$ satisfy the open water dispersion relation $\mathcal{D}(k) = 0$. This implies that $\lambda_n = \lambda_j = \alpha$. Using this relation, the right hand side of Eq. (A.50a) simplifies to:

$$\frac{\lambda_n - \lambda_j}{k_n^2 - k_j^2} = \begin{cases} 0, & n \neq j \\ (k_n^2 H \text{sech}^2(k_n H) + \lambda_n) \left(2k_j^2\right)^{-1} = -Q_j \left(2k_j^2\right)^{-1}, & n = j \end{cases} \quad (A.51)$$

where $Q_j = Q(k_j)$. $k_n^2 H \text{sech}^2(k_n H) + \lambda_n$ is indeed equal to $-Q_j$ since $k_0$ is excluded, implying that $\mathcal{D}(k)$ in Eq. (A.24) is equal to zero since all $k_j$ satisfy the open-water dispersion relation. Based on this result, Eq. (A.49) can be simplified to:

$$\sum_{n=1}^{N_k+2} a_{a,n} \tilde{\lambda}_n - \lambda_j = \frac{1}{2k_j^2} \left( \frac{P^{(+)}}{\rho w g} I_{a,j}(-l) - a_{a,j} Q_j \right) + \frac{P^{(−)}}{\rho w g} \sum_{n=1}^{N_k+2} \bar{Q}_n^{-1} \bar{I}_{a,n}(-l) \frac{\bar{\lambda}_n - \lambda_j}{k_n^2 - k_j^2} \quad \forall \ j = 1 \ldots N_k \quad (A.52)$$

The same procedure is now applied to the second interface condition that assures a continuity of displacements, Eq. (A.48b), resulting in:

$$- \sum_{n=1}^{N_k+2} a_{a,n} \tilde{k}_n \frac{\tilde{\lambda}_n - \lambda_j}{k_n^2 - k_j^2} = \frac{1}{2k_j^2} \left( \frac{P^{(+)}}{\rho w g} k_j \tilde{I}_{a,j}'(-l) - a_{a,j} k_j Q_j \right) + \frac{P^{(−)}}{\rho w g} \sum_{n=1}^{N_k+2} \bar{Q}_n^{-1} \bar{k}_n \tilde{I}_{a,n}'(-l) \frac{\bar{\lambda}_n - \lambda_j}{k_n^2 - k_j^2} \quad \forall \ j = 1 \ldots N_k \quad (A.53)$$

Eq. (A.52) is now multiplied by $-k_j$ and added to Eq. (A.53) to get the final expression that assures continuity of the fluid:

$$\sum_{n=1}^{N_k+2} a_{a,n} \tilde{\lambda}_n - \lambda_j = \frac{P^{(+)}}{\rho w g} \frac{I_{a,j}'(-l) - I_{a,j}(-l)}{2k_j} - \frac{P^{(−)}}{\rho w g} \sum_{n=1}^{N_k+2} \bar{Q}_n^{-1} \left( \bar{k}_n \bar{I}_{a,n}'(-l) - k_j \bar{I}_{a,n}(-l) \right) \frac{\bar{\lambda}_n - \lambda_j}{k_n^2 - k_j^2} \quad \forall \ j = 1 \ldots N_k \quad (A.54)$$

This equation has to be satisfied for each $j$, resulting in $N_k$ equations to be satisfied. Together with the two equations from the boundary conditions of the plate, Eqs. (A.44), a total of $N_k + 2$ equations need to be satisfied. Using these equations, values can be computed for the $N_k + 2$ unknown amplitudes of the ice-covered region $a_{a,n}$. Afterwards the $N_k$ unknown amplitudes of the open-water region $a_{a,n}$ are readily computed using Eq. (A.52). The two boundary conditions of the plate are therefore the reason why $\tilde{\phi}_{(i,p)}$ and $\tilde{\phi}_{(i,EM)}$ in Eq. (A.43b) sum over two more modes than $\tilde{\phi}_{(o,p)}$ and $\tilde{\phi}_{(o,EM)}$.

A.4. AVERAGED RESPONSES

In the main body of this thesis the Boundary Element Method (BEM) is employed to discretize the spatially varying nonlinear dynamic pressure and axial compression. In
order to improve the accuracy of this method, the average response within an element is used rather than point-wise evaluations. The elements wherein the averaged response is computed are indexed with \( \beta \), have a width of \( 2 \Delta x \), and are centered around \( x_\beta \), which has the same definition as \( x_\alpha \) in Eq. (A.1). In this section, the analytical expressions for the averaged horizontal and vertical displacements within these elements are derived. These expressions have been validated against averages computed numerically.

**Average horizontal response**  The averaged horizontal displacement in element \( \beta \), \( \tilde{u}_{\alpha,\beta} \), is given by:

\[
\tilde{u}_{\alpha,\beta} = \frac{1}{2 \Delta x} \int_{x_\beta^-}^{x_\beta^+} \frac{\partial \tilde{\phi}(x,z)}{\partial x} \, dx
\]

where \( x_\beta^- = x_\beta - \Delta x \) and \( x_\beta^+ = x_\beta + \Delta x \). The integral of \( I'_\alpha(k,x) \) can be evaluated as follows:

\[
I'_{\alpha,\beta}(k) = \int_{x_\beta^-}^{x_\beta^+} \frac{\partial I_\alpha(k,x)}{\partial x} \, dx
\]

\[
= \int_{x_\beta^-}^{x_\beta^+} i k \left( e^{i k |x-(x_\alpha+\Delta x)|} - e^{i k |x-(x_\alpha-\Delta x)|} \right) \, dx
\]

\[
= \int_{x_\beta^-}^{x_\beta^+} i k \left\{ e^{i k (x-x_\alpha+\Delta x)} , \forall x \geq x_\alpha + \Delta x \right\} \quad \text{dx}
\]

\[
- \int_{x_\beta^-}^{x_\beta^+} i k \left\{ e^{-i k (x-x_\alpha-\Delta x)} , \forall x < x_\alpha - \Delta x \right\} \quad \text{dx}
\]

\[
= i k \left\{ \frac{1}{i k} \left( e^{i k (x_\beta+\Delta x -(x_\alpha+\Delta x))} - e^{i k (x_\beta-\Delta x -(x_\alpha+\Delta x))} \right) , \forall x \geq x_\alpha + \Delta x \right\}
\]

\[
- \int_{x_\beta^-}^{x_\beta^+} i k \left\{ e^{-i k (x-x_\alpha+\Delta x)} , \forall x < x_\alpha + \Delta x \right\} \quad \text{dx}
\]

\[
= \begin{cases} 
  e^{i k (x_\beta-x_\alpha)} (1 - e^{-2 ik \Delta x}) , & \forall \beta > \alpha \\
  e^{-i k (x_\beta-x_\alpha)} (e^{2 ik \Delta x} - 1) , & \forall \beta \leq \alpha \\
\end{cases}
\]

\[
= \begin{cases} 
  e^{i k (x_\beta-x_\alpha)} (1 - e^{-2 ik \Delta x}) - (e^{2 ik \Delta x} - 1) , & \forall \beta > \alpha \\
  e^{-i k (x_\beta-x_\alpha)} (e^{2 ik \Delta x} - 1) - e^{i k (x_\beta-x_\alpha)} (e^{2 ik \Delta x} - 1) , & \forall \beta = \alpha \\
  e^{-i k (x_\beta-x_\alpha)} ((e^{2 ik \Delta x} - 1) - (1 - e^{-2 ik \Delta x})) , & \forall \beta < \alpha \\
\end{cases}
\]

(A.56)
A.4. AVERAGED RESPONSES

Using this result, the four integrals in Eq. (A.55) can be evaluated as:

\[
\frac{1}{2\Delta_x} \int_{x_{\beta}^-}^{x_{\beta}^+} \partial \phi_{\alpha}^{(i,p)}(x,z) \, dx = -\frac{P_{GF}^{(-)}}{\rho \omega g} \frac{1}{2\Delta_x} \sum_{n=0}^{N_k+2} \gamma_n \tilde{Q}_n^{-1} I_{\alpha,\beta,n} Z_n(z) \tag{A.58}
\]

\[
\frac{1}{2\Delta_x} \int_{x_{\beta}^-}^{x_{\beta}^+} \partial \phi_{\alpha}^{(o,p)}(x,z,\omega) \, dx = -\frac{P_{GF}^{(+)}}{\rho \omega g} \frac{1}{2\Delta_x} \sum_{n=0}^{N_k} \gamma_n Q_n^{-1} I'_{\alpha,\beta,n} Z_n(z) \tag{A.59}
\]

\[
\frac{1}{2\Delta_x} \int_{x_{\beta}^-}^{x_{\beta}^+} \partial \tilde{\phi}_{\alpha}^{(i,EM)}(x+l,z,\omega) \, dx = \frac{1}{2\Delta_x} \int_{x_{\beta}^-}^{x_{\beta}^+} a_n(i k_n) e^{i k_n(x+l)} Z_n(z) \, dx
\]

\[
= \frac{1}{2\Delta_x} \sum_{n=1}^{N_k} a_n(i k_n) \left( e^{i k_n(x_{\beta}^+ + l)} - e^{i k_n(x_{\beta}^- + l)} \right) Z_n(z)
\]

\[
= \frac{1}{2\Delta_x} \sum_{n=1}^{N_k} a_n \left( e^{i k_n \Delta_x} - e^{-i k_n \Delta_x} \right) e^{i k_n(x_{\beta}^+ + l)} Z_n(z)
\]

\[
= \frac{1}{\Delta_x} \sum_{n=1}^{N_k} a_n \sinh(i k_n \Delta_x) e^{i k_n(x_{\beta}^+ + l)} Z_n(z)
\]

\[
= \frac{i}{\Delta_x} \sum_{n=1}^{N_k} a_n \sin(k_n \Delta_x) e^{i k_n(x_{\beta}^+ + l)} Z_n(z) \tag{A.60}
\]

\[
\frac{1}{2\Delta_x} \int_{x_{\beta}^-}^{x_{\beta}^+} \partial \tilde{\phi}_{\alpha}^{(o,EM)}(x+l,z,\omega) \, dx = \frac{1}{2\Delta_x} \int_{x_{\beta}^-}^{x_{\beta}^+} a_n(-i \tilde{k}_n) e^{-i \tilde{k}_n(x+l)} Z_n(z) \, dx
\]

\[
= \frac{1}{2\Delta_x} \sum_{n=1}^{N_k+2} a_n \left( e^{-i \tilde{k}_n(x_{\beta}^+ + l)} - e^{-i \tilde{k}_n(x_{\beta}^- + l)} \right) Z_n(z)
\]

\[
= \frac{1}{2\Delta_x} \sum_{n=1}^{N_k+2} a_n \left( e^{-i \tilde{k}_n \Delta_x} - e^{-i \tilde{k}_n(-\Delta_x)} \right) e^{-i \tilde{k}_n(x_{\beta}^+ + l)} Z_n(z)
\]

\[
= -\frac{1}{\Delta_x} \sum_{n=1}^{N_k+2} a_n \sinh(i \tilde{k}_n \Delta_x) e^{-i \tilde{k}_n(x_{\beta}^+ + l)} Z_n(z)
\]

\[
= -\frac{i}{\Delta_x} \sum_{n=1}^{N_k+2} a_n \sin(\tilde{k}_n \Delta_x) e^{-i \tilde{k}_n(x_{\beta}^+ + l)} Z_n(z) \tag{A.61}
\]
**Average vertical response**  The averaged vertical displacement within element $\beta$, $\bar{w}_{\alpha, \beta}$, is given by:

$$
\bar{w}_{\alpha, \beta} = \frac{1}{2A} \int_{x^-}^{x^+} \frac{\partial \hat{\phi}_a(x, z, \omega)}{\partial z} \, dx
$$

$$
= \frac{1}{2A} \int_{x^-}^{x^+} \left\{ \frac{\partial \hat{\phi}_a^{(\beta, p)}(x, z, \omega)}{\partial z} + \frac{\partial \hat{\phi}_a^{(\beta, EM)}(x, l, z, \omega)}{\partial z} \right\} \, dx
$$

\( \forall \beta < 0 \)  \( \forall \beta > 0 \)  (A.62)

The integral over $I_a(k, x)$, given by Eq. (A.29), can be evaluated to give:

$$
I_{a, \beta}(k) = \int_{x^-}^{x^+} I_a(k, x) \, dx
$$

$$
= -4 \left\{ \begin{array}{ll}
\text{sinc}(\Delta_x k)e^{i\Delta_x k}, & \text{if } \alpha = \beta \\
\Delta_x k \text{sinc}^2(\Delta_x k)e^{2i\Delta_x k|\alpha - \beta|}, & \text{if } \alpha \neq \beta
\end{array} \right.
$$

If $\alpha = \beta$:

$$
= -4 \Delta_x \text{sinc} \left( \Delta_x k \right) e^{i\Delta_x k}
$$

If $\alpha \neq \beta$:

$$
= -4 \Delta_x^2 k \text{sinc}^2 \left( \frac{\Delta_x k}{\pi} \right) e^{2i\Delta_x k|\alpha - \beta|}
$$

(Matlab)  (A.63)

Using this result, the integrals in Eq. (A.62) are evaluated to:

$$
\frac{1}{2A} \int_{x^-}^{x^+} \frac{\partial \hat{\phi}_a^{(\beta, p)}(x, z, \omega)}{\partial z} \, dx = -\frac{P_{\alpha}^{(-)}(G_E \omega g 2\Delta_x)}{2\Delta_x} \sum_{n=0}^{N_x+2} \gamma_n \tilde{Q}_n^{-1} I_{a, \beta, n} Z_n'(z)
$$

(64)

$$
\frac{1}{2A} \int_{x^-}^{x^+} \frac{\partial \hat{\phi}_a^{(\beta, EM)}(x, l, z, \omega)}{\partial z} \, dx = -\frac{P_{\alpha}^{(+)}(G_E \omega g 2\Delta_x)}{2\Delta_x} \sum_{n=0}^{N_x} \gamma_n Q_n^{-1} I_{a, \beta, n} Z_n'(z)
$$

(65)

where $I_{\alpha, \beta, n} = I_{\alpha, \beta}(k_n)$ and $\tilde{I}_{\alpha, \beta, n} = I_{a, \beta}(\tilde{k}_n)$. Continuing with the remaining two integrals:

$$
\frac{1}{2A} \int_{x^-}^{x^+} \frac{\partial \hat{\phi}_a^{(\beta, EM)}(x, l, z, \omega)}{\partial z} \, dx = \frac{1}{2A} \int_{x^-}^{x^+} \sum_{n=1}^{N_x} a_n e^{ik_n(x+ \Delta_x)} Z_n'(z) \, dx
$$

$$
= \frac{1}{2A} \sum_{n=1}^{N_x} a_n \frac{1}{ik_n} \left( e^{ik_n(x^+)} - e^{ik_n(x^-)} \right) Z_n'(z)
$$

$$
= -\frac{1}{2A} \sum_{n=1}^{N_x} a_n k_n^{-1} \left( e^{ik_n\Delta_x} - e^{-ik_n\Delta_x} \right) e^{ik_n(x+ \Delta_x)} Z_n'(z)
$$

$$
= -\frac{1}{2A} \sum_{n=1}^{N_x} a_n k_n^{-1} \text{sinc}(ik_n\Delta_x) e^{ik_n(x+ \Delta_x)} Z_n'(z)
$$

$$
= \sum_{n=1}^{N_x} a_n \frac{1}{\pi} \frac{k_n \Delta_x}{2} Z_n'(z)
$$

(Matlab)  (A.66)
A.5. Root-finding algorithms

In the last section of this appendix, the numerical schemes are explained that were used to find the set of roots \( k_n \) that satisfies the open water dispersion equation \( D(k) = 0 \) and the set \( \tilde{k}_n \) that satisfies the ice-covered dispersion equation \( \tilde{D}(k) = 0 \). The numerical schemes are based on a set of recursive formulas that differ for each type of root. The formulas for each type are listed below. The scheme evaluates the recursive formulas and should converge to the root \( k_j \). The scheme has converged successfully if \( |k_j^{(i+1)} - k_j^{(i)}| < \epsilon_{ab} \) where \( i \) is the iteration counter that starts at \( i = 0 \). Even with very strict tolerances, for example \( \epsilon_{ab} = 10^{-12} \) as used in this thesis, the scheme converges in only several iterations (less than 10).

A.5.1. Roots for the open water region

The dispersion equation for open water is given in Eq. (A.17) and is repeated here for convenience:

\[
D(k) = a - \lambda(k) = \frac{\omega^2}{g} - k \tanh(kH) = 0
\]  

(A.68)

Solving this equation for \( k \) results in the set of roots \( k_n \). As explained in section A.1, \( k_n \) starts with \( k_0 = 0 \), followed by \( k_1 \) which is the negative real root of \( D(k) = 0 \). All subsequent entries contain the imaginary roots of \( D(k) = 0 \) located in the UHP, in ascending order.

Negative real root The negative real root \( k_1 \) is found using the following recursive formula that starts with \( k^{(0)} = a \):

\[
k^{(i+1)} = \frac{a}{\tanh(k^{(i)}H)}
\]  

(A.69)

Imaginary roots in the UHP For finding the imaginary roots located in the UHP, \( k_n \forall n \geq 2 \), the dispersion relation is mapped to the imaginary axis. This allows the computation
to be done using real numbers which improves the computational speed:

\[ \mathcal{D}(ik) = a + k \tan(kH) = 0 \]  

(A.70)

The roots of this equation are found using the following recursive formula:

\[ k^{(i+1)} = \frac{1}{H} \left( \tan \left( \frac{a}{k^{(i)}} \right) + \pi \left\lfloor \frac{k^{(i)} H}{\pi} - \frac{1}{2} \right\rfloor \right) \]  

(A.71)

where \( \lfloor \ldots \rfloor \) is the ceiling function that maps a real number to the smallest following integer. The first term is the direct solution of \( \mathcal{D}(ik) = 0 \) and the second term accounts for the multivalued nature of the arctangent. Once a root has been found, it should be multiplied with \( i \) to account for the substitution of \( ik \) done in Eq. (A.70). Since \( \{\tan(kH) \mid k \in [\pi(j - 1/2), \pi(j + 1/2)] \cap j \in \mathbb{N}_0\} \mapsto [-\infty, \infty] \) and \( a/k \) is a finite number, \( \mathcal{D}(ik) = 0 \) will have a root between each pair of consecutive poles of \( \tan(kH) \). Therefore, the initial guesses are set half-way between each pair of poles:

\[ k_j^{(0)} = \frac{j\pi}{H} \forall j \in \mathbb{N}_0 \]  

(A.72)

Note that \( j = 0 \) is not guaranteed to return a root since \( \{\tan(kH) \mid k \in [0, \pi/2]\} \mapsto [0, \infty] \).

A.5.2. Roots for the Ice-Covered Region

The dispersion equation of the ice-covered region is given in Eq. (A.39) and is repeated here for convenience:

\[ \tilde{\mathcal{D}}(k) = \delta k^4 + 1 - a(\gamma + \lambda^{-1}(k)) = 0 \]  

(A.73)

Solving this equation for \( k \) results in the set of roots \( \tilde{k}_n \). As explained in section A.2, \( \tilde{k}_n \) starts with \( \tilde{k}_0 = 0 \), followed by \( \tilde{k}_1 \) and \( \tilde{k}_2 \) which are the complex poles of \( \tilde{\mathcal{D}}(k) = 0 \) located in the UHP. \( \tilde{k}_3 \) is the negative real root of \( \tilde{\mathcal{D}}(k) = 0 \) and all subsequent entries contain the imaginary roots of \( \tilde{\mathcal{D}}(k) = 0 \) located in the UHP, in ascending order.

**Complex roots in the UHP** The complex conjugated roots \( \tilde{k}_1 \) and \( \tilde{k}_2 \) located in the UHP are found using the following recursive formula:

\[ k^{(i+1)} = \sqrt[4]{-\delta^{-1} \left( 1 - a(\gamma + \lambda^{-1}(k^{(i)})) \right)} \]  

(A.74)

The initial guess is set to the solution of the plate without hydrodynamic effects: \( k^{(0)} = \sqrt[4]{\delta^{-1}(a\gamma - 1)} \).

**Negative real root** The negative real root \( \tilde{k}_3 \) is found using the following recursive formula that starts at \( i = 0 \):

\[ k^{(i+1)} = \frac{1}{\tanh(k^{(i)} H)} \frac{a}{a\gamma - \delta(k^{(i)})^4 - 1} \]  

(A.75)

with the initial guess \( k^{(0)} = k_1 \).
Imaginary roots in the UHP  The imaginary roots of $\bar{\Omega}(k) = 0$ are found using the following recursive formula that starts at $i = 0$:

$$k^{(i+1)} = \frac{1}{H} \left( \text{atan} \left( \frac{a}{k^{(i)}} \frac{1}{\delta(k^{(i)})^4 + 1 - a\gamma} \right) + \pi \left\lfloor \frac{k^{(i)} H}{\pi} - 1/2 \right\rfloor \right)$$  \hspace{1cm} (A.76)

The roots are again located between pairs of consecutive poles of $\tan(k H)$. The initial guesses for Eq. (A.76) are located half-way between each pair of poles:

$$k_j^{(0)} = \frac{j \pi}{H} \hspace{1cm} \forall \hspace{0.2cm} j \in \mathbb{N}_0$$  \hspace{1cm} (A.77)

where $j = 0$ is again not guaranteed to return a root.
In this section, a numerical scheme is introduced for evaluating the Inverse Fourier Transforms (IFTs) that arose in Ch. 4. In order to obtain a scheme that can effectively and efficiently evaluate these IFTs, the problem in Ch. 4 is analyzed, thereby establishing the design specifications for the numerical IFT scheme. This is done in section B.1. Next, the analytical form of the IFTs is optimized in section B.2. The numerical aspects of the scheme are then discussed in section B.3. Lastly, the scheme is validated in section B.4.

B.1. REQUIREMENTS FOR THE IFT SCHEME

Analysis. The numerical scheme will be optimized for the IFTs that arose in Ch. 4. The IFTs to be solved, based on Eq. (4.24) and (4.31), are of the following form:

\[ \mathcal{L}_n^{(i)} = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{G}_i(\omega) \tilde{L}(\omega) e^{i\omega\Delta_t n} \, d\omega \]  
\[ \mathcal{T}_n^{(i)} = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{G}_i(\omega) \tilde{T}(\omega) e^{i\omega\Delta_t n} \, d\omega \]  

where \( \Delta_t \) is the time step, \( n \) is the index for time \( t = n\Delta_t \), \( \tilde{G}_i(\omega) \) is the set of \( \hat{N}_q \) Green’s functions that contains the frequency-domain response of each state-component in the reduced state-vector \( \hat{q}_n \) (a vector of length \( \hat{N}_q \), see Eq. (4.39)) excited by the \( i^{th} \) pseudo-force and \( \tilde{L}(\omega) \) and \( \tilde{T}(\omega) \) were introduced by the linearization of the loading within each time step. In total, \( N_F \) pseudo-forces act on the system and therefore the total number of Green’s functions is \( \hat{N}_q \times N_F \). For each input-output pair, both IFTs have to be evaluated. The total number of IFTs is thus \( 2\hat{N}_q \times N_F \). If all pseudo-forces are zero at \( t = 0 \), \( \mathcal{L}_n^{(i)} \) is not needed and the total number of IFTs reduces to \( \hat{N}_q \times N_F \). Eqs. (B.1) are further analyzed in order to assess their implications on the design of the integration scheme.
First, both equations show that adding new integration points requires evaluation of the Green's functions $\tilde{G}_i(\omega)$ of the system. This is computationally expensive as for each frequency the set of roots $\tilde{k}_n$ needs to be computed (see App. A.1 and A.2 for the details). Moreover, for each frequency, as well as for every pseudo-force, the eigenfunction matching procedure in App. A.3 has to be performed in order to find the modal amplitudes of the system, which involves solving a $(N_k + 2) \times (N_k + 2)$ linear problem. As both of these steps are computationally expensive, the numerical scheme should strive to minimize the number of evaluations of the system's Green's functions.

Second, each Green's function sums over the modes of the system and each mode is based on a wavenumber. These wavenumbers are found using a numerical root-finding scheme (see App. A.5) and therefore all Green's functions in $\tilde{G}_i(\omega)$ are discrete functions. Because of this, the IFTs in Eqs. (B.1) cannot be evaluated exactly and will contain a time-domain error. As the response of the system is obtained by superimposing the response excited by all pseudo-forces, see Eq. (4.33), it is imperative that all IFTs are evaluated with a time-domain error of a similar order of magnitude.

Based on these two properties, the following two specifications are set for the design of the numerical IFT scheme:

1. The scheme should minimize the number of evaluations of the Green's functions, i.e. it should minimize the number of integration points.

2. The scheme should evaluate each IFT with a time-domain error that is of a similar order of magnitude.

These two specifications are the primary drivers for the design of the integration scheme. The remaining design space is used to make the scheme as general as possible and to maximize its computational speed.

**Implications.** In order to guarantee the second specification, the integration scheme has to be adaptive. This implies that the scheme will be iterative, gradually refining the frequency-domain mesh until the resulting time-domain error meets the specified tolerances. In order to minimize the number of evaluations of the Green's functions, the scheme should reuse all previously computed integration points at each iteration, i.e. the scheme should nest. Therefore, an adaptive, nesting integration scheme is required.

**Scope.** The scope is limited to discrete Green's functions of real-valued, causal systems that are bounded for all real frequencies, i.e. damped systems.

### B.2. Selection of the Analytical Form

To start, Eqs. (B.1) are rewritten into the following general form for clarity:

$$f(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{f}(\omega)e^{i\omega t} d\omega$$  \hspace{1cm} (B.2)

Since the time-domain response $f(t)$ is real, $\tilde{f}(\omega)$ is an Hermitian function, which means that its real part is symmetric and imaginary part is anti-symmetric. Consequently, the
integral over the imaginary part of \( \tilde{f}(\omega)e^{i\omega t} \) evaluates to zero and this equation simplifies to:

\[
f(t) = \frac{1}{2\pi} \Re \left( \int_{-\infty}^{\infty} \tilde{f}(\omega)e^{i\omega t} \, d\omega \right) + \frac{i}{2\pi} \Im \left( \int_{-\infty}^{\infty} \tilde{f}(\omega)e^{i\omega t} \, d\omega \right)
\]

\[
= \frac{1}{\pi} \Re \left( \int_{0}^{\infty} \tilde{f}(\omega)e^{i\omega t} \, d\omega \right)
\]

\[
= \frac{1}{\pi} \int_{0}^{\infty} \Re(\tilde{f}(\omega))\Re(e^{i\omega t}) - \Im(\tilde{f}(\omega))\Im(e^{i\omega t}) \, d\omega \tag{B.3}
\]

where \( \Re \) and \( \Im \) imply taking the real and imaginary parts respectively. These forms are preferred over the form in Eq. (B.2) as the integration range has been reduced. Next, since the system is assumed to be causal \( \Re(\tilde{f}(\omega))\Re(e^{i\omega t}) - \Im(\tilde{f}(\omega))\Im(e^{i\omega t}) = 0 \ \forall \ t < 0 \) and, consequently, \( \Re(\tilde{f}(\omega))\Re(e^{i\omega t}) = -\Im(\tilde{f}(\omega))\Im(e^{i\omega t}) \). This relation allows the equation to be further simplified to:

\[
f(t) = \frac{2}{\pi} \int_{0}^{\infty} \Re(\tilde{f}(\omega))\cos(\omega t) \, d\omega \tag{B.4a}
\]

\[
= -\frac{2}{\pi} \int_{0}^{\infty} \Im(\tilde{f}(\omega))\sin(\omega t) \, d\omega \tag{B.4b}
\]

These two forms are analytically equivalent but numerically different. The cosine-based form is more susceptible to catastrophic cancellation for small \( t \) which can result in a loss of significant digits, causing large errors in \( f(t) \) at small values of \( t \). Minimizing this error is important as the iterative set of equations being solved at each time step, Eq. (4.34), depends on \( T_{ij}^{(0)} \) which, effectively, is the evaluation after only a single time step, i.e. at \( t = 1\Delta t \). As such the sin-based form is chosen.

### B.3. Numerical Aspects

The numerical aspects of the scheme are explained next. First, the integration range will be truncated in order to obtain a definite integral. Since \( \tilde{f}(\omega) \) is assumed to be a discrete function in \( \omega \), an interpolation scheme is then introduced to interpolate between these discrete points, thereby obtaining a continuous approximation of \( \tilde{f}(\omega) \). Next, the inverse transform is evaluated, thereby obtaining an approximation to \( f(t) \). Since \( f(t) \) contains an error due to the truncation and interpolation, the adaptive component of the scheme is then introduced to assure that this error \( \epsilon(t) \) meets the user-specified tolerances. These steps are explained in detail next.

**Integration range truncation.** First, the integration range in Eq. (B.4b) is truncated in order to obtain a definite integral:

\[
f(t) \approx -\frac{2}{\pi} \int_{0}^{\Omega} \Im(\tilde{f}(\omega))\sin(\omega t) \, d\omega \tag{B.5}
\]

This truncation introduces an error \( \epsilon_\Omega(t) \) which contributes to the overall error of the scheme \( \epsilon(t) \). \( \epsilon_\Omega(t) \) is defined as:

\[
\epsilon_\Omega(t) = -\frac{2}{\pi} \int_{0}^{\infty} \Im(\tilde{f}(\omega))\sin(\omega t) \, d\omega \tag{B.6}
\]
For now, it is assumed that $\epsilon_\Omega(t)$ can be ignored if $\Omega$ is sufficiently large. The exact value of $\Omega$ is specified later in this appendix.

**Interpolation.** Next, since $\tilde{f}(\omega)$ is assumed to be a discrete function in $\omega$, an interpolation scheme is needed to interpolate between the discrete points. The resulting continuous interpolation function can then be used to approximate $\tilde{f}(\omega)$. Using this interpolation function, the IFT can then be evaluated, thereby obtaining an approximation of $f(t)$.

First, a decision has to be made on whether or not to discretize $\sin(\omega t)$ in Eq. (B.5). Discretizing this term will increase the time-domain discretization error. Moreover, this additional error will depend on $t$. Since $f(t)$ has to meet the same tolerances for all values of $t$, the adaptive component that assures that $f(t)$ meets the specified tolerances would have to be repeated for each value of $t$. As this would greatly slow down the scheme, $\sin(\omega t)$ will not be discretized.

Next, the interpolation scheme for $\tilde{f}(\omega)$ is introduced. To facilitate the explanation of the interpolation, it is assumed that $\Im(\tilde{f}(\omega))$ has already been evaluated $2N_p + 1$ times (in actual fact, the integration points are added by the adaptive component of the scheme that is explained later). This results in $2N_p + 1$ integration points or $2N_p$ elements between these points. The scheme is illustrated in Fig. B.1.

Between each pair of adjacent elements, a second order polynomial is constructed, see Fig. B.1. The $i$th polynomial $P_i^{(2)}$ is constructed using the set of integration points $\{p_i, p_{i+1}, p_{i+2}\}$ which are the evaluations of $\Im(\tilde{f}(\omega))$ at the frequencies $\{\omega_i, \omega_{i+1} = \omega_i + \Delta_i, \omega_{i+2} = \omega_{i+1} + \Delta_{i+1}\}$. The (2) indicates that this is a second order polynomial. The compact support of $P_i^{(2)}$ is, therefore, $[\omega_i, \omega_{i+2}] = [\omega_i, \omega_i + \Delta_i + \Delta_{i+1}]$. The resulting set of $N_p$ polynomials is indexed with $i \in I$, with $I = \{1,3,5,\ldots,2N_p - 1\}$. Together, these polynomials form the interpolation function $P^{(2)}(\omega)$ that approximates the discrete function $\Im(\tilde{f}(\omega))$:

$$P^{(2)}(\omega) = \sum_{i \in I} P_i^{(2)}(\omega) \quad \text{(B.7)}$$
The compact support of $\mathcal{P}^{(2)}(\omega)$ is $[0, \Omega] = [0, \omega_{2N_p}]$. Based on this definition of $\mathcal{P}^{(2)}(\omega)$, Eq. (B.5) becomes:

$$f(t) \approx -\frac{2}{\pi} \int_{0}^{\Omega} \mathcal{P}^{(2)}(\omega) \sin(\omega t) \, d\omega = -\frac{2}{\pi} \int_{0}^{\Omega} \sum_{i \in \Omega} \mathcal{P}^{(2)}(\omega) \sin(\omega t) \, d\omega$$

$$= -\frac{2}{\pi} \sum_{i \in \Omega} \int_{\omega_i}^{\omega_{i+2}} \mathcal{P}^{(2)}(\omega) \sin(\omega t) \, d\omega$$

(B.8)

All $N_p$ integrals are now evaluated analytically:

$$f(t) \approx -\frac{2}{\pi} \sum_{i \in \Omega} \left( (p_{i+2} \cos(\omega_{i+2} t) - p_i \cos(\omega_i t)) \, t^{-1} \right.

+ \left. \left( s_i^{(2)} \sin(\omega_{i+2} t) - s_i^{(1)} \sin(\omega_i t) \right) \, t^{-2} \right.

+ \left. c_i (\cos(\omega_{i+2} t) - \cos(\omega_i t)) \, t^{-3} \right)$$

(B.9)

where the amplitudes are given by:

$$c_i = -4(a_i + b_i)$$

(B.10a)

$$s_i^{(1)} = a_i \Delta_i + b_i \left( \Delta_i^{(+)} + \Delta_i \right)$$

(B.10b)

$$s_i^{(2)} = a_i \left( \Delta_i^{(+)} + \Delta_{i+1} \right) + b_i \Delta_{i+1}$$

(B.10c)

with $\Delta_i^{(+)} = \Delta_i + \Delta_{i+1} = \omega_{i+2} - \omega_i$ and $a_i$ and $b_i$ defined as:

$$a_i = \frac{p_{i+2} - p_{i+1}}{\Delta_i^{(+)} \Delta_{i+1}}$$

(B.11a)

$$b_i = \frac{p_i - p_{i+1}}{\Delta_i^{(+)} \Delta_i}$$

(B.11b)

Now, consider the summation of the two terms $\propto t^{-1}$. Since the contribution of adjacent polynomials cancels out, the summation of these two terms evaluates to:

$$f(t) \approx -\frac{2}{\pi} \sum_{i \in \Omega} \left( (p_1 \cos(0 t) + p_{2N_p+1} \cos(\omega_{2N_p} t)) \, t^{-1} \right.

- \left. \left( s_i^{(2)} \sin(\omega_{i+2} t) - s_i^{(1)} \sin(\omega_i t) \right) \, t^{-2} \right.

+ \left. c_i (\cos(\omega_{i+2} t) - \cos(\omega_i t)) \, t^{-3} \right)$$

(B.12)

Since $\tilde{f}(\omega)$ is an Hermitian function $p_1 = \Im(\tilde{f}(0)) = 0$ and the term $\propto p_0$ is always equal to zero. The term $\propto p_{2N_p+1}$ is adjacent to the upper bound $\Omega$ of the truncated integration range and it is, therefore, assumed to be negligible. Consequently, all terms $\propto t^{-1}$ can be removed. Next, the two terms $\propto t^{-3}$ can be rewritten as:

$$f(t) \approx -\frac{2}{\pi} \sum_{i=1}^{N_p} \left( s_i^{(2)} \sin(\omega_{i+2} t) - s_i^{(1)} \sin(\omega_i t) \right) \, t^{-2}

+ c_i \left( \sin \left( \frac{\Delta_i^{(+)} \Delta_{i+1}}{2} \right) \sin \left( \frac{\omega_{i+2} + \omega_i}{2} \right) \right) \, t^{-3}$$

(B.13)
This form is preferred as it is solely based on sine functions, which again alleviates precision issues at small $t$.

**Error estimation.** The second order polynomials used for the interpolation introduce a time-domain error $\epsilon_p(t)$:

$$
\epsilon_p(t) = -\frac{2}{\pi} \int_0^\Omega \big( P^{(2)}(\omega) - \Im(\tilde{f}(\omega)) \big) \sin(\omega t) \, d\omega \tag{B.14}
$$

Estimating $\epsilon_p(t)$ is computationally expensive as it depends on time. To avoid this issue, an upper bound can be obtained by considering that, since $\epsilon_p(t)$ is a superposition of sine functions, its maximum possible value occurs when all sine functions synchronize and all evaluate to either 1 or -1. This results in the upper bound $\epsilon_p^*$:

$$
|\epsilon_p(t)| \leq \epsilon_p^* = \frac{2}{\pi} \int_0^\Omega \big| P^{(2)}(\omega) - \Im(\tilde{f}(\omega)) \big| \, d\omega = \frac{2}{\pi} \sum_{i \in I} \int_{\omega_{i+1}}^{\omega_{i+2}} \big| P^{(2)}(\omega) - \Im(\tilde{f}(\omega)) \big| \, d\omega \tag{B.15}
$$

The absolute value is now moved outside the integral:

$$
\epsilon_p^* \approx \frac{2}{\pi} \sum_{i \in I} \int_{\omega_i}^{\omega_{i+2}} \big| P^{(2)}(\omega) - \hat{P}^{(q)}(\omega) \big| \, d\omega \tag{B.16}
$$

This equation gives the same results as Eq. (B.15), except at zero-crossings of $\Im(\tilde{f}(\omega))$. The error of the polynomial wherein the zero-crossing falls will be estimated wrongly as the contributions from its positive and negative domains will be subtracted from one another, rather than added. However, this additional error is accepted in lieu of programming an exception.

Next, since $\Im(\tilde{f}(\omega))$ is assumed to be discrete, it again has to be approximated by a continuous interpolation function $\hat{P}^{(q)}(\omega)$ that consists of a superposition of compactly supported $q^{th}$-order polynomials:

$$
\epsilon_p(t) \approx -\frac{2}{\pi} \int_0^\Omega \big( P^{(2)}(\omega) - \hat{P}^{(q)}(\omega) \big) \sin(\omega t) \, d\omega \tag{B.17}
$$

where the hat is used to differentiate it from $P^{(2)}(\omega)$. Ideally, $q$ is as large as possible to assure that $\epsilon_p^*$ reflects the discretization error introduced by $P^{(2)}(\omega)$ and not the error introduced by $\hat{P}^{(q)}(\omega)$. However, already when $q = 3$ the analytical expressions of $\epsilon_p^*$ consists of a very large number of terms, which would make evaluating $\epsilon_p^*$ too expensive. For this reason $q = 2$ has to be used and, consequently, the accuracy of $\epsilon_p(t)$ as an estimator of the time-domain error introduced by $P^{(2)}(\omega)$ is reduced. Despite this, $\epsilon_p(t)$ will still be of the correct order of magnitude, allowing it to be used as a measure by which convergence of the adaptive scheme can be assessed.

Since $q = 2$, $\hat{P}^{(2)}(\omega)$ cannot use the exact same definition as $P^{(q)}(\omega)$ as otherwise $\epsilon_p(t)$ would always be equal to zero. As such, it is constructed using the same integration points as $P^{(2)}(\omega)$ but all its polynomials are shifted one element to the right, i.e. its first polynomial starts at $\omega_2$ rather than $\omega_1$. The contribution of element $i$ to $\epsilon_p^*$, $\epsilon_i$, is then
computed as the absolute difference in area between \( \hat{P}_{i}^{(2)}(\omega) \) and \( P_{i}^{(2)}(\omega) \) within element \( i \), as visualized in Fig. B.2. This results in the following expression for \( \epsilon_{i} \):

\[
\epsilon_{i} = \frac{\Delta_{i}^{2}}{6} \left| \frac{p_{i}}{\Delta_{i}} - \frac{p_{i+1}}{\Delta_{i+1}} \right| + \Delta_{i} \left| \frac{p_{i+2}}{\Delta_{i+1}} - \frac{p_{i-1}}{\Delta_{i}} \right| \quad \forall \ i = 2 \ldots 2N_{p} - 1
\]

(B.18)

where \( \Delta_{i}^{(-)} = \Delta_{i-1} + \Delta_{i} \), \( \Delta_{i}^{(\pm)} = \Delta_{i-1} + \Delta_{i} + \Delta_{i+1} \), and \( \Delta_{i}^{(\pm)} = \Delta_{i} + \Delta_{i+1} \). This approach is not possible for the first and last element, i.e., \( i = 1 \) and \( i = 2N_{p} \). For these two elements, the error will be estimated using \( q = 1 \). This results in the following definitions for \( \epsilon_{1} \) and \( \epsilon_{2N_{p}} \):

\[
\epsilon_{1} = \frac{\Delta_{1}^{2}}{6} \left| p_{1} \frac{1}{\Delta_{1}^{(1)}} - p_{2} \frac{1}{\Delta_{2}} + p_{3} \frac{\Delta_{1}}{\Delta_{1}^{(2)}} \right| \quad \text{(B.19a)}
\]

\[
\epsilon_{2N_{p}} = \frac{\Delta_{2N_{p}}^{2}}{6} \left| p_{2N_{p}+1} \frac{\Delta_{2N_{p}}}{\Delta_{2N_{p}}^{(2)}} - p_{2N_{p}} \frac{1}{\Delta_{2N_{p}+1}} + p_{2N_{p}+1} \frac{1}{\Delta_{2N_{p}}^{(1)}} \right| \quad \text{(B.19b)}
\]

These lower order estimators are acceptable as the magnitude of \( \tilde{f}(\omega) \) is small in these frequency ranges since \( p_{1} = \Im(\tilde{f}(0)) = 0 \) and \( p_{2N_{p}} = \Im(\tilde{f}(\Omega)) << 1 \). Moreover, the adaptive nature of the scheme assures that the natural frequencies of \( \tilde{f}(\omega) \) will not be near either of these bounds, meaning that the curvature of \( \tilde{f}(\omega) \) close to the bounds is very small and, therefore, even linear polynomials will give good approximation. Finally, the estimate of \( \epsilon_{p}^{*} \) can be obtained by summing the contributions of all \( 2N_{p} \) elements:

\[
\epsilon_{p}^{*} = \sum_{j=1}^{2N_{p}} \epsilon_{j}
\]

(B.20)
Adaptive nesting quadrature. The adaptive component of the integration scheme is introduced next. This component assures that all IFTs are evaluated with a time-domain error of a same order of magnitude, independently of the particular Green’s functions being evaluated. To achieve this, the scheme will iterate, adding integration points in the frequency-domain until $\epsilon_p^*$ satisfies the specified tolerances. Moreover, the scheme should nest, meaning that each iteration should reuse all previously computed integration points. In this manner, the number of integration points can be minimized.

The scheme starts with the following set of three frequencies: $\omega = \{0, \Omega/2, \Omega\}$. Therefore, the scheme starts with two elements between which a single second order polynomial is constructed. The contribution of both elements to $\epsilon_p^*$ is then computed using Eqs. (B.19). These contributions are then summed according to Eq. (B.20), thereby obtaining $\epsilon_p^*$. $\epsilon_p^*$ has to meet the following tolerance criterion:

$$
\epsilon_p^* \leq \max\{\epsilon_{\text{abs}}, \epsilon_{\text{rel}} f^*\}
$$

(B.21)

where $f^*$ is the maximum possible response which is estimated as follows, again excepting any additional errors due to zero-crossings:

$$
f^* \approx \frac{2}{\pi} \sum_{i=1}^{N_p} \int_{\omega_{i-1}}^{\omega_i} P_i^{(2)}(\omega) \, d\omega
$$

(B.22)

As long as this criterion is not met, the scheme will keep iterating. During each iteration, the element with the largest contribution to $\epsilon_p^*$, i.e. the largest $\epsilon_j$, is split in half by placing a new integration point in the middle of the element, see Fig. B.3. This new frequency is added to $\omega$. The two integration points of the original element can be reused after the split, implying that the scheme nests. After splitting, the error estimates of the affected elements, see Fig. B.3 on the right, are recomputed using Eq. (B.18) and Eqs. (B.19). Thereafter, $\epsilon_p^*$ is updated and the tolerance criterion in Eq. (B.21) is reevaluated. This process continues until Eq. (B.21) is satisfied.

Since new points are always placed in the middle of each element and since the initial frequency range is the same for all IFTs being evaluated, it is very likely that there is a large overlap in the frequency set used when evaluating multiple IFTs of the same system. This systematic placement of integration points allows certain frequency-dependent
terms, such as wavenumbers and modal amplitudes, to be stored and reused. This greatly reduces the computation time.

The facilitate the repeated halving of the elements, the upper bound frequency $\Omega$ is rounded to the next power of two:

$$
\Omega = 2^{\lceil \log_2(2\pi/\Delta t) \rceil} + \epsilon_2
$$

(B.23)

where $\epsilon_2$ was set to $+2$ in this thesis. This definition minimizes the loss of significant digits due to floating-point arithmetics while repeatedly splitting elements in two, improving the accuracy of terms such as $\Delta_i^{(\pm)}$, $\Delta_i^{(\pm)}$ and $\Delta_i^{(\pm)}$, which, in turn, improves the accuracy of $\epsilon_p^*$. By relating $\Omega$ to the time step $\Delta t$, all the relevant natural frequencies of the system will be included as long as the time step is chosen correctly by the user. While this approach for setting $\Omega$ is not very robust, increasing $\epsilon_2$ by 1 or 2 only increases the total number of integration points by several percents and, therefore, does not have a significant impact on the performance of the solver. For this reason, alternative approaches, like estimating $\epsilon_\Omega(t)$ or adaptively increasing $\Omega$, were not implemented.

The adaptive scheme performs as expected under most conditions. However, when a low accuracy is required, implying that both $\epsilon_{\text{abs}}$ and $\epsilon_{\text{rel}}$ are set to relatively lenient values, and $\Omega$ is much larger than the natural frequencies of the system, the scheme can converge with a mesh that is too coarse and, therefore, does not capture the fidelity of $\Im(\tilde{f}(\omega))$, meaning the peaks at its natural frequencies will not be properly discretized. This results in a time-domain response $f(t)$ that has no physical meaning. To avoid this issue, a minimum refinement level is enforced:

$$
\min (\omega') \leq \frac{2\pi}{T_{\text{sim}}}
$$

(B.24)

where the prime denotes taking the difference between adjacent entries of the set $\omega$ that contains all used frequencies in ascending order. This minimum refinement level forces the scheme to continue until at the very least a coarse outline of $\Im(\tilde{f}(\omega))$ is achieved. Once this coarse outline has been established, the criterion in Eq. (B.21) takes over and will assure that $\mathcal{P}^{(2)}(\omega)$ is further refined until it captures the fidelity of $\Im(\tilde{f}(\omega))$ up to the specified tolerance. The check of this criterion can be disabled once it has been met.

Lastly, two notes are in order. Firstly, while performing the convolution, $\mathcal{L}^{(i)}_n$ and $\mathcal{T}^{(i)}_n$ are scaled by the loads acting on the system, see Eq. (4.39). This scaling has to be taking into account by the user when specifying the absolute tolerance $\epsilon_{\text{abs}}$. Second, when multiple loads act on the system, the time-domain error generated by each load will be superimposed when computing the state-components. This increase in error is not taken into account.

**B.4. Validation**

The scheme was used to solve the following ODE for $x(t)$ $\forall$ $t \in [0,100]$ s:

$$
\ddot{x} + \frac{1}{2} \dot{x} + x = 1, \quad x(0) = \dot{x}(0) = 0
$$

(B.25)

Since the load is constant in time, the convolution scheme does not introduce any errors as it is exact up to the first order. This means that any error in $x(t)$ is introduced by the
IFT scheme. The predictions of the proposed scheme are compared against the analytical solution. The absolute and relative errors of the displacement $x(t)$ are shown in Fig. B.4 for three tolerances. The frequency range was $[0, 2^{14}] = [0, 16384]$ rad/s for all three tolerances shown. In order to meet the three specified tolerances, a total of 47, 208 and 1134 integration points were used respectively. The figure shows that the solver is able to achieve errors of the desired order of magnitude for all $t$. 
Figure B.4: The displacement $x(t)$ for three sets of tolerances: $\epsilon_{\text{rel}} = 10^{-2}, \epsilon_{\text{abs}} = 10^{-4}$ solid line, $\epsilon_{\text{rel}} = 10^{-4}, \epsilon_{\text{abs}} = 10^{-6}$ dashed line, $\epsilon_{\text{rel}} = 10^{-6}, \epsilon_{\text{abs}} = 10^{-8}$ dash-dot line.
DERIVATION OF THE STATIC BREAKING LENGTH

The contact model used in Chapter 4 accounts for the tip moment and this has a minor effect on the static breaking length. In this appendix, an analytical expression for the static breaking length $l_{br,s}$ is derived that accounts for this tip moment.

In the static limit the equation of motion of the ice given by Eq. (4.4) reduces to:

$$Dw'''(x) + \rho_w gw(x) = 0 \quad \forall x \in (-\infty, 0] \quad (C.1)$$

The general solution to this ODE that account for the proper behavior at $x \to -\infty$ is:

$$w(x) = c_1 \exp(r_1 x) + c_2 \exp(r_2 x) \quad (C.2)$$

where $D = E(1 - \nu^2)^{-1} h^3/12^{-1}$, $c_1$ and $c_2$ are unknown integration constants, $r_1 = (-1 - i)\sqrt{2}/2$ and $r_2 = (-1+i)\sqrt{2}/2$ with $l = \sqrt{\delta}$, where $\delta = D/(\rho_w g)$ is defined in Eq. (4.11). To complete the problem statement, two boundary conditions are needed. The boundary conditions account for the contact force and moments that act on the edge of the plate:

$$ Dw'''(0) = \sigma_{cr} (V_{\text{ice}} t \tan(\theta) - w(0)) \cos(\theta) \quad (C.3)$$

$$ Dw''(0) = -h/2 \sigma_{cr} (V_{\text{ice}} t \tan(\theta) - w(0)) \sin(\theta) \quad (C.4)$$

The contact force is assumed to act at the top of the cross-section of the ice. The arm of the horizontal component of the contact force with respect to the neutral axis is assumed to be constant and equal to $h/2$.

These two boundary conditions can be used to find expressions for the unknown constants $c_1$ and $c_2$. The breaking length can be found by determining the location where the bending stress, given by the first term in Eq. (4.7), is maximum. This results in the following expression for the static breaking length:

$$l_{br,s} = \sqrt{2} \tan\left(\frac{\sqrt{2}l}{\sqrt{2}l - h \tan(\theta)}\right) \quad (C.5)$$
CONVERGENCE OF THE ITERATIVE SCHEME

In Chapter 4, an iterative scheme is used to solve the implicit equation, Eq. (4.34), that allows the time-integration scheme to advance to the next time step. In this appendix, the convergence rate of that recursive scheme is derived. To this end, Eq. (4.34) is rewritten in a simpler form under the assumption that there is only a single pseudo-force $F(q)$, noting again that the iteration counter $j$ starts at 0:

$$q^{(j+1)} \approx q^{(0)} + cF(q^{(j)})$$ (D.1)

where $c = T_0 \ll 1$ with $T_0$ being the factor of proportionality between a load that acts on the system during the current time step and the response this load has excited by the end of the time step. First, the pseudo-force $F(q)$ is expanded in a Taylor series around the state $q^{(0)}$ that contains the response excited by the load during all previous time step:

$$F(q) = F(q^{(0)}) + (q - q^{(0)})F'(q^{(0)}) + \frac{(q - q^{(0)})^2}{2}F''(q^{(0)}) + O\left((q - q^{(0)})^3\right)$$ (D.2)

Evaluations of $F$ and its derivatives at $q^{(0)}$ will be indicated with the subscript 0 for brevity:

$$F(q) = F_0 + (q - q^{(0)})F'_0 + \frac{(q - q^{(0)})^2}{2}F''_0 + O\left((q - q^{(0)})^3\right)$$ (D.3)

Substituting the expansion into Eq. (D.1) and evaluating the first iteration ($j = 0$) one obtains:

$$q^{(1)} = q^{(0)} + cF(q^{(0)}) = q^{(0)} + cF_0$$ (D.4)
Since $q^{[1]} - q^{[0]} = cF_0$, the second iteration ($j = 1$) gives:

\[
q^{[2]} = q^{[0]} + c\left(F(q^{[1]})\right)
\]
\[
= q^{[0]} + c\left(F_0 + (q^{[1]} - q^{[0]})F'_0 + \frac{(q^{[1]} - q^{[0]})^2}{2}F''_0 + O\left((q^{[1]} - q^{[0]})^3\right)\right)
\]
\[
= q^{[0]} + c\left(F_0 + (cF_0)F'_0 + \frac{(cF_0)^2}{2}F''_0 + O(c^3)\right)
\]
\[
= (q^{[0]} + cF_0) + \left(c^2 F_0F'_0 + \frac{c^3}{2}F^2_0F''_0 + O(c^4)\right)
\]
\[
= q^{[1]} + \left(c^2 F_0F'_0 + \frac{c^3}{2}F^2_0F''_0 + O(c^4)\right)
\]
\[
(D.5)
\]

Since $q^{[2]} - q^{[0]} = c\left(F(q^{[1]})\right)$, the third iteration ($j = 2$) gives:

\[
q^{[3]} = q^{[0]} + c\left(F(q^{[2]})\right)
\]
\[
= q^{[0]} + c\left(F_0 + (q^{[2]} - q^{[0]})F'_0 + \frac{(q^{[2]} - q^{[0]})^2}{2}F''_0 + O\left((q^{[2]} - q^{[0]})^3\right)\right)
\]
\[
= q^{[1]} + c\left(q^{[2]} - q^{[0]}\right)F'_0 + \frac{c}{2}(q^{[2]} - q^{[0]})^2F''_0 + cO\left((q^{[2]} - q^{[0]})^3\right)
\]
\[
= q^{[1]} + c^2 F(q^{[1]})F'_0 + \frac{c^3}{2}F\left(q^{[1]}\right)^2F''_0 + O(c^4)
\]
\[
= q^{[1]} + c^2\left(F_0 + cF_0F'_0 + \frac{c^2}{2}F^2_0F''_0 + O(c^3)\right)F'_0
\]
\[
+ \frac{c^3}{2}\left(F_0 + cF_0F'_0 + \frac{c^2}{2}F^2_0F''_0 + O(c^3)\right)^2F''_0 + O(c^4)
\]
\[
= q^{[1]} + \left(c^2 F_0F'_0 + c^3 F_0(F'_0)^2 + O(c^4)\right) + \left(\frac{c^3}{2}F^2_0F''_0 + O(c^4)\right) + O(c^4)
\]
\[
= q^{[2]} + c^3 F_0(F'_0)^2 + O(c^4)
\]
\[
(D.6)
\]

This derivation shows that $q^{[1]} - q^{[0]} = O(c)$, $q^{[2]} - q^{[1]} = O(c^2)$ and $q^{[3]} - q^{[2]} = O(c^3)$. So, the error after $j$ iterations is $O(c^{j+1})$, meaning the recursive scheme thus converges at a rate of $c = T_0$. 

D. Convergence of the iterative scheme
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