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Abstract—Cluster schedulers provide flexible resource sharing mechanism for best-effort cloud jobs, which occupy a majority in modern datacenters. Properly tuning a scheduler’s configurations is the key to these jobs’ performance because it decides how to allocate resources among them. Today’s cloud scheduling systems usually rely on cluster operators to set the configuration and thus overlook the potential performance improvement through optimally configuring the scheduler according to the heterogeneous and dynamic cloud workloads. In this paper, we introduce AdaptiveConfig, a run-time configurator for cluster schedulers that automatically adapts to the changing workload and resource status in two steps. First, a comparison approach estimates jobs’ performances under different configurations and diverse scheduling scenarios. The key idea here is to transform a scheduler’s resource allocation mechanism and their variable influence factors (configurations, scheduling constraints, available resources, and workload status) into business rules and facts in a rule engine, thereby reasoning about these correlated factors in job performance comparison. Second, a workload-adaptive optimizer transforms the cluster-level searching of huge configuration space into an equivalent dynamic programming problem that can be efficiently solved at scale. We implement AdaptiveConfig on the popular YARN Capacity and Fair schedulers and demonstrate its effectiveness using real-world Facebook and Google workloads, i.e., successfully finding best configurations for most of scheduling scenarios and considerably reducing latencies by a factor of two with low optimization time.
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1 INTRODUCTION

Today’s cloud workloads are increasingly dominated by a mix of long-running production/service jobs and best-effort analysis/engineering jobs [50], [52]. The service jobs, such as storage services and web search engines, have strict latency deadlines and high priorities of using resources (usually by reservation [23]). The best-effort jobs, such as batch data analytic and software development/test, have different sensitivities to the latency according to their priorities. This paper focuses the latter type, which forms most of cloud jobs and tend to be short running [60]. For example, in the Google [52] and Alibaba [22] datacenters, 66.7 and 75.3 percent of jobs run less than 5 minutes. When dealing with massive jobs of diverse workload characteristics, most production cloud providers, including Google, Facebook, and Cloudera, employs hierarchical scheduling for resource allocation [15], [54]. Specifically, they develop hierarchical schedulers to divides users into different groups (departments) according to their organizational structure and allocates resources within each group according to job priorities. Such schedulers provide the flexibility of sharing resources among jobs, but also causes additional management complexity of the cluster [54].

Example. Fig. 1 shows a typical hierarchical scheduler, which employs two-level queues to share available resources among user groups (first-level queues) and jobs (second-level queues) under scheduling constraints. Its configurable parameters that are critical to job performance can be divided into two parts [15]: cluster-level configuration that decides the allocation of cluster resources to different groups; group-level configuration that controls the resource allocation among priority queues in a group and the job scheduling policy within each queue. For example, in YARN Capacity and Fair schedulers [59], the “ratio” parameters (cluster-level configurations) decide the percentages of resources assigned to the m groups. For the group-level configurations, the “capacity” and “weight” parameters control the resource sharing among the second-level priority queues (e.g., $q_{11}$ and $q_{12}$); and the “scheduling policy” parameter, such as FIFO, Fair and Dominant Resource Fairness (DRF) [30], determines the resource assignment among jobs within the same queue.

Configuration-Sensitive Scheduler. Given a cluster scheduler, the choice of scheduling configurations leads to very different performances of jobs, as minor tweaking on such parameters can lead to changes in resource allocations and
Cluster-level no mean feat facts from setting the long-configuration outperforms dynamically changing workloads at run-time. Meanwhile, today’s scheduler needs to manage a cluster consisting of 10,000 and more machines, and a large number of concurrent users and jobs [60]. This gives rise to another avenue - the large parameter space of scheduler configuration for diverse environments, static configuration tuning approaches may overlook the potential improvement through on-line configuration tuning, because the optimal one is highly volatile. Two major challenges in practice arise when adapting a scheduler’s configuration to maximize the performance of workloads.

First, given a configuration, a scheduler’s performance impact (namely jobs’ performance under this configuration) is determined by both the scheduler’s resource allocation mechanism and a list of variable factors such as workloads, available resources, and scheduling constraints. Hence the proposed technique needs to be applicable to diverse scheduling scenarios in the cloud.

Second, the volatile workload dynamics of best-effort jobs means the number and distribution of these jobs continuously change in the cluster (e.g., most Google and Facebook jobs complete within a few minutes), and the newly submitted jobs may have different workload characteristics. Meanwhile, today’s scheduler needs to manage a cluster consisting of 10,000 and more machines, and a large number of concurrent users and jobs [60]. This gives rise to another major challenge about how to efficiently searching through the large parameter space of scheduler configuration for dynamically changing workloads at run-time.

This paper proposes a systematic approach to enable workload-adaptive tuning of scheduler configuration for large clusters. Our run-time configuration approach, called AdaptiveConfig, is designed to find a scheduler’s best configuration for the latest mix of jobs via online reasoning and search according to workload and resource characteristics. Note that AdaptiveConfig differs from traditional reconfiguration techniques for VM schedulers [17], which allocate resources among VMs to improve the performance of long-running and real-time service jobs [63]. In contrast, the cluster schedulers studied in this work focus on best-effort jobs. In detail, we make the following technical contributions:

**Rule Engine Based Performance Comparator.** Based on the Drools rule engine [4], AdaptiveConfig formally describes the scheduler’s resource allocation mechanisms using *business rules*. Moreover, it performs fine-grained differentiation of the factors that influence job scheduling and simultaneously processes these correlated factors as *facts* of Drools, thus constructing an comparator of configurations’ performance impacts under diverse scheduling scenarios.

**Workload-Adaptive Configuration Optimizer.** AdaptiveConfig presents a run-time optimizer that turns configuration parameters automatically according to the changing workloads. To achieve on-line tuning, the optimizer implements an efficient searching method for best group-level configuration, and transforms the cluster-level configuration searching problem into an equivalent dynamic programming (DP) problem whose structures of optimal actions can be explored for efficient solutions at scale.

**Evaluation Using Testbed and Simulation.** To demonstrate the effectiveness of our approach, we implemented it on two typical YARN schedulers, namely the Capacity and the Fair schedulers, and evaluated it using real jobs derived from the Facebook [21] and Google [52] production traces. The evaluation results on a testbed (cluster) show: (i) AdaptiveConfig correctly selects the best configurations for 87.26 percent of the different mixes of jobs, while also selecting the next-best ones for the remaining jobs; (ii) our approach responds to changing workloads effectively by selecting the appropriate scheduling configuration that achieves considerable performance improvement: job latencies are reduced by an average of 2.16 times compared to the configurations without our approach. Moreover, we conducted simulations on the YARN Scheduler Load Simulator (SLS) [12], YARN’s official platform for large-scale and on-line simulations. The simulation results on a 12k-machine cluster (a typical Google [52] and Alibaba [22] cluster size) show AdaptiveConfig outperforms representative configurations by achieving 1.94 times reductions in job latency with an optimization time of less than 3 seconds.

The remainder of this paper is organized as follows: Section 2 introduces the related work and motivation of this work, Section 3 explains our approach, Section 4 evaluates it, and finally, Sections 5 summarizes the work. Portions of this work appear in a previous conference paper [36] and we have largely extended the article, by demonstrating the key challenges using concrete cases and measurement studies (see Section 2.3), formulating the best configuration searching problem (see Section 3.2) and method (Section 3.3), developing a new DP-based method to find the globally best configurations for multiple user groups (see Section 3.4), and
extending the evaluations by adding Google workloads (see Section 4.3) and multi-group scenarios (see Section 4.5).

2 BACKGROUND AND MOTIVATION

To motivate our focus on optimizing scheduler configurations, this section first explains existing cluster schedulers (Section 2.1) and the related techniques in the cloud (Section 2.2). By testing concrete cases using jobs in real cloud traces, it then illustrates the challenges of workload-adaptive configurations for cloud scheduler (Section 2.3).

2.1 Cluster Schedulers in the Cloud

In traditional HPC supercomputing centers, cluster schedulers (e.g., Maui [43]) typically use long waiting queues to achieve high resource utilizations [60]. In contrast, the next generation cluster management systems for cloud datacenters need to address more challenging scheduling problems such that most cloud jobs have heterogenous workload characteristics, multi-dimensional resource demands, and short durations [8]. Table 1 summarizes the representative cluster scheduling techniques in the cloud.

2.1.1 Cluster Resource Management Systems in the Cloud

Production Systems. Mainstream cloud service providers usually develop their own cluster resource management systems. Google Borg [60] is a pioneer system that divides cloud jobs into high-priority service jobs and low-priority batch jobs, and schedule these jobs with consideration of multiple resource dimensionalities including CPU, memory, disk, and network. Many enterprises develop similar systems to Borg, such as are Microsoft Autopilot [42] and Facebook Tupperware [5]. In recent years, Google launches a new system (Kubernetes [6]) for the new generation container technology (Docker [48]), and Microsoft’s Apollo [16] reduces job scheduling latency using a distributed scheduling framework.

Open Source Systems. Before Borg, Mesos [39] is the first cluster resource management system released by UC Berkeley. Mesos increases the cluster resource utilization using a two-level scheduler, which shares resources among multiple computing frameworks (e.g., Hadoop, Spark and Storm) as well as jobs within each framework. Mesos’s design philosophy has a profound impact on the following systems: YARN [59] employs hierarchal schedulers to share resources among multiple organizations and users; Google Omega [55] improves Mesos’s passive resource sharing mechanism and proposes an active mechanism that allows jobs to autonomously compete for resources based on shared states; and Swarm [3] is a specialized cluster management system designed for Docker.

Existing cluster resource management systems usually provide configuration parameters in their schedulers to control the resource allocation and job scheduling process [8], and support run-time adjustment of these configurations [1], [59]. However, to the best of our knowledge, existing systems only rely on cluster operators to manually set the configuration and may lose the opportunities to improve jobs’ performance through dynamically configuring their schedulers according to the changing workload and resource status in the cluster. This work is built upon the above configurable schedulers and it focuses on tuning their configurations at run-time.

2.2 Related Work

2.2.1 Improvement Techniques for Cluster Schedulers

Many techniques have been proposed to improve cluster schedulers from different aspects.

Distributed and Hybrid Schedulers. Traditional centralized cluster schedulers such as Borg and YARN have the problem of long scheduling latencies when handling high throughput of jobs. To address this issue, Sparrow [49] proposes a...
distributed framework for fast scheduling decisions of 100 millisecond jobs. However, distributed schedulers have a limited visibility of the whole cluster status, thus cannot make optimal scheduling decisions or strictly guarantee fairness constraints. Hence, hybrid schedulers (e.g., Mercury [45], Hawk [25], and Eagle [24]) make trade-off between high quality in centralized schedulers and low latency in distributed schedulers.

**Extension of Resource Dimensionality.** Many basic cluster schedulers only allocate resources of processor cores and memory, but ignore the constrained I/O resources such as disk and network bandwidths. Hence, some work studies the explicit allocation of network resources [34], [67]. In addition, alsched [58] maximizes the efficiency of job scheduling by considering both CPU and GPU resource constraints.

**Task-Level Optimization.** These techniques optimize the execution of jobs at the task level. Graphene scheduler [35] is designed for directed acyclic graph (DAG) jobs with complex task dependencies. It identifies straggling tasks and schedules them first. Similarly, AutoPath scheduler [29] adjusts resource allocation among parallel tasks to coordinate their completion times. In addition, YaYa and YaYa-d [51] focus on managing the task queue at each node such as restricting the queue length or selecting scheduling algorithms. BIG-G uses Docker to keep a task’s status when it is preempted, thus decreasing its resumption overheads [20].

Our current approach is designed for standard hierarchical schedulers used by mainstream cloud providers [54], and it is orthogonal to the above scheduling improvement techniques.

### 2.2.2 Constraint-Based Job Scheduling

In the cloud, cluster schedulers usually have various constraints listed as follows.

**MapReduce jobs** are one major type of best-effort jobs in the cloud. Early scheduling techniques usually concern two constraints in these jobs: data locality (moving tasks and their computations close to data) [62], [65] and task dependance [66]. Some recent work considers the restrictions of network traffic and deadlines [18], [47].

**Resource Contention.** In a resource-sharing cloud environment, the resource contention among co-located jobs considerably degrade service jobs’ performance. Considering this constraint, Paragon [27] utilizes collaborative filtering to recommend suitable resources for jobs based on their running history. Similarly, Quasar [26] divides the contention of resources into different patterns including memory, cache, disk and network bandwidths, and uses history logs to construct classifiers that decide the optimal resource allocation of jobs.

**Task Placement.** This determines the machine a task can run. Choosy scheduler [31] and Firmament scheduler [32] extend the max-min fairness algorithm and the min-cost max-flow algorithm to support this constraint. It is also studied within the context of geo-distributed datacenters and data locality [19].

**General Framework.** Phoenix [57] is a generic constraint-aware scheduling framework, which considers both heterogeneous resources (e.g., GPU, FPGA and different storage devices such as solid-state drive (SSD) and hard disk drive (HDD)) and other constraints (e.g., task placement and deadlines).

The above constraints can be regarded as an influence factor when estimating a scheduler configuration’s performance in our approach.

### 2.2.3 Configuration Tuning for Individual Jobs

Some techniques are developed to automatically adjust configurations that control the running of individual jobs.

**Hadoop and Spark jobs.** On Hadoop, the running of a MapReduce job is controlled by over 190 configuration parameters [37], [38], such as the number of map and reduce tasks, the memory allocation of each task, whether to compress data in data shuffling. All these parameters influence the job’s performance. To this end, Starfish [38], MRTuner [56], FRESH [61], and RFHOC [14] profile the behaviors of jobs and develop automatic configuration tuning methods on Hadoop for optimized performance. On Spark, the memory configuration parameters have a large impact on job performance, and machine learning techniques are used to optimize these configurations [40]. Some other algorithms are developed to configuring dynamic partitioning of a Spark job to minimize its resource consumption within a user-defined latency [33].

**Jobs on Cloud Server Systems.** Similarity, some techniques are developed for single applications in cloud serving systems. ReCA studies I/O workloads in storage systems and develops a cache reconfiguration approach for a given application [53]. A configuration optimization approach is developed for a specified on Tomcat, database systems (Cassandra, MySQL, and Hive) or Spark [68].

Existing configuration tuning techniques aim to minimize the execution time of an individual job, usually relying on profiling the running behaviour of the job. In contrast, this work studies the scheduler configurations that decide the resource allocation among multiple jobs and addresses the challenge in searching the best setting to minimize these jobs’ latencies, including both waiting times before execution (depending on the resource allocation moments) and execution times (depending on the amount of allocated resources).

### 2.3 Challenges

This section motivates the challenges considered here by testing YARN Capacity and Fair schedulers on traces of real workloads.

#### 2.3.1 Workloads and Schedulers

We analyzed traces from two production cloud systems, namely a month-long trace from a 12K-machine Google cluster [52] and a 7.5 month-long trace from a 3.6K-machine Facebook cluster [21], to show the workload characteristics of cloud best-effort jobs: (1) workload heterogeneity. These jobs are submitted by users of various application domains and hence have different application types. Each application type has a wide range of input sizes ranging from KB to TB. (2) Workload dynamicity. In both traces, short and medium best-effort jobs that complete within dozens of seconds or minutes account for the majority. For example, 66.7 percent of Google jobs complete less than 5 minutes, and their median duration is
3 minutes; 47.07 and 98.79 percent of Facebook jobs complete within 32 seconds and 21 minutes.

**Benchmarks.** In evaluation, the workload characteristics of a job is represented by its submission time and the resource usages of its tasks. The Facebook jobs are generated by the Statistical Workload Injector for MapReduce (SWIM) benchmark [9], which emulates the operations of reading, writing, shuffling and sorting data in MapReduce jobs. The Google jobs are generated by the CloudMix benchmark [2].

**YARN Scheduler Configurations.** We evaluate both Google and Facebook jobs using YARN Capacity and Fair schedulers. Both schedulers have dozens of configurable parameters, in which a few ones determine resource allocation within a user group and hence they are critical to job performance [13].

- In the **Capacity** scheduler, the “capacity” parameter controls the allocation of resource to different queues (two queues, called \(q_d\) and \(q_n\), are used in the example). We set five configuration values of this parameter in \(q_d(q_n)=\{\frac{1}{8}, \frac{1}{4}, \frac{1}{2}, \frac{3}{4}, \frac{1}{2}\}\), and \(\frac{3}{4} q_n\).

- In the **Fair** scheduler, the “weight” parameters determines the resource sharing proportions between queues and each queue has its “schedulingPolicy” parameter. We set the same configuration values of the “weight” parameters as the previous “capacity” parameter, and 3 job scheduling policies within queues: FIFO, Fair, and dominant resource fairness (DRF).

### 2.3.2 Challenge in Tuning Group-Level Configurations

**Scheduling Scenarios.** For the Facebook jobs, we generate 14 different mixes of jobs submitted to two cluster sizes: six and eight containers (each container has 1 CPU core and 2 GB memory). For the Google jobs, we generate 18 different mixes of jobs by considering six periods of a day (each period corresponds to four hours) and three platforms (each platform has its own machine types and resource capacities). The available resource to each mix of jobs is decided by the actual nodes assigned to these jobs in the trace. Overall, we tested 640 different cases of job scheduling.

**Evaluation of Group-Level Configurations.** We term best configuration as the one that results in the lowest job latency. The evaluation results show: (i) the best configuration varies when encountering either different mixes of jobs or available resources. It covers 100 and 86.67 percent of the optimal configurations in the Capacity and Fair schedulers, respectively; (ii) each optimal configuration experiences a similar probability to be the best one. Fig. 2 further reports the average percentage of increased latency when comparing other configurations to the best one. One can observe that these configurations considerably increase job latencies by an average of 54.95 percent.

![Fig. 2. Percentages of job latency increase in other configurations compared to the best ones.](image1)

**Challenge.** There is no “one-size-fits-all” best configuration in the above evaluations. The problem is compounded when considering resource allocation mechanisms in different schedulers and scheduling constraints. This gives rise to the key challenge about how to efficiently reason about the performance impact of different configurations under such various influence factors and scheduling scenarios.

### 2.3.3 Challenge in Tuning Cluster-Level Configurations

**Evaluation of Cluster-Level Configurations.** We now discuss the performance impact of the cluster-level configuration, i.e., the “ratio” parameters that control the proportions of resources assigned to different user groups. Taking three groups (group 1 to 3) and the Capacity scheduler as an example, we first test how the different resource allocations affect the job performance even given the best group-level configuration in the previous evaluation. Fig. 3a demonstrates the fluctuations of job latencies under different numbers of containers. We can see that the resource assignment considerably affects the job latency in each group. In particular, group 2 has the highest latency and it is 7.87 times larger than the lowest one. We further consider a scenario of 144 containers that are shared across three groups under three cluster-level configurations, as shown in Fig. 3b. The evaluation result shows configuration 1 achieves the lowest job latency (8.4 minutes), which is 59.35 percent shorter than those of the other two configurations.

**Challenge.** We note that there are only three groups and three configurations in this simple example. In real cloud clusters, there exist thousands of users and dozens of groups (e.g., 50) in a cluster [60] and each group may have a list of “ratio” parameters that lead to different job performances (e.g., more than 30 in Fig. 3a’s three groups). Hence at the datacenter scale, there exists a huge number (e.g., 50^{50}) of possible combination of cluster-level configurations and how to efficiently search this configuration space for the best setting is a major challenge to be addressed.

## 3 ADAPTIVECONFIG

In this section, we first describe the design overview of AdaptiveConfig in Section 3.1 and formulate the best configuration searching problem in Section 3.2, following by explaining its specific modules in Sections 3.3 and 3.4.

### 3.1 Overview

AdaptiveConfig aims to automatically configure a cluster scheduler according to the workload variation at run-time. It applies a periodical configuration tuning mechanism for a cluster scheduler using three steps, as shown in Fig. 4. At
each tuning interval (step 1), it monitors the changes in workloads (that is, existing running and waiting jobs, and newly submitted jobs) and available resources, and decides which user groups of the cluster need reconfiguration. Specifically, a reconfiguration is triggered for a group if it has at least one newly submitted job that requires resource allocation in the current tuning interval.

At step 2, AdaptiveConfig employs two modules that work together to search the scheduler’s best configuration. For each triggered group, the group-level configuration optimizer finds its best group-level configurations under different resource assignments, which are decided by the group’s minimal and maximal resource capacities. Afterwards, the search results of all m groups are forwarded to the cluster-level configuration optimizer to search the globally best cluster-level configuration. Finally, the scheduler is re-configured according to the found best configurations.

3.2 Problem Formulation
Consider a cloud cluster shared by m groups, a_i, 1 \leq i \leq m, and R denotes its available resource for best-effort jobs. Note that the amount of resource is measured by the number of Linux containers, which are used in resource isolation and usage accounting in many mainstream cloud platforms such as Google and Alibaba. Each group a_i has a set of n priority queues q_j, 1 \leq j \leq n. The scheduling configurations for a_i are denoted by a triple C_i = (c^{Ratio}_i, c^{Queue}_i, c^{Sche}_i); c^{Ratio}_i is the ratio of allocated cluster resource; c^{Queue}_i is a set of parameters that decide the allocation of resources among n queues; and c^{Sche}_i is a set of parameters that decide the scheduling policy at each queue. Suppose a_i has a set J_i of jobs, its scheduling constraints are denoted by a pair (S_i, J_i); S^{Queue}_i is the set of constraints for its queues such as their minimum and maximum amounts of resources; and S^{Job}_i is the set of constraints for its jobs such as their task placement constraints (the machines that a job’s tasks can run).

Best scheduler configuration is defined as: given available resource R, jobs J = \{J_i\}_{i=1}^m, scheduling configurations C = \{C_i\}_{i=1}^m, and constraints S = \{S_i\}_{i=1}^m, we aim to find the configuration parameters that achieve the best job performance, L, over the full space C of parameter settings

\[
C^* = \arg\min_{C \in C} L(R, J, C, S). \tag{1}
\]

Here, we specifically consider L as the average job latency and minimize L. This model can be directly extended to a utility function that considers job latency, priority, and deadline [41]. We address the best configuration searching problem by decomposing C* into group-level and cluster-level best configurations.

3.3 Group-Level Configuration Optimizer
Given a resource assignment R_i, c^{Ratio}_i to a group a_i (1 \leq i \leq m), this optimizer searches the best configurations C^{Queue}_i and C^{Sche}_i that result in the lowest job latency for group i

\[
L^*(a_i, R_i, c^{Ratio}_i) = \min\{C^{Queue}_i, C^{Queue}_i, C^{Sche}_i\} \in C^{Queue}_i, C^{Queue}_i, C^{Sche}_i_L(R_i, c^{Ratio}_i, J_i, C_i, S_i), \tag{2}
\]

where C^{Queue}_i and C^{Sche}_i denote the subspaces of C consisting of only the parameters in C^{Queue}_i and C^{Sche}_i.

Cluster-Level Configuration Optimizer
Based on the group-level best configurations, this optimizer finds the globally best setting of configurations {c^{Ratio}_i} to {c^{Ratio}_m} (\sum_{i=1}^{m} a_i=1) that results in the lowest setting of job latency L^* in the cluster

\[
I^* = \min\{c^{Ratio}_i\} \in C^{Ratio}_m \sum_{i=1}^{m} L^*(a_i, R_i, c^{Ratio}_i), \tag{3}
\]

where C^{Ratio}_i denotes the parameter space of c^{Ratio}_i.

3.3.1 Configuration-Sensitive Job Latency Comparison
Algorithm 1 details the steps of function L(R_i, c^{Ratio}_i, J_i, C_i, S_i) in Eqn. (2). Its latency comparison process has several iterations. Each iteration corresponds to a resource allocation r_A to a set of k jobs in |J_i| (line 4). The allocation decision depends on the scheduler’s resource allocation mechanism under configuration C_i and scheduling constraints S_i. Afterwards, the latencies of these k jobs are estimated in turn (line 5 to 9). In estimation, a job j_v starts running after the resource allocation and its waiting time w_v is calculated by subtracting the submission time b_v from the allocation moment t_M (line 6). Its execution time e_v and latency l_v are then calculated (lines 7 and 8), and the job is added to set J^{Run} of running jobs. After completing one resource allocation (line 4 to 11), the algorithm removes the job j_v that finishes first in J_i (line 12), resets resource allocation moment t_M and available resource r_A (lines 13 and 14), thereby starting the next iteration of resource allocation. Finally, the algorithm returns the average latency of all jobs (line 16).

We note here that estimating a pending job’s execution time is a major building block of cluster schedulers in the cloud [28, 44] and the estimation error is determined by many factors such as the resource/machine type, the scheduler employed, and runtime uncertainties [50]. In contrast, function L focuses on comparing job latencies across different scheduler configurations and implicitly assumes that the latencies are estimated under the same factors. Under this
assumption, we develop function $E(j_r, R^{job}_v)$ to estimate for a multi-task job $j_r$’s execution time. The estimation is sensitive to configuration $C_t$ that decides the set $R^{job}_v$ of resource allocation to the job. Specifically, $R^{job}_v$ corresponds to one or multiple allocations and $(r, t) \in R^{job}_v$ is a pair denoting the allocation time $t$ of resource $r$.

Algorithm 1. Job Latency Comparison $L(R \cdot c_i^\text{Ratio}, J_t, C_t, S_t)$

**Require:**
- $t_M$: the resource allocation moment; $r_A$: the allocatable resources;
- $R^{job}_v$: the set of resource allocations to a job; $J^{Run}$: $t(r, t) \in J^{Run}$ is a pair denoting a job’s completion time $t$ and released resource $r$;
- $c_i^\text{Ratio}$: A job’s estimated execution time;
- $A$: an array of each container’s available moment;
- $R^{job}_v$: the set of tasks in job $J_t$ according to $C_t$ and $S_t$;
- $w_{k+1} = \max\{t_M - b_k, 0\}$;

1. $r_A = R \times c_i^\text{Ratio};$
2. $t_M = 0;$
3. while ($J_t \neq \phi$) do
4. Allocate $r_A$ to the $k$ jobs in $J_t$ according to $C_t$ and $S_t$;
5. for ($v = 1; v \leq \frac{1}{e}; v++$) do
6. $w_v = \max\{t_M - b_k, 0\};$
7. $e_v = E(j_r, R^{job}_v);$
8. $l_v = w_v + e_v;$
9. $J^{Run} = J^{Run} \cup \{(b_v + l_v, R^{job}_v)\};$
10. $J_t = J_t \setminus \{j_v\};$
11. end for
12. $J^{Run} = J^{Run} \setminus \{(t^*, r^*)\}$ where $t^* = \min_{(t, r) \in J^{Run}} t$;
13. $t_M = R^{job}_v;$
14. $r_A = r^*;$
15. end while
16. Return the average latency of all jobs.

The steps of function $E(j_r, R^{job}_v)$ are detailed in Algorithm 2. Given the set $Task_i$ of tasks in $j_r$, the algorithm simulates the assignment of this tasks to the containers in $R^{job}_v$ and this process has $|R^{job}_v|$ iterations (line 4 to 19). Each iteration corresponds to a resource allocation of $r_i$ containers ($1 \leq i \leq n_C$), whose available moments are recorded in array $A$ as their allocation times (line 10 to 12). Suppose $n_C$ containers are allocated (line 13), the algorithm iteratively assigns tasks to containers under two conditions (line 14 to 18): (1) there exists a container whose available moment is smaller than the next resource allocation moment $t_M$; (2) there exists pending tasks. In each assignment, a pending task is allocated to the container with the earliest available moment $A[i]$ (line 16) and this container’s available moment is updated as the time the task is completed (line 16). Finally, the algorithm calculates job $j_r$’s execution time as the interval between the first container’s allocation moment and the last container’s available moment (line 20). Similar to current work on job performance model [28], [46], [50], our approach estimates a task’s execution time $e_{Task_i}$ by constructing models (e.g., regression models) based on job profiles or post running logs. The time model assumption was a homogenous cluster, in which all containers have the same instance type (represented by a container’s machine type and resource capacity). This model can be extended by taking containers’ instance type as input, thus supporting a heterogeneous cluster with multiple instance types.

Algorithm 2. Job Execution Time Calculation $E(j_r, R^{job}_v)$

**Require:**
- $t_M$: the next container’s allocation moment;
- $Task_i$: the set of tasks in $j_r$;
- $A$: an array of each container’s available moment;
- $e_{Task_i}$: a task’s execution time.

1. Rank all the tasks in $Task_i$ according to their execution orders;
2. $n_C = 0; // number of containers
3. $k = 0; // number of assigned tasks
4. for ($i = 1; i \leq n_C; i++$) do
5. if ($i < |R^{job}_v|$) then
6. $t_M = t_{i+1} =$
7. else
8. $t_M = +\infty;$
9. end if
10. for ($j = 1; j \leq r_i; j++$) do
11. $A[n_C + j] = t_i; $
12. end for
13. $n_C = n_C + r_i;$
14. while ($\max_{i < \leq n_C} \{A[i]\} < t_M$ and $k \leq |Task_i|$) do
15. $i^* = \arg\min_{i \leq n_C} \{A[i]\};$
16. $A[i^*] = A[i^*] + e_{Task_i}$;
17. $k++;$
18. end while
19. end for
20. Return $\max_{i < \leq n_C} \{A[i]\} + t_1.$

Fig. 5 shows an example of estimating job $j_r$’s execution time using Algorithm 2. This job has seven tasks, in which tasks 3 to 6 are parallel tasks with the same execution order. That is, they have arbitrary assignment orders in Algorithm 2. Job $j_r$ obtains three resource allocations during its execution process and thus the estimation process consists of
three iterations. At iteration 1, when \( r_1 \) is allocated at time 0, task 1 is assigned to container 1 and this container’s available moment is 6. At iteration 2, when \( r_2 \) is allocated at time 3, only container 2 is available and task 2 is assigned to it. At iteration 3, when \( r_3 \) is allocated at time 7, tasks 2 and 3 are running in containers 2 and 1, so tasks 4 and 5 are assigned to the two newly released containers. Finally, at time 9, containers 1 and 2 are released and tasks 6 and 7 are assigned to them. After all seven task assignments, \( j_v \)’s execution time is calculated.

### 3.3.2 Rule Engine Based Implementation

To support different schedulers and diverse workload characteristics, we implement the comparison function \( L \) based on the Drools Expert rule engine [4] with two objectives. First, it explicitly differentiates a schedulers resource allocation mechanism under different configurations and formally describes these mechanisms as business rules in Drools. Second, it transforms the factors that influence the job scheduling into facts of Drools, thus providing the ability to handle variations in workloads and available resources. Drools is used here because it provides highly efficient reasoning algorithms that scale to a large number of business rules and facts, while also offering conflict resolution strategies in reasoning. We now introduce the details of business rules and facts in the comparison function.

**Business Rules.** The Drools Expert allows convenient definition of a business rule as prerequisites (“When/If” statement) and actions (“Then”) and manages different business rules using activation groups (the rules in the same group cannot be fired together). For example, a queue can only apply one job scheduling algorithm (e.g., FIFO or DRF), hence in Drools, each scheduling algorithm is defined as a business rule and all the algorithms are in the same activation group.

Fig. 6 shows four activation groups of business rules: (1) Resource allocation rules among priority queues. Example rules are the static resource allocations in the YARN Capacity scheduler and the dynamic resource sharing mechanisms in the YARN Fair scheduler. (2) Job scheduling policies within one queue. Example policies are FIFO, DRF, Earliest-deadline-first (EDF), and Least Remaining Time First (LRTF). (3) Scheduling constraint checking rules. These rules define the checking methods for scheduling constraints such as queue capacity (the minimal and maximal amounts of resources that can be allocated to a queue) and machine placement (the machines that a job can run). (4) Job execution time estimation rules. These rules estimate a job’s execution time under a resource allocation.

**Facts.** For a user group \( o_i \), the comparison function \( L \) comprehensively considers the factors (available resource \( R \cdot c_i^{\text{Ratio}} \), jobs \( J_i \), configurations \( C_i \), and constraints \( S_i \) that influence job scheduling and simultaneously reasons about these correlated factors as facts of the rule engine. The rule engine then outputs resource allocation decision and tasks’ estimated execution times to the function (Algorithm 1).

**Example.** Fig. 7 shows an example of assigning five containers (available resources) to five waiting jobs \( (j_1 \text{ to } j_5) \) on the YARN Capacity and Fair schedulers. Either scheduler has two queues and each queue has its capacity constraint. The example has three configurations: \( C_1 \) (Capacity scheduler with FIFO queue), \( C_2 \) (Fair scheduler with FIFO queue), and \( C_3 \) (Fair scheduler with Fair queue). The resource demand is one container for \( j_1 \) and two containers for each of the other four jobs. Under \( C_1 \) (Fig. 7a), fixed amounts of resource are allocated to the two queues (two containers to \( q_1 \) and three containers to \( q_2 \)). Two head-of-queue jobs, \( j_1 \) and \( j_2 \), receive the three containers in a FIFO manner. By contrast, the Fair scheduler (Figs. 7b and 7c) is supposed to allocate two (three) containers to \( q_1 \) (\( q_2 \)); however \( j_1 \) only requests one container in \( q_1 \) and thus the rest of four containers are assigned to \( q_2 \). Under \( C_2 \) (Fig. 7b), the FIFO scheduling policy assigns the four containers of \( q_2 \) to the two first submitted jobs. Under \( C_3 \) (Fig. 7c), the Fair scheduling policy equally assigns the four containers to the four waiting jobs in \( q_2 \). Finally, the optimizer calculates all five jobs’ execution times according to their resource assignments using the job execution time estimation rules.

### 3.3.3 Searching the Best Group-Level Configuration

The optimizer searches within their domains of configurations \( C_i^{\text{Var}} \) and \( C_i^{\text{Sch}} \) to find the best configuration parameters that minimize the job latencies. It first utilizes the quantization technique to generate a search space. Specifically, for a configuration parameter, its domain can either be continuous (e.g., the “Capacity” parameter in the Capacity scheduler) or discrete (e.g., the parameter to select the...
job scheduling algorithm can be FIFO, DRF, or EDF). Using the quantization method, this domain is equally or randomly discretized into $d$ values. When considering all $k$ parameters in $C_{i,k}^{\text{lower}}$ and $C_{i,k}^{\text{upper}}$, the space of possible settings is constructed as a grid of size $d^k$. For each setting (a point in the grid), the optimizer uses the comparison function to calculate the jobs’ latencies and then selects the setting with the lowest latency.

To search the parameter space efficiently, we develop an approximate method based on Recursive Random Search (RRS) [64]. RRS is a heuristic algorithm for black-box optimization problems and it provides probabilistic guarantees on the distance between the found best setting and the actual best one. The RRS-based method starts from the whole parameter space and searches the best solution with multiple iterations. Each iteration consists of three steps: (1) given a pre-specified confidence probability $p$, the method randomly samples the current space to find the point (configuration setting) with the lowest latency; (2) it then shrinks both the parameter space and the search granularity according to a scaling down factor $\gamma$; and (3) it samples in the space with the granularity. The methods terminates until the search granularity meets the required degree of accuracy.

**Proposition 3.1.** The time complexity of the RRS-based optimizer is $O((n-1-g) \log \gamma g^2)$, where $p$ represents the probability of finding the best setting, $g$ is the search granularity at one iteration, $g^2$ denotes the initial/coarsest search granularity, and $g'$ denotes the required/finest search granularity, and $\gamma$ denotes the scaling down factor at each iteration.

**Proof.** At one iteration, let $n$ be the number of samples required to meet the confidence probability $p$, we have: $p = 1 - (1 - g)^n$, where $(1 - g)$ represents the probability of finding a non-optimal setting in one sample. Hence $n$ can be calculated as: $c = \frac{(n-1-g)}{(n-1-g)}$. Let $x$ be the number of iterations to meet the required search granularity $g'$, we have: $g' = g^2 \times e^{-1}$, and $x$ can be calculated as: $x = \log_{g'} \frac{g^2}{g} + 1$. When considering all $x$ iterations, the total time complexity of the algorithm is $O((n-1-g) \log \gamma g^2)$. \hfill $\square$

**Example.** Suppose the Fair scheduler has two parameters required to meet the confidence probability $p$, we have: $p = 1 - (1 - g)^n$, where $(1 - g)$ represents the probability of finding a non-optimal setting in one sample. Hence $n$ can be calculated as: $c = \frac{(n-1-g)}{(n-1-g)}$. Let $x$ be the number of iterations to meet the required search granularity $g'$, we have: $g' = g^2 \times e^{-1}$, and $x$ can be calculated as: $x = \log_{g'} \frac{g^2}{g} + 1$. When considering all $x$ iterations, the total time complexity of the algorithm is $O((n-1-g) \log \gamma g^2)$. \hfill $\square$

In Eqn. (5), the calculation of $V[i, r]$ has the overlapping subproblems property: it is based on the optimal substructure of $(i-1)$ groups and $V[i-1, r]$ is revisited over and over again during the calculation of $V[i, r]$. Hence this calculation is a binary choice: $V[i, r]$ either equals to $V[i - 1, r]$, indicating that no resource is allocated to the $i$th group; or $V[i, r]$ equals to $(L^R(o_i, r_i^*) + V[i - 1, r - r_i^*])$ if this value is larger than $V[i - 1, r]$, indicating that allocating resource $r_i^*$ to the $i$th group and $(r - r_i^*)$ to the other $(i - 1)$ groups results in a larger latency reduction. In the second choice, $r_i^* = \arg\max_{r_i \leq r} [L^R(o_i, r_i) + V[i - 1, r - r_i]]$ denotes the optimal allocation of extra resources to the $i$th group.

**Algorithm 3** details the steps of searching for the best cluster-level configuration. Given the extra resource $r_{\text{Alloc}}$, in addition to all $m$ groups’ lower bounds (line 1), the algorithm first computes the maximum latency reduction $V[i, r]$ in a tabular, bottom-up manner (lines 2 to 12). Note that for $i$ groups, the summarized allocatable resources $r_{\text{sum}}$ is calculated based on these groups’ lower and upper bounds, and the algorithm only considers resource allocation within $r_{\text{sum}}$ to reduce the search space (lines 6 to 11). Matrix $R[i, r]$ records the optimal solution given $i$ and $r$, and it is used to compute the best cluster-level configurations (lines 15 to 18).

**Proposition 3.2.** The time complexity of Algorithm 3 is $O(m \times r_{\text{sum}}^2)$, where $m$ is the number of groups and $r_{\text{sum}}$ is the number of allocatable containers.
Proof. The algorithm takes \( m \) loops to complete the search of all \( m \) groups to find the best solution. In each loop (lines 5 to 12), it takes \( r_{\text{sum}} \) iterations (lines 7 and 11) to search group \( i \)’s best resource allocation. At iteration \( r \) \((1 \leq r \leq r_{\text{sum}})\), it needs \( r \) operations to find the best solution (line 8) and other operations in the iteration can be done in constant time (lines 9 and 10). Hence the algorithm takes \( \sum_{r=1}^{r_{\text{sum}}} r = \frac{r_{\text{sum}}(r_{\text{sum}}+1)}{2} = O(r_{\text{sum}}^2) \) to complete the search of one group. The total time complexity of searching \( m \) groups, therefore, is \( O(m \times r_{\text{sum}}^2) \). \( \square \)

Algorithm 3: Searching the Best Cluster-Level Configuration

Require: \( r_{\text{lower}} / r_{\text{upper}} \): the lower/upper bound of resource allocation to a group; 
\( V[i, r] \): the maximum latency reduction of the first \( i \) groups when the extra resource allocation is \( r \); 
\( R[i, r] \): the optimal allocation of extra resource to the \( i \)th group when the extra resource allocation is \( r \). 
1. \( r_{\text{Alloc}} = R - \sum_{i=1}^{m} r_{\text{lower}} \); 
2. Set \( V[i, r] = 0 \) for \( 0 \leq i \leq m \) and \( 0 \leq r \leq r_{\text{Alloc}} \); 
3. Set \( R[i, r] = 0 \) for \( 0 \leq i \leq m \) and \( 0 \leq r \leq r_{\text{Alloc}} \); 
4. \( r_{\text{sum}} = 0 \); 
5. for \( (i = 1; i \leq m; i++) \) do 
6. \( r_{\text{sum}} = \min \{ r_{\text{sum}} + r_{i, \text{upper}} - r_{i, \text{lower}}, r_{\text{Alloc}} \} \); 
7. for \( (r = 1; r \leq r_{\text{sum}}; r++) \) do 
8. \( r_{i} = \arg \max_{r_{i}} [L^{i}(a, r_{i}) + V[i - 1, r - r_{i}]] \); 
9. \( R[i, r] = r_{i} \); 
10. \( V[i, r] = \max [V[i - 1, r], R^{i}(a, r_{i}) + V[i - 1, r - r_{i}]] \); 
end for 
end for 
13. \( i = m \); 
14. \( r = r_{\text{sum}} \); 
15. for \( (i = m; i > 0; i = i-1) \) do 
16. \( c_{\text{Ratio}} = (R[i, r] + r_{i, \text{upper}}) / R[i, r] \); 
17. \( r = r \times R[i, r] \); 
18. end for 
19. Return \( \{ c_{1, \text{Ratio}}, \ldots, c_{m, \text{Ratio}} \} \).

Example. Fig. 8 shows an example of searching three groups’ best cluster-level configurations using Algorithm 3. In the inputs, \( r \) represents the extra resources allocated to a group in addition to its lower bound and \( L^{i}(a, r) \) represents the value (reduced latency) when allocating \( r \) to group \( i \). The total available resource \( R = 15 \) in cluster and thus the total extra resource to all groups is: \( r_{\text{Alloc}} = R - \sum_{i=1}^{3} r_{i, \text{lower}} = 7 \).

In the search process, the algorithm first constructs matrix \( V[i, r] \) \((0 \leq i \leq 3, 0 \leq r \leq 7)\) by sequentially computing the maximum latency reductions when allocating resources to three groups, and \( r_{\text{sum}} \) represents the amount of allocatable resources for these groups. Subsequently, the algorithm searches the three groups’ best configurations by starting from the bottom-right of the matrix \( V[i, r] \). Using three iterations, it stepwise calculates the optimal extra resource allocation to each group according to matrix \( R[i, r] \). We can see in the best solution, group 2 is allocated the smallest ratio of resources because it brings the smallest reduction of job latency.

4 EVALUATION

Based on the implementation of AdaptiveConfig on the YARN Capacity and Fair schedulers, our evaluation has three objectives. First, we show AdaptiveConfig is able to select best (next-best) group-level configurations for scenarios with various mixes of jobs and YARN scheduler equipped with different queues and resources (containers) (Section 4.3). Second, we present the run-time results, further highlighting the effectiveness of AdaptiveConfig in adapting to time-varying workloads (Section 4.4). The first two evaluations are conducted on real testbeds. Finally, using real-trace driven simulations, we evaluate the effectiveness of our approach in improving job performance when dealing with large clusters (Section 4.5).

4.1 Implementation on YARN Schedulers

AdaptiveConfig is implemented in Java and it is currently targeted for cloud jobs running in the YARN platform. Its group-level configuration optimizer is implemented based on open source Drools rule engine (Section 3.3.2), and it is incorporated with two typical YARN schedulers. Both ones have dozens of configurable parameters, in which a few ones determine the allocation of resources in job scheduling:

- Capacity scheduler [10] is designed to share resource among users in order to maximize the resource utilization. Users are allocated to different queues according to their priorities. In job scheduling, each queue is guaranteed a capacity of resources for its jobs, while can also access idle resources from other queues under the constraint of maximal capacity.
- Fair scheduler [11] also organizes users into different queues and uses weights to determine the fractions of resources used by different queues. For each queue, this scheduler can be configured to use one of the three scheduling policies: FIFO, Fair, and DRF [30].

AdaptiveConfig interacts with YARN to obtain the workload and cluster status: (i) it reads the “/history/done_intermediate” file in YARN’s job history server to obtain each waiting or running job’s information, including its submission time, resource requirement, and task information; (ii) it reads the “yarn-site.xml” file to get the cluster resource status, including the amount of available CPU cores and memory, and the resource granularity of a single container; (iii) after selecting the best configuration, it accesses...
the “capacity-scheduler.xml” or “fair-scheduler.xml” file to re-configure the scheduler’s parameters.

To make the reactive configuration tuning applicable for large clusters with massive nodes and jobs, one group-level optimizer is implemented for each user group with two objectives. First, an optimizer only needs to read the job and node information from one group, thus the overheads from the reading cause slight interruption to the system performance. Second, multiple optimizers run in parallel and the stall of reading information in one optimizer only influences the tuning of group-level configuration in its own group. In addition, the cluster-level optimizer can still use the previous job information in this group to search the globally best configuration. This optimizer invokes the reconfiguration of the scheduler periodically to update the scheduler’s configuration file. The reconfiguration takes effect within a few seconds on YARN [59].

4.2 Experiment Settings

**Experiment Platform.** The testbed is a cluster of 20 nodes, each node is equipped two 6-core Intel Xeon E5645 processors and 32 GB of DRAM, and the operating system is Linux CentOS 7 3.10.0. In the YARN distribution, the versions of Hadoop and Spark are 2.7.2 and 2.0.2. The versions of JDK and Python versions are 1.7.0 and 2.7.5. On a YARN scheduler, the resource is allocated at the granularity of containers, each one has 1 CPU core and 2 GB memory. The simulation platform is YARN SLS [12].

**Workloads.** The Facebook and Google jobs are generated by the SWIM [9] and CloudMix [2] benchmarks according to the publicly available Facebook trace [21] and Google traces [52], respectively. The workload characteristics of Facebook MapReduce (Spark) jobs include submission times, job types, and input data sizes, and these jobs run on the YARN cluster. The workload characteristics of Google jobs include submission times and task resource usages (CPU and memory), and these jobs run on both YARN and YARN SLS.

**Scheduling Scenarios.** The scenario of Google workload is established according to the Google cluster trace [52], which records complete information of machine, job, and tasks. The cluster has 12.5k nodes of three heterogeneous platforms (machine types) and 10 resource capacities. The trace spans 29 days and includes about 1k user, 40k applications, 650k jobs, and 144 m tasks. Our scenario consists of four elements: (1) **Job priority.** Jobs of priorities 2 to 8 (best-effort scheduling class) are used. (2) **User group.** We category users into different groups according to the applications (denoted by the logicaljobname in the trace) they run. (3) **Available resource.** A cluster’s available resource to best-effort jobs is calculated by summarizing the actual nodes assigned to these jobs. (4) **Scheduling constraints.** We consider two types of constraints: a priority queue’s capacity constraint is calculated according to the maximum memory usage of its jobs; a job’s task placement constraint is directly derived from the “Task constraints” table, which restricts the machines its tasks can run.

The Facebook trace [21] lacks information of the above scheduling scenario, so we only test the Facebook workload in single-group cases, randomly assign priorities (2 to 8) to jobs, set cluster sizes and queue capacity constraints: the minimal and maximal amount of resources in each queue is 10 and 90 percent of the resource capacity.

**Metric.** When scheduling a mix of jobs on a cluster, the job performance is measured by the average job latency.

4.3 Search of the Best Group-Level Configuration

The effectiveness of AdaptiveConfig is considerably impacted by its ability to search the best group-level configurations under diverse scheduling scenarios. We define the **search effectiveness** metric as the percentage increase in the average latency of mixed jobs (that is, their performance degradation), when comparing the **evaluated** configuration against the **actual best** configuration.

**Evaluation Settings.** We test different cases of job scheduling from three aspects: (1) **Four scheduler settings**, including two schedulers (Capacity and Fair) and two settings of priority queue (2 or 4) for either scheduler. In the scheduler of two queues, jobs of priorities 2~5 and 6~8 are submitted to the two queues, respectively. In the case of four queues, jobs are respectively submitted to these queues according to their priorities: 2~3, 4~5, 6~7, and 8. (2) **32 mixes of jobs**, including 14 mixes of Facebook jobs generated for two cluster capacities (six and eight containers); and 18 mixes of Google jobs derived from three heterogeneous platforms and each platform has six periods covering 24 hours a day (each period denotes the workload of four hours); (3) **56 group-level configurations**. Following the configuration parameter setting in Section 2.3, the Capacity and Fair schedulers of two queues have five and 15 configurations, respectively. When the number of queues increases to 4, we halve the values of the “capacity” and “weight” parameters in the previous setting and double their combinations in four queues. Hence the Capacity and Fair schedulers have nine and 27 configurations, respectively. Overall, 7,168 scheduling cases are tested.

**Evaluation Results.** Fig. 9 shows the percentages of finding the actual best configurations using AdaptiveConfig. We can see that for the Capacity and Fair schedulers respectively, the best configurations are found in 93.33 and 81.19 percent of the test cases. When considering the Facebook and Google jobs respectively, 91.07 and 84.72 percent of the best configurations are found. The results indicate that our approach can successfully compares the performance discrepancy of different configurations and identify the best ones in a majority of cases. This percentage is lower in the Fair scheduler because it has larger parameter space and hence the performance discrepancies among different configurations are smaller. Fig. 10 further shows in the remaining cases, AdaptiveConfig still finds the next-best configurations with an...
average of 3.37 percent increases in job latency compared to the actual best ones. In contrast, job latency is increased by 52.92 percent (15.71 times larger than our approach) when considering all the configurations that are not best.

### 4.4 Run-Time Configuration Adaptation

This section demonstrates the effectiveness of AdaptiveConfig in dynamically tuning configurations to the time-varying workloads within a user group. Following the scheduler settings of two and four queues the previous section, we test the Capacity and Fair schedulers using the Facebook workload.

**Comparison Settings.** To the best of our knowledge, AdaptiveConfig is the first system that dynamically re-configures the cluster scheduler according to the workload changes. Hence we compare against baselines with representative configurations as listed in Table 2. In comparison, AdaptiveConfig’s search space of configurations is set in a similar way: in the Capacity scheduler, the domain of the “capacity” parameter is equally discretized 7 values in each queue; in the Fair scheduler, the domain of the “weight” parameter contains three values (25, 50 and 75) and the domain of the “job scheduling algorithm” parameter also has three values: FIFO, Fair and DRF.

**Evaluation Result.** Fig. 11 shows the job latencies between the representative configurations and the dynamic AdaptiveConfig choices during a period of 20 minutes, and we report the average job latency of the mix of jobs every 2 minutes. We can see that AdaptiveConfig consistently provides lower latencies because it performs online search of the best or next-best configuration for the current mix of jobs. Along the testing time, the average job latencies of all configurations increase because jobs’ queueing times become longer and longer. AdaptiveConfig suffers less from such queueing delays because it provides the lowest job latencies (that is, the best configurations) in most of the cases, thereby incurring much shorter job waiting times. In contrast, a static configuration maybe the best configuration for one interval, but causes much longer delays than those of the other configurations in the next interval, thus seriously delaying the subsequent jobs.

We further extend the above evaluation by testing four different configuration tuning intervals (1, 2, 4, and 8 minutes) in AdaptiveConfig. A shorter interval mean a finer granularity of adapting configurations to the waiting jobs in the system. The results in Fig. 12 show that in both schedulers, the 8-minute interval results in the highest job latency because this configuration tuning cannot provide timely responses to the quickly changing workload. In addition, we can observe that the 1-minute interval leads to the lowest job latency and the 2-minute interval leads to a similar latency, which indicates that 2-minute tuning interval can provide sufficiently quick responses to workload changes.

**Results.** When considering different scheduling settings, AdaptiveConfig reduces Facebook job latencies by an average of 2.16 times compared to the representative settings in the configuration space, and the latency reductions are 2.22 times and 2.40 times when the tuning intervals are 2 and 1 minutes, respectively.

---

**TABLE 2**

<table>
<thead>
<tr>
<th>Configuration</th>
<th>c1 to c3</th>
<th>c4 to c6</th>
<th>c7 to c9</th>
<th>c10 to c12</th>
<th>c13 to c15</th>
<th>c16 to c18</th>
</tr>
</thead>
<tbody>
<tr>
<td>q1’s weight</td>
<td>25</td>
<td>50</td>
<td>75</td>
<td>25</td>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td>q2’s weight</td>
<td>75</td>
<td>50</td>
<td>25</td>
<td>75</td>
<td>50</td>
<td>25</td>
</tr>
<tr>
<td>q3’s weight</td>
<td>25</td>
<td>50</td>
<td>25</td>
<td>50</td>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td>q4’s weight</td>
<td>75</td>
<td>50</td>
<td>25</td>
<td>75</td>
<td>50</td>
<td>25</td>
</tr>
</tbody>
</table>

**Job scheduling policy** corresponds to FIFO, Fair, and DRF job scheduling algorithms within queues, respectively.
4.5 Search the Best Cluster-Scale Configurations

This section evaluates the overheads and effectiveness of AdaptiveConfig in searching large clusters to find the globally best configuration.

4.5.1 Overheads of Searching Best Configurations

This section’s evaluation tests AdaptiveConfig’s search overheads consisting of two parts: (1) in each group-level optimizer, the major overhead comes from searching the group’s configuration parameter space using the RRS approach, which triggers the Drools rule engine to compare the performance of different configurations; (2) based on the search results of all group-level optimizers, the overhead of the cluster-level optimizer comes from searching the whole cluster’s large configuration parameter space using the DP approach.

Evaluation Settings. Following the scheduler setting and the group-level configurations of Section 4.3, we evaluated both the Capacity and the Fair schedulers of two and four queues. In the RSS approach of group-level optimizers, the confidence probability $p = 0.99$, the initial search granularity is 10 times larger than the required granularity, and the scaling factor $\gamma = 0.5$. In the DP approach of the cluster-level optimizer, we tested 10 cluster sizes ranging from 300 nodes to 12k nodes (each node has four containers), and the corresponding group numbers range from 10 to 500. We deployed each group in a separate virtual machine (VM) of 2 CPU cores and 1 GB memory, and the scheduling of jobs in the group was conducted/simulated on a YARN SLS. Under this evaluation setting, the scalability of the approach is tested in an actual cluster environment of up to 500 VMs. Each cluster size was tested 10 times and we report the average.

Evaluation Results. Fig. 13 shows that the search time gradually increases with the search scope and it is still less than 4 seconds when the cluster size reaches 12k nodes and the group number reaches 500. This time is 30 times shorter than the typical tuning interval (2 minutes) applied in our approach. This is because at the group level, both schedulers have a small number of configuration parameters and hence the RSS approach can complete within hundreds of samples. Specifically, the Capacity scheduler of two and four queues needs 83 and 175 iterations to complete respectively, and the Fair scheduler of two and four queues needs 267 and 488 iterations to complete respectively. We can also observe that although the DP approach has a polynomial time complexity $O(m \times r_{\text{sum}}^2)$ (Proposition 3.2), its actual time consumption is linearly proportional to the group size $m$. This is because when searching the best configuration in $i$ groups ($1 \leq i \leq m$), the allocatable resource $r_{\text{sum}}$ is restricted by these groups lower and upper bounds of allocatable resources, and hence $r_{\text{sum}}$ is much smaller than the total amount of resources in the cluster in most of the cases.

Fig. 14 further shows the percentages computation time of the two search parts under different evaluation settings. In AdaptiveConfig, all group-level optimizers execute in parallel and each optimizer’s search time is proportional to the configuration space of the scheduler. The Fair scheduler has more configuration parameters and hence it needs higher percentages computation time than the Capacity scheduler. In addition, the percentages computation time of the cluster-level search part are proportional to the cluster

![Fig. 12. Time-varying workload mixes: Comparing the average job latency of AdaptiveConfig and the representative configurations under different tuning intervals.](image)

![Fig. 13. Scalability of the search approaches in AdaptiveConfig.](image)

![Fig. 14. Percentage computation time breakdown for group-level and cluster-level optimizers.](image)
size, and they range from 17.69 to 87.08 percent and 6.22 to 66.84 percent in the Capacity scheduler and the Fair scheduler, respectively. That is, our approach spends more time in searching the cluster-level best configuration as the cluster size increases.

4.5.2 Comparison of Job Performance

Next, we extend the comparison evaluation in the previous section to multiple groups in order to testing both group-level and cluster-level configurations on a 12K-node SLS cluster (a typical Google cluster size). In evaluation, the group-level configurations follow the previous comparison settings, and the cluster-level configurations, namely the ratios of resources assigned to different groups, are derived from the assigned resources to different groups in the Google trace. In addition, we test the Google jobs whose submission times span six periods of 24 hours. Fig. 15 shows the numbers of user group and submitted jobs at these periods. We can see a larger group number usually means more jobs being submitted. The period of hours 5–8 has the largest job number because the users during this period have the highest submission rate.

The comparison results in Fig. 16 shows that: (i) AdaptiveConfig consistently provides lower latencies. (ii) When the job number increases (e.g., in hours 5–8), the job latencies have apparent increases under the representative configurations, because the resources are saturated. In contrast, the latency increases in AdaptiveConfig are much smaller, which verify that our approach displays more advantages under tenser loads. (iii) When only considering group-level configurations, the average percentage of latency increase in other configurations is about 37 percent when compared to the best ones, as shown in previous evaluation (three Google platforms in Fig. 10). When considering both group-level and cluster-level configurations in this evaluation, the latency increase becomes 93.78 percent.

Results. When testing different platforms and periods of Google jobs in a 12K-node cluster, AdaptiveConfig reduce job latencies by an average of 1.94 times compared to the representative configurations

5 CONCLUSION

In this paper, we presented AdaptiveConfig, a run-time configuration tuning framework for cluster schedulers in the cloud. AdaptiveConfig supports diverse scheduling scenarios by comprehensively handling different factors (e.g., schedulers, workload and resource status, and scheduling constraints) based on the Drools rule engine, thus effectively comparing the performance discrepancies of different configurations. It then proposes a DP-based approach to efficiently search the best configuration adapting to the changing workload in large clusters. Our approach is implemented on two representative YARN schedulers (Capacity and Fair) and its effectiveness in significantly reducing job latencies is demonstrated using workloads in real applications.

We are currently investigating the development of a more general framework to support workload-adaptive configuration tuning for a wider class of scheduling scenarios and platforms. Developing such a framework requires investigating the different dimensions that affect job scheduling: including the available resources, the used configuration optimizers, and the underlying resource management platforms. Specifically, the available resources in a large cluster depends the failure probability of its nodes. The framework can mitigate the resource variance (due to failures) by means of considering such probabilities in job latency estimation and preferentially allocating newly-available resources against the re-scheduled jobs on failure nodes. In addition, this works optimizer was built upon the Drools rule engine, which requires explicitly defining a schedulers resource allocation mechanism as business rules. Our future work will leverage the emerging deep reinforcement learning (DRL) techniques to learn this resource allocation mechanism and use deep neural networks to describe the linking relationship between the scheduler’s configuration and a variety of dynamics (workloads, resources and constraints) in scheduling.

In the general framework under development, we are investigating supporting reactive configuration tuning for other types of resource management platforms, including Mesos whose cluster-level scheduler shares resources among different computing frameworks and its scheduler configuration decides the orders of pushing resources to these frameworks. In order to apply our cluster-level configuration optimizer on Mesos, we need to re-define the optimal substructure of the DP problem, in which the optimal
substructure $V[j, i]$ is the lowest job latency of the first $j$ frameworks when the resources are pushed to framework $i$ in the $j$th iteration.
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