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ABSTRACT

We report numerical simulations of assisting and opposing mixed convection in a side-heated, side-cooled cavity packed with relatively large solid spheres. The mixed convection is generated by imposing a movement on the isothermal vertical walls, either in or opposite to the direction of natural convection flow. For a fluid Prandtl number of 5.4 and fluid Rayleigh numbers of $10^6$ and $10^7$, we varied the modified Richardson number from 0.025 to 500. As in fluids-only mixed convection, we find that the mutual interaction between forced and natural convection, leading to a relative heat transfer enhancement in assisting - and a relative heat transfer suppression in opposing - mixed convection, is most prominent at a Richardson number of approximately one, when the Richardson number is modified with the Darcy number $D\alpha$ and the Forchheimer coefficient $C_f = 0.1$ as $Ri_{D} = Ri \times D\alpha^{0.5}/C_f$. We focus on local flow and heat transfer variations in order to explain differences in local and average heat transfer between a coarse-grained and fine-grained (Darcy-type) porous medium, at equal porosity and permeability. We found that the ratio between the thermal boundary layer thickness at the isothermal walls and the average pore size plays an important role in the effect that the grain and pore size have on the heat transfer. When this ratio is relatively large, the thermal boundary layer is locally disturbed by the solid objects and these objects cause local velocities and flow recirculation perpendicular to the walls, resulting in significant differences in the wall-averaged heat transfer. The local nature of the interactions between flow and solid objects cannot be captured by a volume averaged approach, such as a Darcy model.

1. Introduction

In many real-life applications with forced convective heat transfer, the simultaneous effect of natural convection cannot be neglected. Several reported studies on this so-called mixed convection demonstrated the importance of considering natural convection effects along with imposed forced convection in the laminar [1,2], laminar-turbulent transition and turbulent flow [3] regimes. The heat transfer mechanism of mixed convection differs from that of natural convection and forced convection because of the strong coupling between the externally imposed flow and the flow induced by density gradients as a result of temperature gradients. Thus, in addition to the fluid’s Prandtl number ($\text{Pr}$), mixed convection heat transfer is generally governed by two dimensionless numbers, viz. the Rayleigh number ($\text{Ra}$) – which is a measure for the strength of natural convection heat transfer - and the Péclet number ($\text{Pe}$)– which is a measure for the strength of forced convection heat transfer. The ratio between the strengths of these two heat transfer mechanisms is determined by the so-called Richardson ($\text{Ri} = \text{RaPr}/\text{Pe}^2$) number, and mixed convection phenomena are particularly relevant for $0.1 < \text{Ri} < 10$.

In addition to numerous studies on mixed convection flow and heat transfer in fluid-only situations, mixed convective heat transfer in porous media is widely studied because of its practical relevance in for instance nuclear reactors [4], heat exchangers [5,6], solar collectors [7,8], geophysical systems [9] and electronic cooling [10]. Compared to fluid-only configurations, the presence of the porous medium significantly alters the flow and corresponding heat transfer [11–13]. An additional dimensionless parameter which now comes into play is the Darcy number, characterizing the permeability of the porous medium.

In literature, the great majority of experimental and numerical studies on pure natural [11,14,15] and forced [16–18] convection in porous media focus on the average flow and heat transfer features. A detailed collection of literature on mixed convective heat transfer in porous media
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is reported in [19,20]. Most of the reported modelling studies were performed using a so-called Volume Averaging Method (VAM) approach to solve the large scale flow and temperature distributions in fine-grained porous media, applying Darcy and extended Darcy-type models for the flow and energy equations [21,22]. VAM-based numerical studies of so-called assisting mixed convection (i.e., mixed convection in which the induced natural convection flow is in the same direction as the imposed forced convection flow) in fine-grained porous media revealed a continuous enhancement of heat transfer with both increasing Rayleigh and Pécelt numbers [23,24]. In contrast, for opposing forced convection, heat transfer initially decreases when Pécelt number is increased at fixed Rayleigh number, followed by a gradual increase of heat transfer when Pécelt is further increased [23].

Parametric studies of non-Darcy mixed convection in a vertical channel filled with a porous medium were performed in [25–27]. It was shown that the resulting heat transfer was enhanced when the Rayleigh and/or Pécelt numbers were increased. Effects of the conductivity ratio between the solid and the fluid, as well as different values of Pécelt number were investigated in [28–34]. In most of the studies reported the contribution by forced convection is induced by moving the walls [35–37]. Though the flow close to the walls would differ from that in a cavity with a velocity inlet and outlet (with zero flow velocity at the walls), a lid-driven cavity displays different phenomena like corner eddies, vortices, transition etc. in a comparatively simpler geometry [38], which makes it suitable to understand these phenomena observed in various real-life engineering applications like the ones listed above.

Modelling based on Darcy and extended Darcy-type of equations in combination with a form of the VAM does not suffice for situations characterized by relatively large pore scales. In particular, in numerous industrial and technological applications, such as gravel embankments [39], packed bed reactors [40], and the hearth of blast furnaces [41], the porous medium is coarse-grained, which means that the characteristic pore length scales are comparable to flow and thermal length scales [13]. For these situations, detailed insights into the local flow and temperature distributions are of crucial importance to understand local wall heat transfer phenomena, such as hot spots. Such insights, which can be obtained from modelling studies that fully resolve the geometrical structure of the coarse-grained porous medium, will reveal basic mechanisms for efficient flow and heat transfer control and potential optimizations. In our recent work on pure natural convection in coarse-grained porous media, we have attempted to explain the integral heat-transfer behaviour in terms of the local velocities and temperature distributions [12,13,42]. We observe the heat transfer to be dependent on the material of packing at low Rayleigh numbers, the effect of which decreases with the increase in Rayleigh number. However, what is still lacking in literature is insight in local, pore scale, flow and heat transfer mechanisms in mixed convection in coarse-grained porous media. In the current work, we study combined effect of forced convection induced by the motion of the cavity walls and natural convection due to the density difference induced by a horizontal temperature gradient in a porous media filled cavity. The current work aims at understanding the difference in heat transfer between coarse-grained simulations and Darcy/extended-Darcy simulations in a generic mixed convective environment, like that in a lid-driven cavity and explain the difference based on local flow and temperature distribution.

## 2. Mathematical formulations and numerical methods

### 2.1. Physical problem

We analyze mixed convection in a differentially heated cubical...
cavity with dimensions $L \times L \times L$, filled with water ($Pr_f = 5.4$) and packed with a coarse-grained porous medium (Fig. 1), at fluid Rayleigh numbers, $Ra_f = 10^6$ and $10^7$. Spherical beads made of hydrogel (and thus having the same thermal properties as the fluid), are arranged in structured Body Centered Tetragonal (BCT) packing inside the cavity, to model a porous media filled cavity. The properties of the beads are chosen to be that of the fluid to avoid the complexity associated with the calculation of effective conductivity of the medium for Darcy and extended-Darcy simulations discussed below [43], which is out of the scope of current work. The ratio of the diameter of the beads, $d$, to the length of the cavity, $L$ is chosen to be 0.2. Finite dimensions of the cavity results in an average porosity of $\phi = 0.41$ (as opposed to $\phi = 0.302$ for an infinite BCT packing). The Darcy number, $Da = K/L^2 = \frac{\rho u_0}{\mu L^3}$ estimated using Kozeny–Carman equation is $Da \sim 4 \times 10^{-5}$ [14].

The coordinate system is chosen such that gravity, $g$ acts in the direction of the negative $Z$ axis. The left and right walls are at isothermal temperatures $T_h$ and $T_c$ ($T_h > T_c$) respectively. All the other walls of the cavity are adiabatic. No-slip boundary conditions are applied at all walls. The hot and cold walls are given equal and opposite velocities in the vertical direction to induce forced convection, which assists or opposes the natural convection, depending on the direction of the wall velocities:

1. **Assisting flow:** When the left hot wall moves in the upward direction ($u_{w,h}$) and the right cold wall moves in the downward direction ($u_{w,c}$) as shown by the solid vertical arrows, the forced convection assists the flow due to natural convection (Fig. 2a).

2. **Opposing flow:** When the left hot wall moves in the downward direction ($u_{w,h}$) and the right cold wall moves in the upward direction ($u_{w,c}$) as shown by the solid vertical arrows, the forced convection opposes the flow due to natural convection (Fig. 2b).

The relative strength of natural convection over forced convection is expressed in terms of a modified Richardson number, $Rim$, based on a modified Rayleigh number, $Ra_m$, a modified Prandtl number $Pr_m$ and a modified Reynolds number, $Re_m$ as introduced in [44] and defined in the Nomenclature of the present paper

$$Rim = \frac{Ra_m}{Pr_m Re_m^2}$$  \hspace{1cm} (1)

A pre-multiplication factor, $C_f = 0.1$ is used in the calculation of $Pr_m$ as discussed in [44]. For $Rim < < 1$ forced convection is dominant, whereas for $Rim > > 1$ the flow is dominated by natural convection.

In all studied cases, $\beta \Delta T < < 1$, and thus we ensure that the Boussinesq approximation [45] is valid. Thus assuming all the fluid properties, except the fluid density in the body forcing term of the Navier-Stokes (N-S) equations to be constant, the transient Navier-Stokes Eqs. (2), (3) and thermal energy transport equations Eqs. (4), (5) are solved numerically. The solid and fluid regions are thermally coupled at the interface using Dirichlet–Neumann Partitioning, to account for the conjugate heat transfer between the solid and the fluid region.

**Fluid phase**

$$V \cdot \mathbf{u} = 0$$  \hspace{1cm} (2)

$$\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho_f} \nabla p + \nu \nabla^2 \mathbf{u} + g \phi (T_f - T_{eq})$$  \hspace{1cm} (3)

$$\frac{\partial T_f}{\partial t} + \mathbf{u} \cdot \nabla T_f = \alpha_f \nabla^2 T_f$$  \hspace{1cm} (4)

**Solid phase:**

$$\frac{\partial T_s}{\partial t} = \alpha_s \nabla^2 T_s$$  \hspace{1cm} (5)

At the coupled interface, we use Dirichlet and Neumann boundary conditions

$$T_f = T_i$$  \hspace{1cm} (6)

to solve the fluid region.

$$k_f \frac{\partial T_f}{\partial n} = k_s \frac{\partial T_s}{\partial n}$$  \hspace{1cm} (7)

to assure continuity of both the temperature and the heat flux at the fluid-solid interface.

The results from fully resolved coarse-grained media simulations are compared with Darcy-type VAM simulations (relative velocity resistance formulation). Here, the porous medium is modelled by taking the porosity, $\phi$ into account and by adding a momentum source term to the N-S equation [46]. A single thermal equation is used to model the energy transport.

$$V \cdot \mathbf{u} = 0$$  \hspace{1cm} (8)

$$\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho_f} \nabla p + \nu \nabla^2 \mathbf{u} + g \phi (T_f - T_{eq}) + \frac{\partial \mathbf{S}}{\partial t}$$  \hspace{1cm} (9)

$$(\rho c_p^s) \frac{\partial T_s}{\partial t} + (\rho c_p^f) \phi \mathbf{u} \cdot \nabla T_f = k_m \nabla^2 T_f$$  \hspace{1cm} (10)

where, $(\rho c_p^s)^* = \phi (\rho c_p^f) (1 - \phi) (\rho c_p^f)$. The source term, $S$ is given by the Darcy-Forchheimer equation for homogeneous porous media:

$$S = -\left( \mu D + \frac{1}{\gamma} \rho_f | \phi \mathbf{u} | F \right) \phi \mathbf{u}$$  \hspace{1cm} (11)

The first and second terms in $S$ account for the viscous and inertial loss, respectively. In the present work, we use Ergun’s equation [47] used for packed bed reactors giving:

$$D = \frac{150(1 - \phi)^2}{d^2 \phi^3}$$  \hspace{1cm} (12)

$$F = \frac{3.5 (1 - \phi)}{d} \frac{1}{\phi^4}$$  \hspace{1cm} (13)

In addition to comparing results from fully resolved coarse grained media simulations to those obtained with the Darcy-Forchheimer model (Eqs. (8)-(13)), we also compare our results to Darcy model (Eqs. (8)-(12)) by setting the Forchheimer term (Eq. (13)) to zero.

**2.2. Numerical method**

The open-source, finite volume CFD solver OpenFOAM 2.4.0 [48] is used to carry out our simulations. Because of the complex nature of the

![Fig. 1. Schematic representation of a hydrogel bead filled side heated cavity with the side walls at temperature $T_h$ and $T_c$. The arrows show the direction of moving wall.](image-url)
geometry in the fully resolved simulations, making it difficult to use structured grids, the sphere packed cubical cavities are meshed with body-conforming unstructured tetrahedral grids. With all the flows studied in this paper being either stationary or slowly oscillatory, the use of unstructured grids is reported in literature to be justified in terms of accuracy. Finn and Apte [49] report that OpenFOAM simulations of packed beds using unstructured meshes are comparable in accuracy to those on non-body-conforming cartesian grids, but with added computational costs. Similar studies on the accuracy of OpenFOAM simulations with unstructured grids are also reported in [50,51].

The above set of equations, Eqs. (2)–(5) are discretized and simulations are carried out using a modified version [13] of the standard conjugate heat transfer solver “chtMultiRegionFoam”. The energy equation for the fluid region in the solver is modified as in “buoyantBoussinesqPimpleFoam” to account for the Boussinesq...
approximation. We treat the temperature equation for the solid phase as a passive scalar equation. A detailed solver validation is reported in [13].

The Darcy and Darcy-Forchheimer simulations Eqs. (8)–(13) are solved by adding a porous zone to the “buoyantBoussinesq-PimpleFoam” as discussed in [52].

In contrast to the fully resolved simulations, the Darcy simulations are carried out using a relatively coarse mesh consisting of hexahedral grid cells. The numerical schemes (available in OpenFOAM [48]) used to solve our equations are listed below:

1. Time stepping-backward scheme (2\textsuperscript{nd} order backward differencing scheme).
2. Convective and diffusive terms (Eqs. (3)–(10))-limitedLinear (2\textsuperscript{nd} order central differencing scheme).

The pressure-velocity-coupling at each time step is handled by the iterative PISO algorithm [53]. We solve the energy transport equation (Eq. (4)) using the divergence-free velocity obtained in each time step.

For the fully resolved simulations, a grid independence study is carried out using three different unstructured tetrahedral grids with $1.2 \times 10^6$, $5.1 \times 10^6$ and $1.12 \times 10^7$ grid cells, respectively. In all the simulations reported, 9 probes were inserted at random locations in the pore-space to monitor the time dependence of the flow and temperature. We place 3 probes each close to the isothermal walls at different heights with one at the central plane and the other two close to the front and back walls, while the remaining 3 probes are placed at the central plane with one in the pore space close to the center of the cavity and the other 2 close to the top and bottom walls. In all cases, the flow and temperature was steady or slowly oscillating and in the laminar regime. Thus, we choose the overall Nusselt number to be the criterion to check the grid independence.

At $Ra_f = 10^7$ and $Ri_m = 0.4$ the deviation in overall Nusselt number obtained between the $5.1 \times 10^6$ and $1.12 \times 10^7$ grids are 2% and 1% respectively. The Nusselt number is found to be independent of the grid resolution at $Ra_f = 10^6$.

![Graphs showing Nusselt number vs Ri_m for different Ra_f values](image)

**Fig. 4.** Heat transfer and thermal boundary layer thickness variation in a coarse-grained porous media filled cavity with opposing mixed convection, at different $Ra_f$ and $Ri_m$. Solid dash indicate the heat transfer in the hydrogel bead filled cavity with natural convection at $Ra_f = 10^6$ (red), $Ra_f = 10^7$ (blue) (a) total heat transfer (b) scaled effective heat transfer (c) boundary layer thickness in coarse-grained filled cavity. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
1.12 × 10^7 grids is less than 3%. Consequently, the base grid cells for the presented simulations is set as 5.1 × 10^6 grid cells. This mesh is obtained by using a roughly uniform grid size \( h = d/16 \approx L/80 \) in the solid phase and in the core of the cavity. The same mesh size is used at the interfaces between the solid and fluid regions. Near the hot and cold walls the grid size is gradually refined to \( h_{BL} = d/32 \approx L/160 \).

A grid independence study for Darcy simulations is carried using 32^3, 64^3, and 128^3 hexahedral grid cells with an expansion factor of 1:2 close to the hot and cold walls. At \( Ra_f = 10^7 \) and \( Re_m = 0.4 \), the deviation in overall Nusselt number obtained between the 64^3 and 128^3 hexahedral grid cells is less than 2%. Thus 128^3 hexahedral grid cells are used for our Darcy simulations.

An adaptive time stepping, with CFL number = 0.33, is used in all the simulations reported. The time steps are observed to be constant throughout a simulation at fixed \( Ra_f \), once the flow attains a (quasi) steady state.

3. Results and discussion

We study the combined effect of natural convection and forced convection in a cavity filled with a coarse-grained porous media, and compare results of fully resolved simulations to those of Darcy and Darcy-Forchheimer based volume averaged simulations. The temperature and velocities which are discussed below, are expressed in the non-dimensional form, such that the non-dimensional temperature, \( \theta = \frac{T - T_c}{T_h - T_c} \) and non-dimensional velocity, \( u^* = \frac{u}{U_b} \):

where, \( U_b = \frac{h_{BL}^{1/3} R_f}{R_f} \) is the natural convection characteristic velocity scale defined as \([54]\).

3.1. Analysis: Heat transfer at the isothermal walls

To understand the influence of the direction of the wall motion on the mixed convective heat transfer in a bead-filled cavity, we analyze the time and wall-averaged Nusselt number, \( Nu \), as well as the scaled effective heat transfer (discussed below) in both assisting (Fig. 3) and opposing (Fig. 4) mixed convection, for \( Ra_f = 10^6 \) and \( 10^7 \) and \( 0.025 \leq R_f \leq 500 \). The heat transfer results from the coarse-grained porous media simulations are compared with the results from Darcy simulations.

In assisting mixed convection (Fig. 3(a)), Nusselt numbers at \( R_f > 1 \) approach that for pure natural convection alone (indicated as \( Ra_f \to \infty \)), as expected. At fixed \( Ra_f \), heat transfer increases with decreasing \( Ra_f \), i.e. increasing forced convection. For \( Ra_f < 1 < R_f \), heat transfer is dominated by forced convection and indeed \( Nu \) scales as \( Nu \sim Ra_f^{-0.33} \sim Re_m^{0.66} \), in agreement with what was found for meshed forced convection heat transfer in a lid driven cavity \([20,55]\). Thus, heat transfer is dominated by natural convection at \( R_f > 1 \), whereas it increases with decreasing \( Ra_f \) due to the combined contribution of natural convection and forced convection, and approaches that of pure forced convection for \( Ra_f < \frac{1}{3} \). At \( Ra_f = 10^8 \), in the simulations at \( R_f > 1 \), the heat transfer in a coarse-grained porous media filled cavity is lower than that with Darcy assumption. The heat transfer due to natural convection alone exhibits the same behavior at \( Ra_f = 10^7 \). At \( Ra_f < 1 \), the heat transfer in coarse-grained simulations becomes higher than that in Darcy simulations. Unlike \( Ra_f = 10^6 \), at \( Ra_f = 10^7 \) and at all \( Ra_f \), the heat transfer due to natural and assisting mixed convective flow in a coarse-grained porous media filled cavity is higher than that with Darcy assumption.

To quantify the range of \( R_f \) where natural convection and forced convection are of comparable strength, we define the effective heat transfer, \( Nu_{eff} \) as:

\[
Nu_{eff} = \frac{Nu_{MC} + Nu_{NC} - 1}{Nu_{MC}}
\]  

(14)

with \( Nu_{MC} \) the observed mixed convection Nusselt number, \( Nu_{NC} \) the Nusselt number for forced convection only, and, \( Nu_{MC} \) the Nusselt number for natural convection only. \( Nu_{eff} \) quantifies the total heat transfer in mixed convection to the combined effect in natural convection alone and forced convection alone. We subtract 1 from the denominator to ensure that the effect of conduction is taken into account only once.

In assisting mixed convection Fig. 3(b), at both studied values of \( Ra_f \), the effective heat transfer reaches a maximum at \( R_f \approx 1 \), i.e. when both natural and forced convection contribute equally to the heat transfer process. For \( R_f < 1 \) and \( R_f > 1 \), heat transfer is dominated by forced convection and natural convection respectively, resulting in \( Nu_{eff} \) approaching 1.

Comparing the fully resolved simulations (indicated by (C) in Fig. 3(a)), to those using Darcy-based and Darcy-Forchheimer based VAM models (indicated by (D) and (D + F) respectively), we observe that at \( Ra_f = 10^6 \) the heat transfer for natural convection dominated flows (i.e. large \( R_f \)) including pure natural convection at \( Ra_f \to \infty \) in a coarse-grained porous medium filled cavity is lower than that obtained with the Darcy assumption, whereas at low \( R_f \), the heat transfer in coarse-grained simulations becomes higher than that in Darcy simulations. The cross-over is observed at \( R_f \approx 10 \). At \( Ra_f = 10^7 \) such a cross-over is not observed, and the heat transfer in a coarse-grained porous medium filled cavity is higher than that with the Darcy assumption at all \( R_f \).

To understand this difference in behaviour at different \( Ra_f \), we look at the relative thickness of the thermal boundary layers \( \delta \) \([11]\) compared to the radius \( d/2 \) of the beads:

\[
\frac{\delta}{d} = \frac{L/d}{Nu_{eff}}
\]  

(15)

From Fig. 3(c) it is observed that at \( Ra_f = 10^6 \) the Darcy and Darcy-Forchheimer simulations under predict heat transfer when the thermal boundary layer thickness at the isothermal walls is significantly smaller than the radius of the beads. With the thinning of thermal boundary layer at higher \( Ra_f = 10^7 \), \( \delta/d \) is always less than 1, and Darcy simulations always under predict heat transfer.

We now move from assisting to opposing mixed convection (Fig. 4). As in assisting mixed convection, opposing mixed convection Nusselt numbers (see Fig. 4(a)) approach those in pure natural convection at high \( R_f \), as expected. In deviation from assisting mixed convection, Nusselt decreases with decreasing \( R_f \), i.e. increasing forced convection, and attains a minimum at \( 1 < R_f \leq 10 \). With a further decrease in \( R_f \), a change in the trend occurs and the Nusselt number increases, as heat transfer is now dominated by forced convection. In opposing mixed convection, the effective heat transfer (Fig. 4(b)), calculated as in Eq. (14), reaches a minimum at \( R_f \approx 1 \), representing the region where natural and forced convection are of equal strength and opposite to each other.

Comparing the fully resolved simulations (indicated by (C) in Fig. 4(a)), to those using Darcy-type VAM models (indicated by (D) and (D + F)), we observe that at \( Ra_f = 10^6 \) the heat transfer for high \( R_f \) natural convection dominated flows in a coarse-grained porous medium is lower than that obtained with the Darcy and Darcy-Forchheimer assumptions, whereas for low \( R_f \), forced convection dominated flows it becomes higher than that in Darcy-type simulations. At \( Ra_f = 10^7 \) the heat transfer in a coarse-grained porous medium filled cavity is lower than that with the Darcy and Darcy-Forchheimer assumptions for intermediate values of \( R_f \) and approaches that of a Darcy-type medium for high \( R_f \). This can again be understood by comparing the relative thickness of the thermal boundary layers to the radius of the beads. From Fig. 4(c) it is observed that at \( Ra_f = 10^8 \), the Darcy and Darcy-
Forchheimer simulations over-predict the heat transfer when the thermal boundary layer thickness is significantly larger than the bead size and under-predict it when the boundary layer thickness is significantly smaller. At \( Ra_f = 10^7 \), the thermal boundary layer thickness is larger than the bead size for all simulated \( 0.4 < R_i \text{m} < 10 \), in agreement with the range of \( R_i \text{m} \) for which the coarse grained medium has a lower heat transfer than the Darcy-type medium.

To understand how the local heat transfer varies with the direction of the forced convection (i.e. of the moving wall), we compare the local instantaneous Nusselt number at the hot wall at \( Ra_f = 10^7 \) (Fig. 5). Compared to pure natural convection (Fig. 5(N1)), in assisting mixed convection (Fig. 5(A1,A2)) the overall heat transfer is increased and the regions of higher heat transfer extend further up along the hot wall.

On the other hand, in opposing mixed convection (Fig. 5(O1,O2)), the overall heat transfer is lower than that in natural convection, and with decreasing \( R_i \text{m} \), the regions where maximum heat transfer occurs shift to the top of the hot wall. This shows the change in the mode of heat transfer from natural convection to forced convection. The anti-clockwise motion of the fluid induced by the moving isothermal walls results in the change in the region of maximum heat transfer from the bottom to the top.

A comparison of heat transfer at the wall in coarse-grained porous media with Darcy simulations is reported in Fig. 6. As observed with coarse-grained media simulations, the simulations with Darcy assumption also show an increased overall heat transfer in assisting mixed convection and a change in the location of maximum heat transfer in

Fig. 5. Instantaneous Nusselt number \( Nu_f \) distributions at the hot wall in a cavity packed with hydrogel beads, at \( Ra_f = 10^7 \), at different \( R_i \text{m} \) in assisting mixed convection (top row), natural convection (center) and opposing mixed convection (bottom row). The \( Nu_f \) distributions reported are at \( t/t_0 = 30 \), after a quasi steady-state has been reached.
opposing mixed convection. The heat transfer is observed to be uniform along the horizontal direction in Darcy simulations Fig. 6(A1,O1,N1), unlike the coarse-grained media simulations where the maximum heat transfer is limited to the pore-space Fig. 6(A2,N2,O2).

3.2. Spatial temperature and flow features at different $Ri_m$

To understand the spatial variations in heat transfer we analyze the local temperature and velocity fields from both fully resolved and Darcy

![Darcy and Coarse Grained Media Simulations](image)

Fig. 6. Instantaneous Nusselt number $\text{Nu}_f$ distributions at the hot wall at $Ra_T = 10^7$, $Ri_m = 1.3$ in assisting mixed convection (top row), natural convection (center) and opposing mixed convection (bottom row), with Darcy (D) assumption (left column) and coarse-grained (C) porous media filled cavity (right column). The $\text{Nu}_f$ distributions reported are at $t/t_0 = 30$, after a quasi steady-state has been reached.
simulations. The nature of the flow structures at $Ra_T = 10^7$ is visible in Fig. 7, showing instantaneous $u_y - u_z$ velocity vectors in a characteristic vertical plane at $X/L = 0.79$. The flow field has reached a quasi steady-state, not changing over a period of $30t_0$, and the velocity field is interpolated on a 32–32 uniform grid for visualization purposes.

In pure natural convection (Fig. 7(N1,N2)), the temperature distribution and flow in coarse-grained and Darcy simulations are quite similar, but the flow velocities along the isothermal walls are a bit higher in the free pore spaces of the coarse-grained porous medium, because of the locally higher porosity and permeability. More importantly, and for similar reasons, higher velocities are observed in the free pore spaces along the horizontal adiabatic walls, causing cold fluid to impinge on the lower part of the hot wall, and hot fluid to impinge on the top part of the cold wall. Together this explains the slightly higher average Nusselt number observed for the coarse grained medium, as compared to the Darcy medium, shown in Fig. 3(a), as well as the increased local Nusselt number of the lower part of the hot wall, shown in Fig. 6(N2).

In assisting mixed convection (Fig. 7(A1,A2)), the velocities close to the isothermal walls increase compared to pure natural convection, leading to thinner thermal boundary layers. In the coarse grained medium, hot fluid impinges on the upper part of the cold wall with

![Fig. 7. Instantaneous velocity vectors and temperatures in a characteristic vertical plane, $X/L = 0.79$ at $Ra_T = 10^7$, $Ri_m = 1.3$ in assisting mixed convection (top row), natural convection (center) and opposing mixed convection (bottom row) with Darcy (D) assumption (left column) and coarse-grained (C) porous media filled cavity (right column). The instantaneous data reported is at $t/t_0 = 30$, after a quasi steady-state has been reached.]
increased velocity, as does cold fluid on the lower part of the hot wall, explaining the 30% higher average Nusselt number for the coarse grained medium, shown in Fig. 3(a), and the increased local Nusselt number of the lower part of the hot wall, shown in Fig. 6(A2).

When the forced convection induced by the moving vertical walls is in the opposite direction w.r.t that in natural convection Fig. 7(O1,O2), we observe a change in the direction of flow close to the walls. The fluid close to the walls moves in the direction of the moving wall with the convective flow induced by natural convection in the opposite direction. The opposing nature of the flow results in thickening of the thermal boundary layer in both Darcy and coarse-grained media cavities.

In opposing mixed convection (Fig. 7(O1,O2)) we observe a flow direction reversal within the thermal boundary layers, resulting in two circulation zones extending from the bottom to the top of the cavity, close to the isothermal walls. Very close to the walls, the fluid moves in the direction of the moving wall, whereas a bit further away from the wall the flow is in the opposite direction due to buoyancy. This flow recirculation results in thickening of the thermal boundary layers and reduced average heat transfer (Fig. 3(a)), in both Darcy and coarse-grained medium. However, in the coarse-grained porous medium (Fig. 7(O2)), the opposing nature of forced and natural convection results in a local rotational flow in the pore-spaces close to the vertical walls. Due to increased mixing this leads to thick thermal boundary layers of uniform thickness, unlike the developing boundary layers in natural and assisting mixed convection (Fig. 7(N2,A2)), explaining the 40% lower average Nusselt number for the coarse grained medium, as shown in Fig. 3(a), and the decreased and more uniform local Nusselt number on the hot wall, as shown in Fig. 6(A2), both compared to the Darcy medium.

3.3. Local temperature and flow features at different $R_{im}$

From the above discussion it is clear that important differences in overall and local heat transfer between coarse-grained and Darcy-type simulations are due to differences in the local flow and temperatures. In the following sections we take a closer look at the local velocities and temperatures in the coarse-grained medium.

Fig. 8 shows the non-dimensional vertical velocity, $u_z^*$ along the horizontal line at $Z/L = 0.5$ and $X/L = 0.4$, at $Ra_f = 10^7$ for different $R_{im}$. In assisting mixed convection (Fig. 8(a)), a transition from a natural convection boundary layer with a velocity extremum away from the wall, to a forced convection boundary layer with a velocity extremum at the wall, is observed for decreasing $R_{im}$ (corresponding to an increasing $Re_m$). In opposing mixed convection (Fig. 8(b)), on the other hand, the local circulating flow induced by the opposing effects of wall motion and natural convection as discussed in Fig. 7(O1,O2), results in second extrema in the vertical velocities close to the first layer of hydrogel beads near the vertical walls.

Fig. 9 shows the local non-dimensional temperature, $\theta$, both in the fluid and the hydrogel beads, along the horizontal line at $Z/L = 0.5$ and $X/L = 0.4$, at $Ra_f = 10^7$ for different $R_{im}$. In assisting mixed convection (Fig. 9(a)), the temperature distribution exhibits clear and relatively thin thermal boundary layers for all $R_{im} \geq 0.4$, indicating the dominance of (either forced or natural) convective heat transfer. With increased contribution of forced convection (i.e. decreased $R_{im}$), the boundary layers get thinner and the local extrema close to isothermal walls become more prominent. In opposing mixed convection (Fig. 9(b)), on the other hand, the dominant mode of heat transfer switches from natural convection at high $R_{im}$ to forced convection at low $R_{im}$ via a “conduction only” mode at $R_{im} \sim 1$.

4. Summary and conclusion

We performed numerical simulations of assisting and opposing mixed convection in a side-heated, side-cooled lid driven cavity, packed with relatively large hydrogel beads, over a range of Richardson numbers, at fluid Rayleigh numbers $10^6$ and $10^7$. We focused on explaining overall heat transfer from local flow and temperature variations. The results are compared with Darcy and Darcy-Forchheimer simulations to understand the influence of the coarse-grained nature of the medium on the heat transfer. As in fluids-only mixed convection, in assisting mixed convection for a given Rayleigh number we find a maximum scaled effective heat transfer (and in opposing mixed convection we similarly find a scaled minimum effective heat transfer) at a Richardson number of approximately one, when the Richardson number is modified with the Darcy number $Da$ and the Forchheimer coefficient $C_F = 0.1$ as $R_{im} = R_i \times Da^{0.5}/C_F$.

In assisting mixed convection we found a maximum heat transfer increase of $40 - 50\%$ for Rayleigh numbers between $10^6$ and $10^7$, compared to the summated heat transfer effects of natural and forced convection alone. In opposing mixed convection we found a maximum heat transfer decrease by a factor 3–10, for Rayleigh numbers between $10^6$ and $10^7$, compared to the summated heat transfer effects of natural and forced convection alone. We found that the ratio between the thermal boundary layer thickness at the isothermal walls and the average pore and sphere size plays an important role in the heat transfer mechanism and in the effect that the grain size has on the heat transfer. When this ratio is relatively large (i.e. at large solid object

4.4. Numerical simulations

We performed numerical simulations of assisting and opposing mixed convection in a side-heated, side-cooled lid driven cavity, packed with relatively large hydrogel beads, over a range of Richardson numbers, at fluid Rayleigh numbers $10^6$ and $10^7$. We focused on explaining overall heat transfer from local flow and temperature variations. The results are compared with Darcy and Darcy-Forchheimer simulations to understand the influence of the coarse-grained nature of the medium on the heat transfer. As in fluids-only mixed convection, in assisting mixed convection for a given Rayleigh number we find a maximum scaled effective heat transfer (and in opposing mixed convection we similarly find a scaled minimum effective heat transfer) at a Richardson number of approximately one, when the Richardson number is modified with the Darcy number $Da$ and the Forchheimer coefficient $C_F = 0.1$ as $R_{im} = R_i \times Da^{0.5}/C_F$.

In assisting mixed convection we found a maximum heat transfer increase of $40 - 50\%$ for Rayleigh numbers between $10^6$ and $10^7$, compared to the summated heat transfer effects of natural and forced convection alone. In opposing mixed convection we found a maximum heat transfer decrease by a factor 3–10, for Rayleigh numbers between $10^6$ and $10^7$, compared to the summated heat transfer effects of natural and forced convection alone. We found that the ratio between the thermal boundary layer thickness at the isothermal walls and the average pore and sphere size plays an important role in the heat transfer mechanism and in the effect that the grain size has on the heat transfer. When this ratio is relatively large (i.e. at large solid object
dimensions and/or high Rayleigh numbers), the thermal boundary layer is locally disturbed by the solid objects and these objects cause local velocities and flow recirculation perpendicular to the walls. As a result, for a coarse grained medium we not only find strong local variations in heat transfer, but also significant differences in the wall-average heat transfer. Our ongoing experimental study on mixed convection in porous-media filled cavities with an inlet and outlet also hints at the influence of coarse-grained porous media on local and integral heat transfer. For such coarse grained media, either fully resolved simulations, or simulations applying more sophisticated VAM models than Darcy-type models, are needed to predict both local and average heat transfer. As observed in the current work, we expect a transition from heat transfer dominated by natural convection to that by forced convection to occur in assisting and opposing cases, but at different Richardson numbers depending on the thermal properties of the porous media.
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