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A Novel Defect Diagnosis Method for Kyropoulos Process Based Sapphire Growth
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Abstract—When sapphire crystal is prepared with Kyropoulos method, the necking-down growth process is a key stage. Sapphire growth defect is a big problem in this stage. However, diagnosing growth defects is subject to the interference of workers subjectivity and accuracy always goes down. To address the problem, a novel defect diagnosis method is proposed for necking-down growth process in this paper. Industrial CCD sensors replace eyes of skilled workers to observe in this method. A new Defect-Diagnosing Siamese network (DDSN) is used in this method. We use Siamese architecture to learn similarity through pairs of images. We use the deep separable convolution (DSC) into the DDSN to optimize running speed and model size. In experiment, dataset is acquired by industrial CCD sensors in the necking-down growth process. The accuracy of defect diagnosis can reach up to 94.5%. The method significantly improves the traditional way.

Index Terms—CCD sensor, Defect-Diagnosing Siamese network, Necking-down process, Sapphire Growth Defects.

I. INTRODUCTION

Sapphire single crystal is an important industrial raw material, which has excellent physical properties, such as physical strength, chemical stability and thermal stability [1]. It is widely used in various fields, especially in some harsh environments. Sapphire has been used in many fields. C-plane sapphire is the ideal material for making light-emitting diodes (LEDs) [2] and sapphire can be used for bearing surfaces[3]. Kyropoulos (Ky) method is one of common methods for preparing sapphire [4], which is widely used because of its relatively low production cost. The process of preparing sapphire with the Ky method is as follows: 1) The material in the sapphire crucible is heated to complete melting, and the temperature is controlled at 2050°C (workers estimate temperature by voltage value in the equipment); 2) The control device lowers the seed rod so that the seed rod is inserted into the seed point of the melt; 3) The power of the device and the rotation speed of the seed rod are adjusted. The temperature is controlled so that the free surface temperature of the melt is at the melting point, and the crystal grows slowly; 4) In the process of the crystal necking-down growth, the pulling seed rod slowly rises while the seed crystal rotates to adjust the crystal to growing uniformly in all directions. Using of one or a few necking steps to avoid seed defects [5]. 5) The crystal forms a crystal neck and begins equal diameter growth. Meanwhile, temperature gradually decreases in the furnace. The melt gradually solidifies from top to bottom to form a single crystal ingot. The rate of good sapphire crystal can arrive at 90% in the industry studied.

In the preparation of sapphire, ensuring high quality sapphire production is an important technical task. The rate of good crystal is a core element of crystal quality. All stages are related to the rate of good crystal. Kim [6] proposed the use of image processing technology to develop an automatic seeding system in the process of growing the sapphire crystal by the Ky method. Yu [7] proposed the OCS method to detect the seeding point in the stage (2). Regarding the important stage (4) only human inspection is performed. The stage (4) is a key stage [8]. However, the stage (4) the accuracy of human diagnosis is subject to the interference of subjective factors and even low sometimes. Sapphire growth defects diagnosis is a challenge in this work.

Image processing has been used many times to study crystals. Kim studied the stage 2) to detect the seeding point [6]. Donecker studied the defect of crystal in micro level[9]. Chen researched on surface defect of crystal [10]. However, no one had studied the sapphire growth defects before using image processing in the stage 4). Traditionally, workers observed sapphire growth defects by the observation ports of crystal furnace in this stage. The growth defect is the surface of crystal which is connected by the seed rod. The structure of different crystal furnace is slightly different, and the intensity of the light is different in the furnace, which can stimulate the human eyes. The metal oxide vapor causes visual interference in the crystal furnace. The time of manual observation cannot be long, and...
growth defects cannot be observed in time. Hence, CCD sensors are used to replace eyes of workers in this work. The CCD sensors can acquire images connected with the observation ports. In addition, manual diagnosis is based on human experience. Even if the workers can find the defects, it is difficult for skilled workers to judge directly. It will spend a lot of time. Therefore, we use deep learning to simulate human experience. Deep learning is widely used in image classification. However, it has never been used to diagnose sapphire growth defects based on large data before. Aiming at diagnosing growth defects accurately, this paper proposes a novel defect diagnosis method. This method uses CCD sensor to observe and acquire images. In addition, this method uses a Defect-Diagnosing Siamese network (DDSN) to diagnose sapphire growth defects. The DDSN is suitable for sapphire necking-down growth to perform on-line diagnosis of growth defect, thereby ensuring the superiority of crystal quality. The on-line diagnosis is that the computer runs continuously and diagnose defects in real time. We combine the Siamese architecture with depth separable convolution (DSC). First, this method utilizes a Siamese architecture for similarity learning. Second, because industrial environment requires good real-time performance for diagnosis, our method uses DSC to extract features for real-time diagnosis. This is the first diagnosis method in diagnosing sapphire growth defects. In this paper, the goal is to accurately diagnose sapphire growth defects, and thus ensure a good rate of good sapphire crystals.

The rest of the paper is organized as follows: section 2 describes the related work of sapphire growth defect and our architecture. Section 3 details the proposed method. Section 4 shows the experiment and result. Section 5 concludes this work.

II. RELATED WORK

The DDSN is a new network in diagnosing growth defect, and it has a direct link to the quality of the final sapphire crystal. If sapphire growth defects occur during the necking-down growth process, the rate of good crystal will drop or even crystals can’t form in the furnace. The traditional method has drawbacks in terms of diagnosis accuracy. In this work, we use deep learning to diagnose and analyze sapphire growth defect, which shows the advantages of our method in the field. In this section, we mainly talk about relevance from the following two aspects.

A. Sapphire growth defect

In the work of Kim. and Yu., using images to find sapphire seeding points has made a lot of efforts [13,14], but there are still many challenges and unresolved problems in the field of sapphire preparation. Diagnosis of sapphire growth defect is one of those problems. Sapphire growth defect can generate final crystal defects.

Crystal defects are often difficult to avoid, and they include microscopic and macroscopic defects. Workers try to minimize the occurrence of defects in the macro [11]. As shown in Fig1.
(a) and Fig. 1(b), the growth defects are surrounded by the red dotted line. The growth defects are part of crystal. The non-elliptical growth images are defined as growth defects. The top of crucible is a part of crucible lid, which covers a part of the perspective. The crystal is located between the seed crystal and the free surface, which has growth defects. In physics, a free surface is the surface of a fluid that is subject to constant perpendicular normal stress and zero parallel shear stress. When the growth defects are observed by the naked eye in the necking-down growth stage, and if crystal defects are not treated, the final sapphire crystal will have obvious defects in Fig. 1(c). These obvious crystal defects include cracks and abnormal growth [12].

The development of modern science requires highly intact crystals. In order to obtain good physical properties, it is necessary to grow crystals with good integrity and strictly control the content of impurity and defect. The form of sapphire growth defects is due to the uneven distribution of the temperature field in the crystal reactor after sapphire seeding [13] and the uneven concentration distribution of each component. The seed crystal is deformed during the growth process, and has a shape such as a concave or a convex, as shown in Fig. 1(a) and (b). Here we define these deformations as sapphire growth defects. The main reason for these growth defects is that an ideal transmission device is needed to enable the crystal or crucible to rotate stably and vertically, and the ideal stable control system in the process of growing sapphire by Ky method. However, the transmission device of the growth device cannot be completely idealized, and the accuracy of the temperature control system is not particularly good. Some mechanical vibrations of the transmission device and sudden changes in the rate of rise and fall of the seed crystal rod, and changes in heating power and heat dissipation power lead to the fluctuation of crystal growth rate. These will cause the occurrence of growth defects. Growth defects in the necking-down growth process will lead to the final crystal defects. An important task of workers is to grow a single sapphire crystal material with less defects or even no defect with the optimal composition in the optimal growth conditions.

B. The description of our architecture

Deep learning has applications in other field, such as fault diagnosis [14] and activity recognition in a smart home [15]. Deep learning convolutional networks can extract dimensional features. In this paper, we use the Siamese architecture to build a new architecture. It learns similarity through pair of images and can achieve better image matching. Siamese architecture has achieved some good results in the fields of face recognition [16], handwriting recognition [17], and video tracking [18]. Zhang [16] proposed a surface defect detection algorithm based on MobileNet-SSD to detect the defects accurately and rapidly.

We propose a DDSN for Sapphire Growth Defect. In order to meet the actual industrial requirements, the DDSN combined the Siamese architecture with DSC for better results. The use of DDSN for image matching has considerable advantages. It only needs to use a small quantity of data to train the model, and attains high classification effect.

III. DEFECT-DIAGNOSING SIAMESE NETWORK

A. Building A Deep Learning Network

Deep learning can simulate human experience. According to the sapphire necking-down growth process, we divide the acquired images into two states: defective and healthy. We build a deep learning network, which not only applies to the small sample size of the sapphire growth process, but also improves the diagnosis speed. The network is based on a combination of DSC and a Siamese architecture on the TensorFlow framework [22]. The purpose of DSC is to solve the standard convolution kernel into depthwise convolution (DWC) and pointwise convolution (PWC). The PWC is used to connect different channels of the DSC, which can increase the number of channels and can significantly reduce the amount of calculation compared to the standard convolution kernel. The DSC can optimize running speed and model size. The number of input channels is M, and the number of output channels is N. The corresponding calculation amount is:

\[ P_x \times P_y \times M \times P_z \times P_z + M \times N \times P_z \times P_z \]

where \( P_x, P_y \) and \( P_z \) are the spatial width and height of a square output feature map.

The calculation amount of DWC and PWC is

\[ \frac{1}{N} \left( \frac{1}{P_x} \right) \]

The DSC replaces the traditional convolution, which greatly reduces the amounts of parameters and the amount of calculation. This network structure can improve the operation speed, and it can process data in real time on the CPU. The DSC makes a good foundation for the practical application in industry.

The Siamese architecture can learn the similarity of pictures. The main idea of the Siamese architecture is to map to the target space through a function, and use the Euclidean distance to match the similarity in the target. The left and right sides are identical network structures and share the weight W. The data inputted is not an image but a pair of images: \((X_1, X_2, Y)\), where \( Y = 0 \) means that \( X_1 \) and \( X_2 \) do not belong to the same sapphire state, \( Y = 1 \) indicates the same state. The same pair is \((X_1, X_2, 1)\), and the different pair is \((X_1, X_2, 0)\).

The loss function of the DDSN contains the classification loss of the sample. The loss function formula is as follows [16]:

\[ L_o = \frac{1}{2} \left( \sum_{i=1}^{N} \left( Y \left( Q_i - Q_i \right) + \left(1 - Y \right) \left( \frac{Q_i - Q_i}{\|Q_i - Q_i\|} \right) \right) \right) \]

Where \( Q_i \) and \( Q_i \) are the Euclidean distance of output in the Siamese network. The margin parameter is the margin value,
which should be greater than zero. \( Y \) is a label of our image, which should be one or zero.

The architecture has one 3\( \times \)3 convolutional layer, thirteen 1\( \times \)1 convolutional layers, thirteen deep separable convolutional layers and a fully connected layer. These layers can extract feature of pictures. The architecture is to predict the category of the input image. In the last layer of the classification part, all neurons are connected to the output. The last layer has the softmax activation function [23]. At the end of the convolutional layers and depth separable convolutional layers, the ReLu functions are used. The ReLu function can make part of the neurons output as zero, which can result in good sparsity of the network and prevent over-fitting. As shown in Fig.2 (a), the Conv, DWC, Pool, FC1, and Softmax represent the convolutional layer, depth separable convolutional layer, pooling layer, fully connected layer, and softmax layer respectively. The convolutional layers and depth separable convolutional layers are the core of convolutional neural network, and most operations are carried out on the convolutional layers. The mathematical operation is convolution operation to extract various features in the convolutional layers. The pooling layer can reduce the dimension of features. The fully connected layer can combine the extracted local features. Softmax layer can classify the extracted features.

As shown in Fig. 2 (a), the proposed network structure is composed of DSC and Siamese architecture. The loss function of this Siamese architecture can learn to implement a good classification function, calculate the Euclidean distance between the two images and encourage the matching pairs to be very close in the feature space. The non-matching distance is very far in the feature space. To make similarity learning easier, the paper uses the DSC to map the original image to the lower dimension. The feature is reduced from the high-dimensional feature to the low-dimensional feature to learn a similarity measure. As shown in Fig. 2 (b), the trained network input image is tested to finally obtain a prediction of the image category.

### B. Network Training

The dataset is acquired by the industrial CCD sensors and the dataset of growth defects is established. The dataset contains both healthy and defective samples. Some of these data are in the Fig. 3. Fig. 3 shows the richness of the data. The healthy images were acquired at different times and furnaces in Fig. 3 (a). The defective images were acquired at different times and furnaces in Fig. 3 (b). In addition, the dataset includes images of same growth defect, which were acquired in different times in Fig. 3 (c). These improve the dataset and increase the reliability of dataset.

Due to some metal oxide vapor in the crystal furnace, the histogram equalization method is applied for image processing to enhance the image before using these image data. Histogram equalization is a nonlinear stretching of the image, which redistributes the pixel values to the pixels in the image and makes the pixel values in the grayscale range approximately equal in Fig. 4. It can improve the contrast of the image to facilitate deep learning of the network learning feature.

There were twelve reaction furnaces selected randomly from all industrial furnaces. We divided images collected into two categories, which were positive and negative. The positive samples are healthy and the negative samples are defective. In this experiment, there were 3000 negative images and positive image groups, which were divided into training set and test set. We used 2600 sets of images as training set, and used extra 400 sets of images as test set randomly. We set the margin parameter to 5. The RMSprop [24] optimization algorithm is used during training, with momentum parameter of 0.9 and learning rate of 0.003. It took about 3 hours for the process.
IV. EXPERIMENT AND RESULT

The running environment of PC is performed on TensorFlow under window10. The hardware environment used is Intel I5-8400, 16G-CPU, and the graphics card is Nvidia GeForce GTX1060. In this work, the input images were resized to $224 \times 224$ for ease of processing. The experimental platform for collecting image data is shown in Fig. 5 (a). In order to ensure the stability of the CCD sensor, the CCD sensor is fixed with a magnetic seat.

In Fig. 5 (b), there are two CCD sensors, which are industrial CCD FLIR GS3-U3-14S5C. The CCD sensor collects image data through the observation port of the crystal reaction furnace, and stores the data in a PC. After the image data is acquired by the CCD sensor, the driver device is controlled by the PLC to perform corresponding operations on the seed rod (elevating and rotating the seed rod). The driver device includes stepping motors and other machinery to control pull rod. The flow chart of experiment is in Fig. 5 (c).

Before the experiment, the CCD sensors need to be configured and calibrated. The value of exposure and the value of Brightness are set to the lowest due to the intensity of the light is too high in the furnace. Other parameter settings are adjusted according to specific conditions. The grayscale color mode is used to clearly show images compared with other colors.

Before training our network, we need to make image pairs based on the Siamese architecture. The positive image pair $(X_1, X_2, Y = 0)$ and the negative image pair $(X_1, X_2, Y = 1)$ are generated as follows: according to the acquired $X_1$ and $X_2$ images, the collected images are classified according to the presence or absence of defects. For the positive and negative groups, they are combined by computer to make a data set. After screening, the images are cross-combined and stored production data set in the positive group and the negative group in the production of our dataset.

Fig. 6 shows the performance of the classifier. We apply the trained model to the test architecture to test the performance on the test set. It is a binary classifier. Their classification is based on feature descriptors learned by neural networks. We use the red and blue dots to show the result of classification. Those dots represent the distribution of images of test set in 2-dimension. The horizontal and vertical coordinates represent numerical values without practical significance. The healthy images and defective images are classified by red dots and blue dots in Fig. 6, respectively. The black line is the linear classification boundary. The linear classification boundary, based on the classification result of classifier, is good classification boundary. The softmax classifier is based on the softmax function [23]. The output of classifier is the range of $(0,1)$. The value of output something like a probability value. The ratio of the misclassification in the overall samples is the accuracy rate. It can show the performance of the classifier.

The accuracy shows the ratio of the healthy samples in all samples. The formula of accuracy is followed:

$$\text{Accuracy} = \frac{A}{B}$$

Where A indicates the number of samples with the correct classification and B is the number of all samples. In the experiment, A is 378 and B is 400. As a result, the accuracy rate of model can arrive at 94.5% in this work.
In this paper, a novel defect diagnosis method is presented. Current observation and diagnose of defects rely on human being. These defects are difficult to observe and diagnose. Traditional way can be replaced by automated observation via CCD and the diagnosis can be done by deep learning. This method uses a DDSN for diagnosing sapphire growth defects in the necking-down process. The proposed method can be applied for accurate defect diagnoses. The method can diagnose sapphire growth defects and arrive high accuracy rate at 94.5% in necking-down growth process. Our future work will focus on diagnosing defects of all growth process.
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