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This paper compares two model-based multilateral price indexes: the time-product dummy (TPD) index and the time dummy hedonic (TDH) index, both estimated by expenditure-share weighted least squares regression. The TPD model can be viewed as the saturated version of the underlying TDH model, and we argue that the regression residuals are “distorted toward zero” due to overfitting. We decompose the ratio of the two indexes in terms of average regression residuals of the new and disappearing items. The decomposition aims to explain the conditions under which the TPD index suffers from quality-change bias or, more generally, lack-of-matching bias. An example using scanner data on packaged men’s T-shirts illustrates our framework.
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1. INTRODUCTION

The advent of scanner data, and other electronic “big data” such as web-scraped data, has increased the potential for accurate price measurement well beyond the traditional method of price collectors visiting outlets and collecting prices for a relatively small sample of products. Electronic data usually comprise all the products sold by a certain retailer, and in the case of scanner data, quantities sold, therefore product weights, are available. Detailed characteristics are sometimes readily available as well, and if they are not, they can often be extracted from websites.
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The matched-models method for constructing price indexes is inappropriate for scanner data, especially in areas where there is a regular churn in models or where prices are changed only when new models are introduced in the market. For such product markets, the Consumer Price Index (CPI) Manual (ILO/IMF/OECD/UNECE/Eurostat/The World Bank, 2004) recommended the use of explicit quality adjustments using hedonic regression techniques that take advantage of the characteristics data. The CPI Manual, however, did not discuss the issue of drift that can occur in period-on-period chained weighted price indexes and the more recently proposed multilateral index number methods to remove the chain drift while maximizing the number of matches in the data. There is a range of multilateral methods; see Diewert and Fox (2017) and Chessa et al. (2017).

de Haan (2015) proposed the use of two related model-based multilateral price indexes for incorporating scanner data, both estimated by expenditure-share weighted least squares regression: the time dummy hedonic (TDH) index where information on item characteristics is available, and the time-product dummy (TPD) index when this information is lacking. The name TPD method was suggested by de Haan and Krsinich (2014) as it adapts Summers’ (1973) multilateral country-product dummy (CPD) method for spatial comparisons to price comparisons across time. A potential problem with the TPD method is that the resulting price index will not be explicitly adjusted for quality change. The aim of the present paper is to examine what drives the difference between the two methods.

We build on work by Silver and Heravi (2005) and Krsinich (2016). Silver and Heravi (2005) compared TPD and TDH indexes but only in a period-on-period chained context, where the bilateral TPD index equals a matched-model index. Krsinich (2016) argued that the use of longitudinal price information makes the multilateral TPD index implicitly quality-adjusted; see also Aizcorbe et al. (2003). It is true that in many cases (though perhaps not in oligopolistic markets with strategic pricing aimed at particular market segments) price differences among coexisting items provide us with information about the value of quality differences. Nevertheless, as with any implicit quality-adjustment method, this does not necessarily imply proper treatment of new and disappearing items and therefore does not rule out the possibility of quality-change bias or, more generally, lack-of-matching bias.

The treatment of quality change is especially important where there is a substantial churn in items sold when new models are introduced and old ones disappear. A major reason for the difference between the TPD and TDH methods potentially arises from the likely shortfall in the implicit quality adjustments of the TPD method compared to the more robust explicit quality adjustments of the TDH method, which are based on quality characteristics. Also, the TPD method cannot deal with items that are new in the sample period (these items lie exactly on the regression surface and are “zeroed out”); the TDH method does account for these items. The magnitude of the difference between the two methods will depend on the degree of churn, the extent of the quality difference between the new and disappearing models, and the adequacy of the characteristics data used in the hedonic regression to capture price-determining quality differences. Against
this background, the paper’s main contribution is to draw attention to a related problem with the TPD method: that of overfitting.

Krsinich (2016) pointed out that the TPD model can be viewed as, what we call, the saturated version of a hedonic model with only categorical characteristics: the TPD model implicitly includes all the first- and higher-order interactions along with the main effects, whereas a typical hedonic model would include only main effects. In our view, this means the TPD model has too many parameters, fits the outliers, and unduly raises \( R^2 \) squared as compared with the true underlying hedonic model. That is, the TPD model suffers from overfitting and “distorts the regression residuals toward zero.” Another way to describe the problem is that overfitting potentially leads to biased out-of-sample predictions. Because quality adjustment boils down to imputing the “missing price” of new and disappearing items, that is, to making out-of-sample predictions, the TPD index is susceptible to quality-change bias.

The remainder of the paper is structured as follows. Section 2 outlines a number of different expressions for the TDH and TPD indexes, derives a decomposition of the ratio of the two indexes in terms of the average regression residuals for unmatched new and disappearing items, explains in greater detail why the TPD model is likely to suffer from overfitting, and explores potential bias in the TPD index. Section 3 illustrates our framework using scanner data on packaged men’s T-shirts sold by a major Dutch chain of department stores. Section 4 discusses our findings and concludes.

2. Formulas and Decompositions

2.1. Formulas for TDH and TPD Indexes

The following notation will be used: \( p_i^0 \) and \( p_i^t \) denote the price of item \( i \) in the base period 0 and in comparison period \( t \) (\( t = 1, \ldots, T \)), respectively; \( s_i^0 \) and \( s_i^t \) are the item’s expenditure shares. Let us consider the following log-linear hedonic regression model to be estimated on the pooled data of all periods 0, \( \ldots, T \):

\[
\ln p_i^t = \delta_0 + \sum_{t=1}^{T} \delta^t D_i^t + \sum_{k=1}^{K} \beta_k z_{ik} + \epsilon_i^t,
\]

where \( z_{ik} \) denotes item \( i \)’s (quantity of) characteristic \( k \) and \( \beta_k \) the corresponding parameter; the \( \beta_k \) is constrained to be fixed across time. Note that \( z_{ik} \) does not depend on time \( t \), that is, it is assumed that the characteristics of an item do not change over time, which is not a restrictive assumption for newly produced goods. The time dummy variable \( D_i^t \) has the value 1 if the observation pertains to period \( t \) (\( t = 1, \ldots, T \)) and 0 otherwise; it is assumed that the errors \( \epsilon_i^t \) are independently distributed with zero mean. The estimated parameters are denoted by \( \hat{\delta}_0, \hat{\delta}^t (t = 1, \ldots, T) \), and \( \hat{\beta}_k (k = 1, \ldots, K) \).

Following Diewert’s (2005) proposal, we assume that a weighted least squares (WLS) regression is run with the expenditure shares in each period serving as weights. The TDH index going from period 0 to period \( t \), \( P_{TDH}^{0t} = \exp(\delta^t) \), can then be written as (de Haan and Krsinich, 2017)
(2) \[ P_{TDP}^{0t} = \frac{\prod_{i \in S'} (p_i \exp \{ \sum_{k=1}^{K} \hat{\beta}_k z_{ik} \})^{s_i}}{\prod_{i \in S^0} (p_i \exp \{ \sum_{k=1}^{K} \hat{\beta}_k z_{ik} \})^{s^0_i}} = \frac{\prod_{i \in S'^0} (p_i \exp \{ \sum_{k=1}^{K} \hat{\beta}_k z_{ik} \})^{s_i}}{\prod_{i \in S^0} (p_i \exp \{ \sum_{k=1}^{K} \hat{\beta}_k z_{ik} \})^{s^0_i}} \exp \left\{ \sum_{k=1}^{K} \hat{\beta}_k (z_{ik}^{0} - z_{ik}^{t}) \right\}, \]

where \( S^0 \) and \( S' \) denote the sets of items sold in periods 0 and \( t \). Exponentiation is a nonlinear transformation, and so the time dummy price indexes are not unbiased; see Kennedy (1981) for a bias-correction term. However, if the number of observations is large enough, as is the case in the data set we use in the empirical section, the correction term will most likely be minimal and can be ignored. The first expression of equation (2) writes the index as the ratio of weighted geometric averages of estimated quality-adjusted prices \( p_i \exp \{ \sum_{k=1}^{K} \hat{\beta}_k z_{ik} \} \) and \( p_i \exp \{ \sum_{k=1}^{K} \hat{\beta}_k z_{ik} \} \). The second expression adjusts the ratio of weighted geometric average prices for the changes in the weighted average characteristics \( z_{ik}^{0} = \sum_{i \in S^0} s_i^0 z_{ik} \) and \( z_{ik}^{t} = \sum_{i \in S'} s_i^t z_{ik} \).

Next, suppose there are \( N \) different items sold in one or more periods across the whole sample period and consider the following TPD model for the pooled data:

(3) \[ \ln p_i^{t} = \alpha + \sum_{i=1}^{T} \delta^t D_i + \sum_{i=1}^{N} \gamma_i D_i + \epsilon_i^{t}, \]

where \( D_i \) is the time dummy defined earlier. \( D_i \) is a dummy variable that has the value of 1 if the observation relates to item \( i \) and 0 otherwise; the dummy for an arbitrary item \( N \) is excluded to identify the model. The parameters \( \gamma_i \) are item fixed effects (\( \gamma_N = 0 \)). The WLS TPD index between period 0 and period \( t \), \( P_{TPD}^{0t} = \exp (\delta^t) \), with fixed effects estimates \( \hat{\gamma}_i (\hat{\gamma}_N = 0) \), can be written as (de Haan and Hendriks, 2013)

(4) \[ P_{TPD}^{0t} = \frac{\prod_{i \in S'} (p_i \exp \{ \hat{\gamma}_i \})^{s_i}}{\prod_{i \in S^0} (p_i \exp \{ \hat{\gamma}_i \})^{s^0_i}} = \frac{\prod_{i \in S'^0} (p_i \exp \{ \hat{\gamma}_i \})^{s_i}}{\prod_{i \in S^0} (p_i \exp \{ \hat{\gamma}_i \})^{s^0_i}} \exp \left\{ \hat{\gamma}_0^{0} - \hat{\gamma}_i^{t} \right\}, \]

where \( \hat{\gamma}_0^{0} = \sum_{i \in S^0} s_i^0 \hat{\gamma}_i \) and \( \hat{\gamma}_i^{t} = \sum_{i \in S'} s_i^t \hat{\gamma}_i \).

The TPD model (3) can be seen as a special case of the TDH model (1) in which the hedonic price effects \( \sum_{k=1}^{K} \beta_k z_{ik} \) are approximated by fixed effects \( \gamma_i \), up to an additive scalar. Consider the following linear model for the relation between the fixed-effects estimates \( \hat{\gamma}_i \) and the estimated hedonic effects \( \sum_{k=1}^{K} \hat{\beta}_k z_{ik} \):

(5) \[ \hat{\gamma}_i = a' + b' \sum_{k=1}^{K} \hat{\beta}_k z_{ik} + e_i', \]

where \( e_i' \) is an error term with a zero mean. If the fixed-effects estimates \( \hat{\gamma}_i \) are “good approximations” of the hedonic effects \( \sum_{k=1}^{K} \hat{\beta}_k z_{ik} \), we would expect parameter \( a' \) to be close to 0, parameter \( b' \) to be close to 1, and the variance of the errors \( e_i' \) to be small. Note that items with the same hedonic price effects will usually have different fixed effects. The coefficients obtained from expenditure-share weighted
regressions of model (5) separately for each time period \( t (t = 0, \ldots, T) \) are denoted by \( \tilde{a}' \) and \( \tilde{b}' \). Since the weighted residuals sum to zero, we have

\[
\tilde{p}' = \tilde{a}' + \tilde{b}' \sum_{k=1}^{K} \hat{\beta}_k \tilde{z}_k'.
\]

Substituting equation (6) for periods 0 and \( t (t = 1, \ldots, T) \) into equation (4), dividing the result by equation (2) and some rearranging yields a decomposition of the TPD to TDH ratio in terms of changes in the intercept estimates, changes in the slope coefficients, and changes in the weighted average characteristics:

\[
\frac{P_{0t}^{TPD}}{P_{0t}^{TDH}} = \exp \left\{ \tilde{a}' - \tilde{a} \right\} \exp \left\{ \left( \tilde{b}' - \tilde{b} \right) \sum_{k=1}^{K} \hat{\beta}_k \tilde{z}_k' \right\} \exp \left\{ \left( \tilde{b}' - 1 \right) \sum_{k=1}^{K} \hat{\beta}_k (\tilde{z}_k' - \tilde{z}_k) \right\}.
\]

When the intercept estimates are the same in periods 0 and \( t (\tilde{a}' = \tilde{a}) \) and the slope coefficients equal 1 (\( \tilde{b}' = \tilde{b} = 1 \)), the TPD index will be equal to the TDH index. These conditions are unlikely to hold in practice. First, WLS regression can produce unstable coefficients if the errors in model (5) are homoscedastic. Second, and more importantly, systematic changes in the coefficients (or the average characteristics) may occur. For example, if \( \tilde{a}' \) increases over time and everything else remains the same, the first component of equation (7) becomes increasingly smaller than 1, causing downward bias in the TPD index relative to the TDH index.

### 2.2. A Decomposition in Terms of Regression Residuals

The prices predicted by any method are denoted by \( \hat{p}_0^i \) and \( \hat{p}_t^i \), where we implicitly condition on the item’s characteristics because they do not change over time. Using the least-squares property that the weighted sum of the residuals \( u_0^i = \ln (p_0^i) - \ln (\hat{p}_0^i) \) and \( u_t^i = \ln (p_t^i) - \ln (\hat{p}_t^i) \) from the (WLS) TDH and TPD regressions is equal to zero in each period, we have

\[
\prod_{i \in S_0} \left( \frac{\hat{p}_0^i}{p_0^i} \right)^{u_0^i} = 1;
\]

\[
\prod_{i \in S_t} \left( \frac{\hat{p}_t^i}{p_t^i} \right)^{u_t^i} = 1.
\]

Multiplying both sides of equation (8) by \( \prod_{i \in S_0} (\hat{p}_t^i / \hat{p}_0^i)^{u_0^i} \) gives

\[
\prod_{i \in S_0} \left( \frac{\hat{p}_t^i}{\hat{p}_0^i} \right)^{u_0^i} \prod_{i \in S_t} \left( \frac{\hat{p}_t^i}{\hat{p}_0^i} \right)^{u_t^i} = P_{0t}^{0t};
\]

because \( P_{0t}^{0t} = \hat{p}_t^i / \hat{p}_0^i \) for all \( i \). Multiplying both sides of equation (9) by \( \prod_{i \in S_t} (\hat{p}_t^i / \hat{p}_0^i)^{u_t^i} \) yields

\[
\prod_{i \in S_0} \left( \frac{\hat{p}_t^i}{\hat{p}_0^i} \right)^{u_0^i} \prod_{i \in S_t} \left( \frac{\hat{p}_t^i}{\hat{p}_0^i} \right)^{u_t^i} = P_{0t}^{0t};
\]

because \( P_{0t}^{0t} = \hat{p}_t^i / \hat{p}_0^i \) for all \( i \).
\[
\prod_{i \in S^0} \left( \frac{\hat{p}_i^0}{p_i^0} \right)^{s_i^0} = \prod_{i \in S'} \left( \frac{\hat{p}_i^I}{p_i^0} \right)^{s_i^I} = \frac{1}{P^{0I}}.
\]

Thus, initial expressions for the TDH and TPD indexes are

\[
P^{0I} = \prod_{i \in S^0} \left( \frac{p_i^I}{p_i^0} \right)^{s_i^0} = \prod_{i \in S^I} \left( \frac{p_i^I}{p_i^0} \right)^{s_i^I} = \prod_{i \in S^0} \left( \frac{p_i^I}{p_i^0} \right)^{s_i^0} \prod_{i \in S^I} \left( \frac{p_i^I}{p_i^0} \right)^{s_i^I}.
\]

The first expression of equation (12) is a geometric Laspeyres-type price index where the period \( t \) prices for all \( i \in S^0 \) are predicted values from the regression. The second expression is a geometric Paasche-type price index with predicted period 0 prices for all \( i \in S^I \). The two indexes are constrained to be the same, therefore equal to their geometric mean given by the third expression of equation (12), which is a Törnqvist-type price index defined on a dynamic universe.

We now subdivide \( S^0 \) and \( S^I \) into matched and unmatched items: \( S^0_M = S^0 \cap S^I \) is the set of matched items between periods 0 and \( t \); \( S^0_s \) is the subset of \( S^0 \) consisting of disappearing items that are not sold in period \( t \) (\( S^0_M \cup S^0_s = S^0 \)); \( S^I_N \) is the subset of \( S^I \) consisting of new items that were not yet sold in period 0 (\( S^I_N \cup S^0_M = S^I \)). The last expression of equation (12) then becomes

\[
P^{0I} = \prod_{i \in S^0_M} \left( \frac{p_i^I}{p_i^0} \right)^{s_i^0} \prod_{i \in S^0_s} \left( \frac{\hat{p}_i^I}{p_i^0} \right)^{s_i^0} \prod_{i \in S^I_N} \left( \frac{p_i^I}{p_i^0} \right)^{s_i^I} \left( \frac{\prod_{i \in S^0_M} \left( \frac{\hat{p}_i^I}{p_i^0} \right)^{s_i^0}}{\prod_{i \in S^0_M} \left( \frac{\hat{p}_i^I}{p_i^0} \right)^{s_i^0}} \right)^{1/2}.
\]

Equation (13) provides some underpinning for the use of expenditure-share weighted regression to estimate the TDH and TPD models. The first three terms on the right-hand side define a single imputation Törnqvist price index, \( P^{0I}_{SIT} \), where the “missing prices,” that is, the period \( t \) prices for \( i \in S^0_s \) and the period 0 prices for \( i \in S^I_N \) are imputed. Single imputation price indexes typically apply predicted values based on regressions for each time period separately, but \( P^{0I}_{SIT} \) is based on predicted values from a pooled regression. For a comparison of time dummy hedonic and hedonic imputation indexes, see Diewert et al. (2009) and de Haan (2010). \( P^{0I}_{SIT} \) is not transitive, therefore dependent on the choice of the base period; the fourth term of (13) turns \( P^{0I}_{SIT} \) into the transitive (TDH or TPD) index \( P^{0I} \).

To gain more insight into what drives the difference between the TPD and TDH indexes, we decompose the ratio of the TPD and TDH indexes, estimated on the same data set, in terms of the average regression residuals for the new and disappearing items. From equation (8) it follows that

\[
\prod_{i \in S^0_M} \left( \frac{\hat{p}_i^{0\text{TPD}}}{p_i^0} \right)^{s_i^0} \prod_{i \in S^0_s} \left( \frac{\hat{p}_i^{0\text{TPD}}}{\hat{p}_i^I} \right)^{s_i^0} \prod_{i \in S^I_N} \left( \frac{\hat{p}_i^{0\text{TPD}}}{\hat{p}_i^{0\text{TDH}}} \right)^{s_i^I} = \prod_{i \in S^0_M} \left( \frac{\hat{p}_i^{0\text{TDH}}}{p_i^0} \right)^{s_i^0} \prod_{i \in S^I_N} \left( \frac{\hat{p}_i^{0\text{TDH}}}{\hat{p}_i^I} \right)^{s_i^I} \prod_{i \in S^0_M} \left( \frac{\hat{p}_i^{0\text{TDH}}}{\hat{p}_i^{0\text{TPD}}} \right)^{s_i^0}.
\]
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which, by defining \( s_D^0 = s_D^1 / s_D^0, \) \( s_M^0 = s_M^1 / s_M^0, \) \( s_D^0 = \sum_{i \in S_D^0} s_i^0, \) and \( s_M^0 = \sum_{i \in S_M^0} s_i^0, \) and after some manipulation, yields

\[
\begin{equation}
\frac{p^0_{TPD}}{p^0_{TDH}} = \left( \frac{\prod_{i \in S_D^0} \left( \frac{\hat{p}_{i}(TPD)}{p_i} \right)^{s_D^0}}{\prod_{i \in S_M^0} \left( \frac{\hat{p}_{i}(TDH)}{p_i} \right)^{s_M^0}} \right) \frac{\prod_{i \in S_D^0} \left( \frac{\hat{p}_{i}(TDH)}{p_i} \right)^{s_D^0}}{\prod_{i \in S_M^0} \left( \frac{\hat{p}_{i}(TPD)}{p_i} \right)^{s_M^0}}.
\end{equation}
\]

Similarly, from equation (9) it follows that

\[
\prod_{i \in S_N^0} \left( \frac{\hat{p}_{i}(TPD)}{p_i} \right)^{s_i^0} \prod_{i \in S_M^0} \left( \frac{\hat{p}_{i}(TPD)}{p_i} \right)^{s_i^0} = \prod_{i \in S_N^0} \left( \frac{\hat{p}_{i}(TDH)}{p_i} \right)^{s_i^0} \prod_{i \in S_M^0} \left( \frac{\hat{p}_{i}(TDH)}{p_i} \right)^{s_i^0},
\]

which, using \( s_N^0 = s_N^1 / \sum_{i \in S_N^0} s_i^1, s_M^0 = s_M^1 / \sum_{i \in S_M^0} s_i^1, s_N^0 = \sum_{i \in S_N^0} s_i^0, \) \( s_M^0 = \sum_{i \in S_M^0} s_i^0, \) and \( s_M^0 = \sum_{i \in S_M^0} s_i^0, \) and again after some manipulation leads to

\[
\begin{equation}
\frac{p^0_{TPD}}{p^0_{TDH}} = \left( \prod_{i \in S_N^0} \left( \frac{\hat{p}_{i}(TDH)}{p_i} \right)^{s_i^0} \right) \frac{\prod_{i \in S_M^0} \left( \frac{\hat{p}_{i}(TDH)}{p_i} \right)^{s_i^0}}{\prod_{i \in S_M^0} \left( \frac{\hat{p}_{i}(TPD)}{p_i} \right)^{s_i^0}}.
\end{equation}
\]

Taking the geometric mean of (14) and (15) yields

\[
\begin{align*}
\frac{p^0_{TPD}}{p^0_{TDH}} & = \left[ \prod_{i \in S_D^0} \left( \frac{\hat{p}_{i}(TDH)}{p_i} \right)^{s_D^0} \right] \left[ \prod_{i \in S_M^0} \left( \frac{\hat{p}_{i}(TPD)}{p_i} \right)^{s_M^0} \right] \left[ \prod_{i \in S_N^0} \left( \frac{\hat{p}_{i}(TDH)}{p_i} \right)^{s_N^0} \right] \left[ \prod_{i \in S_M^0} \left( \frac{\hat{p}_{i}(TPD)}{p_i} \right)^{s_M^0} \right] \frac{1}{2} \\
& = \left[ \prod_{i \in S_D^0} \left( \frac{\hat{p}_{i}(TDH)}{p_i} \right)^{s_D^0} \right] \left[ \prod_{i \in S_M^0} \left( \frac{\hat{p}_{i}(TDH)}{p_i} \right)^{s_M^0} \right] \left[ \prod_{i \in S_N^0} \left( \frac{\hat{p}_{i}(TPD)}{p_i} \right)^{s_N^0} \right] \left[ \prod_{i \in S_M^0} \left( \frac{\hat{p}_{i}(TPD)}{p_i} \right)^{s_M^0} \right] \frac{1}{2}.
\end{align*}
\]

The third term of decomposition (16) can be written as

\[
\left[ \prod_{i \in S_D^0} \left( \frac{\hat{p}_{i}(TDH)}{p_i} \right)^{s_D^0} \right] \left[ \prod_{i \in S_M^0} \left( \frac{\hat{p}_{i}(TDH)}{p_i} \right)^{s_M^0} \right] \left[ \prod_{i \in S_N^0} \left( \frac{\hat{p}_{i}(TPD)}{p_i} \right)^{s_N^0} \right] \left[ \prod_{i \in S_M^0} \left( \frac{\hat{p}_{i}(TPD)}{p_i} \right)^{s_M^0} \right] \frac{1}{2} = \left( \frac{p^0_{TPD}}{p^0_{TDH}} \right) \frac{1}{2} \left( \frac{p^0_{TPD}}{p^0_{TDH}} \right) \frac{1}{2}.
\]
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Substituting this result into equation (16) and solving for \( \frac{p_{0t}^{TD}}{p_{0t}^{TDH}} \) gives

\[
(17) \quad \frac{p_{0t}^{TD}}{p_{0t}^{TDH}} = \left( \prod_{i \in S_0^D} \left( \frac{\beta_{i(TPD)}}{\beta_{i(TDH)}} \right)^{s_{D0}^i} \right) \left( \prod_{i \in S_0^K} \left( \frac{\beta_{i(TDH)}}{\beta_{i(TPD)}} \right)^{s_{K0}^i} \right) \frac{\bar{u}_{0}^{TDH}}{\bar{u}_{0}^{TD}}.
\]

Equation (17) can be written in terms of average regression residuals, as follows:

\[
(18) \quad \frac{p_{0t}^{TD}}{p_{0t}^{TDH}} = \exp \left\{ \frac{s_{D0}^i}{s_{M0}^i} \left( \bar{u}_{0}^{TDH} - \bar{u}_{0}^{TD} \right) \right\} \prod_{i \in S_0^M} \left( \frac{\beta_{i(TDH)}}{\beta_{i(TPD)}} \right)^{s_{IM0}^i - s_{IM0}^i},
\]

where

\[
\bar{u}_{0}^{TDH} = \sum_{i \in S_0^D} s_{D0}^i u_{i(TPD)}^0, \quad \bar{u}_{0}^{TD} = \sum_{i \in S_0^K} s_{K0}^i u_{i(TDH)}^0.
\]

Equation (18) decomposes the ratio of the TPD index and the TDH index into three components. The first and second components are driven by the differences in the weighted average residual for the disappearing and new items from the TPD and TDH regressions. The magnitude of these components also depends on the (relative) aggregate expenditure shares of the matched and unmatched items, \( s_{D0}^i, s_{K0}^i, s_{D0}^i = 1 - s_{M0}^i \) and \( s_{N0}^i = 1 - s_{M0}^i \).

The third component of equation (18) can be written in terms of the period 0 residuals for the matched items, for example as

\[
(19) \quad \prod_{i \in S_0^M} \left( \frac{\beta_{i(TPD)}}{\beta_{i(TDH)}} \right)^{s_{IM0}^i - s_{IM0}^i} = \exp \left\{ \left( \bar{u}_{0}^{M(TPD)} - \bar{u}_{0}^{M(TDH)} \right) - \left( \bar{u}_{0}^{M(TPD)} - \bar{u}_{0}^{M(TDH)} \right) \right\},
\]

with

\[
\bar{u}_{0}^{M(TPD)} = \sum_{i \in S_0^D} s_{IM0}^i u_{i(TPD)}^0, \quad \bar{u}_{0}^{M(TDH)} = \sum_{i \in S_0^K} s_{IM0}^i u_{i(TDH)}^0.
\]

This term thus depends on the normalized expenditure shares of the matched items. It generally differs from 1, even without any new or disappearing items, because WLS time dummy results are model dependent. This third term may be large when the matched-items’ expenditure shares in periods 0 and \( t \) differ significantly and will be equal to 1 in the unlikely event that the shares remain constant over time. Note that this term would also be equal to 1 if unweighted (OLS) regressions had been run instead of weighted regressions.

2.3. *A Priori Expectations*

With a dynamic universe, the TPD and TDH indexes are most likely to differ. Two issues are at stake: variability (variance) and systematic difference (bias).
Suppose the average residuals of the new and disappearing items in equation (18) fluctuate randomly around 0 across time, for both the TPD and TDH regressions, and the third component fluctuates around 1. While the two indexes may differ in each time period, they are expected to exhibit equal trends.

According to Krsinich (2016), the TPD index is implicitly quality-adjusted due to the use of longitudinal price information. But when quality change is important, there is no a priori reason to expect that the average residuals from the TPD regression for the new and disappearing items will be approximately equal to, or show the same trend as, those from the TDH regression. More specifically, the TPD residuals for the unmatched items tend to be “distorted toward zero” as compared with the TDH residuals. Next, we will explain why this is the case.

In practice, items can be identified by a finite number of observable attributes, the range of possible values being discrete rather than continuous. In other words, a set of categorical variables (some of which will be ordinal) for each attribute can describe the different items belonging to the product category. Suppose we cross-classify all the categorical variables and know to which cell each item belongs. Obviously, some cells can be empty in practice since not all combinations may be feasible to produce or sell. Suppose further that we specify a TDH model using additive dummy variables for the main effects and multiplicative dummies for all first and higher-order interaction terms. As was shown by Krsinich (2016), this fully interacted or, as we will call it, saturated TDH model is essentially equivalent to the TPD model.

A problem with the saturated model is that it includes many irrelevant variables. The inclusion of interaction terms—certainly higher-order terms—in a hedonic model is difficult to justify due to interpretation problems. In a typical hedonic model, one would only find main effects for categorical variables and perhaps some first-order interaction terms. Also, the TPD model implicitly includes all the variables that are incorporated into the key that identifies the items, including attributes that may not be important from the consumers’ point of view. One such key, which is always available in scanner data sets received from retailers, is GTIN (Global Trade Item Number). GTIN is a unique and universal identifier, developed by GS1, to define trade items, that is, “products or services that are priced, ordered or invoiced at any point in the supply chain” (https://www.gs1.org/standards/id-keys/gtin).

The implicit inclusion of irrelevant variables in the TPD model is likely to lead to overfitting, in particular as compared to a TDH model that includes only main effects for attributes that are deemed important from the consumers’ perspective. That is, the TPD model fits the outliers, unduly raises $R^2$, and “distorts the residuals toward zero.”

Note that items that are observed only once during the sample period lie on the regression surface so that their residuals are exactly equal to zero, but this is probably a minor problem. Econometrics textbooks tell us that the inclusion of irrelevant variables does not lead to bias, conditional on the sample data. If we want the exponentiated time dummy coefficient from a TPD or TDH regression to be a quality-adjusted price index, imputation of the “missing prices” for unmatched items is required; see equation (13). These imputations are out-of-sample predictions and can be biased.
While bias can also arise for the TDH model, the TPD model is likely to be more affected as overfitting makes out-of-sample prediction very problematic. Put differently, we expect significant differences in the imputed “missing prices” for unmatched items between the TPD and TDH methods. When the average imputations differ significantly, substantial differences between the TPD index and the TDH index can arise. As shown by equation (18), the ratio of the two indexes can be analyzed by comparing the average residuals for the unmatched new and disappearing items instead of the average imputed values.

Silver and Heravi (2005) argued that the difference in the average residuals for the matched and unmatched new and disappearing items is the driver of the difference between a hedonic index and the corresponding matched-model index. Using scanner data for consumer electronics products, they found generally negative average residuals (i.e., relatively low observed prices, given their characteristics) for old models, or disappearing items in our language, and positive average residuals (relatively high observed prices) for new models. They attributed this result to the prevailing pricing strategies of retailers and manufacturers: inventory cleaning, or dumping, for old models and price skimming for new models.

To see what can happen and to simplify matters somewhat, let us assume that the aggregate expenditure shares of the new and disappearing items in equation (18) are the same ($s^0_D = s^0_N = s^0_{UM}$) and the third component equals 1. Equation (18) then reduces to

$$\frac{P^0_t^{TPD}}{P^0_t^{TDH}} = \exp \left\{ \frac{s^0_{UM}}{1 - s^0_{UM}} \left[ (\tilde{u}^t_N(TPD) - \tilde{u}^0_D(TPD)) - (\tilde{u}^t_N(TDH) - \tilde{u}^0_D(TDH)) \right] \right\}.$$

Suppose that the above inventory cleaning and price skimming strategies apply and we have $\tilde{u}^t_N(TDH) > 0$ and $\tilde{u}^0_D(TDH) < 0$, or $\tilde{u}^t_N(TDH) - \tilde{u}^0_D(TDH) > 0$. Because the residuals from the TPD regression for the new and disappearing items are “distorted toward zero,” we expect to find $\tilde{u}^t_N(TPD) - \tilde{u}^0_D(TPD) < \tilde{u}^t_N(TDH) - \tilde{u}^0_D(TDH)$, therefore $P^0_t^{TPD} < P^0_t^{TDH}$. Thus, under these pricing strategies, the TPD index is most likely downward biased compared to the TDH index.

Dumping and price skimming are not confined to products where quality change due to technical progress is important, such as consumer electronics goods; such pricing strategies can be found for groceries as well (Melser and Syed, 2016). An extreme case, referred to by Chessa (2016) as re-launching, arises when items are replaced by “new” items that essentially represent the same goods, apart perhaps from minor differences in packaging, but with different GTINs. This phenomenon seems to occur regularly for many product categories in the Netherlands. The prices of the replacement items are often higher than those of the replaced items; apparently, the retailers/manufacturers have some degree of market power, and consumers are unable to substitute away from the replacements. If items are identified by GTIN, the TPD method and matched-model methods cannot pick up disguised price increases due to re-launches, in contrast to the TDH method. It has been known for a long time that the GTIN level can sometimes be too fine for index construction (Reinsdorf, 1999; de Haan, 2002). Retailers’ internal product
codes or stock-keeping units are more stable and maybe a more suitable choice; see for example ABS (2016).

2.4. Weighting or Not and Other Regression Issues

When scanner data, or similar transactions data, are not available to the statistical agency, a weighting will not be possible. This reflects the traditional situation where only prices are collected for a sample of items (in a sample of outlets). Weighting will also not be possible when electronic data on prices and characteristics are extracted from websites. Statistical agencies are increasingly using web-scrapped data in the compilation of the CPI because this is a cost-effective way to replace the traditional price collection while at the same time being able to increase the sample of items priced.

Our analyses can be readily modified to the unweighted case by running OLS instead of WLS regressions, which will produce unweighted TDH and TPD indexes. The modification is straightforward, and so there is no need to include it in the paper, but we do show the OLS results in Section 3 to compare them with the WLS results. Also, there are issues with web-scrapped data, such as the best way to calculate average monthly prices from, for example, daily price observations, which have not been resolved and are beyond the scope of our paper.

WLS is typically used to correct for heteroscedasticity and to achieve more efficient estimates. A prerequisite is the knowledge of the underlying error structure or the possibility to estimate it consistently. For example, Adjibolosoo (1993) studies various hypothesized error structures and compares the estimation results in a Monte Carlo study. Note that for a homoscedastic error before the expenditure-share weighting, such a weighting will induce heteroscedasticity and inefficient estimation (Solon et al., 2015). In the empirical part, we applied a Breusch-Pagan test that rejected the null hypothesis of homoscedasticity for all OLS/WLS TDH/TPD regressions. We also estimated the error structure as proposed by Harvey (1976) and corrected for heteroscedasticity. The results show that the TPD index is much more affected by this exercise than the TDH index. While the first exhibits substantial drift, the second retains the overall trend and shows deviations from the uncorrected counterpart only in special periods.

We do not include a broader discussion on heteroscedasticity in this paper for the following reasons: (1) the estimated coefficients in the TDH and TPD regressions are still consistent under heteroscedasticity, and we are in a rather large sample context; (2) our contribution aims to understand the difference between methods used in practice by statistical agencies. These methods are addressed in Section 2.2 without a correction for heteroscedasticity. Nevertheless, the issues of heteroscedasticity and also of regression diagnostics to handle potential outliers are of importance and are a topic for future research (some of our results are available in the online supplement).

Diewert’s (2005) WLS procedure, which is used in this paper, has been criticized as observations are also weighted by the influence they have, that is, observations with high weight and influence may receive “too much weight than merited” (Silver and Heravi, 2005, Appendix 10; Silver, 2018). However, we do not recommend (automatic) deletion of influential observations.
The true underlying hedonic model is unknown, of course. A careful selection of characteristics and limited use of interaction terms is required, but some arbitrariness cannot be avoided. This is a disadvantage as compared with the TPD method. Another potential problem is parameter fixity in the TDH and TPD models. Regularly updating the coefficients seems required.

Like all multilateral methods, TDH and TPD have a revisions problem: when data for the next period, in our analysis period $T+1$, is added to the sample and price indexes are estimated from the extended sample, previously estimated index numbers will change. The literature offers several solutions for a nonrevisable CPI constructed in real time. One solution is to use a rolling-window approach in which the latest price movement, in our case between period $T$ and period $T+1$, is spliced onto the price index level for period $T$. While in Section 3 we use a fixed sample period without updating, in the Appendix, we present TDH and TPD indexes using a rolling-window extension approach.

3. Empirical Illustration

For an empirical illustration, we use scanner data on packaged men’s T-shirts. The data run from February 2009 to March 2013 and cover all the department stores belonging to a major Dutch retail chain. In addition to prices, that is, monthly unit values across all stores, and quantities sold, we have information on six categorical attributes that have been extracted from the available product descriptions: shape of neck (O or V), fabric (basic or organic), sleeve length (short or long); number of T-shirts per package (1, 2, or 3), color (white, black, or other), and fit (normal or stretch).

3.1. EAN as Item Identifier

In our data set, items are identified by barcode or European Article Number (EAN), the European version of GTIN. Across the 4-year sample period, 1953 different items were sold. The item turnover rate is high: from the more than 500 items that were sold in the first month, only 10% were still sold in the last month. The total number of items sold in each month is huge. Many packages with different EANs probably contain the same physical product or can be described by the same set of attributes so that the “true” rate of product churn may be overstated.

Figure 1 plots two indexes based on EAN as item identifier: the unit value index and the monthly chained Törnqvist price index. Both indexes have their problems. The unit value index is defined as the ratio of total expenditure divided by total quantities sold in the periods compared. It is affected by compositional change, giving rise to a volatile time series and possibly also a wrong trend. Weighted price indexes, including superlative price indexes such as the Törnqvist, are prone to chain drift when consumers stock up goods during sales periods (Ivancic et al., 2011; de Haan and van der Grient, 2011). The chained Törnqvist index does indeed have a downward drift, especially during the first half of the sample period.

Although multilateral price indexes are free from chain drift by construction, this does not mean that they are necessarily unbiased. Figure 2 shows the expenditure-share weighted TPD and TDH indexes. The TDH index shows a plausible
trend, but the TPD index appears to be severely downward biased. The bias in the TPD index mainly arises in months 12 and 13 when organic T-shirts were introduced in the stores and largely replaced basic T-shirts. Surprisingly, the volatility of the TDH index is of the same order of magnitude as that of the unit value index, in spite of the fact that the TDH method controls for quality mix changes.

Table 1 contains the regression results for the weighted TDH model. Organic T-shirts are cheaper than basic T-shirts, other things equal. Organic T-shirts are made from materials grown in compliance with organic agricultural standards, but they need not be 100% organic to use the organic label. The negative coefficient is perhaps somewhat surprising; it suggests that consumers in this retail chain—who mostly have a low to middle income—were unwilling to pay a premium for organic T-shirts during our sample period. The signs of the other coefficients are as expected. Partly due to a large number of observations (24,797), all coefficients are highly significant, except for the attributes shape of the neck (“V”) and fit (“stretch”). The $R^2$ squared value from the TDH regression (0.7607) is satisfactory, but nevertheless much lower than that from the TPD regression (0.9108).
confirms our suspicion that the TPD method unduly raises $R^2$ as compared with the TDH method. Notice that our results provide evidence of highly nonlinear pricing. Other things equal, packages of two and three T-shirts are 1.6 and 1.9 times as expensive as a package of one T-shirt. On nonlinear pricing issues with applications to scanner data, see Fox and Melser (2014).

Decomposition (7) of the TPD index to TDH index ratio is based on a simple linear regression of the estimated TPD fixed effects against the estimated TDH hedonic price effects. Figure 3 plots the regression coefficients. As of month 14, the coefficients are quite stable, with the slope coefficient being close to the optimal value of 1. Before month 14, the regression coefficients are extremely volatile, and the TPD fixed effects are poor approximations of the hedonic price effects. The results of decomposition (7) in Figure 4 indicate that the change in the intercept term (the first component) mainly drives the change in the TPD to TDH ratio.

Decomposition (7), while instructive, says little about the causes of the change in the TPD to TDH ratio. This is where decomposition (18) comes into play. Here, the weighted average regression residuals of the new and disappearing items (with respect to the first or base month) are important drivers of the TPD to TDH ratio. As shown by Figure 5, the average TDH residuals tend to be positive for new items

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Dummy</th>
<th>Estimate</th>
<th>Std. error</th>
<th>t-value</th>
<th>Signif.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td></td>
<td>1.947536</td>
<td>0.009396</td>
<td>207.27</td>
<td>***</td>
</tr>
<tr>
<td>Shape of neck</td>
<td>V</td>
<td>0.006629</td>
<td>0.003154</td>
<td>2.10</td>
<td>*</td>
</tr>
<tr>
<td>Fabric</td>
<td>Organic</td>
<td>−0.237870</td>
<td>0.006555</td>
<td>−36.29</td>
<td>***</td>
</tr>
<tr>
<td>Sleeve length</td>
<td>Long</td>
<td>0.209994</td>
<td>0.004885</td>
<td>42.99</td>
<td>***</td>
</tr>
<tr>
<td># T-shirts per package</td>
<td>2</td>
<td>0.489098</td>
<td>0.004065</td>
<td>120.31</td>
<td>***</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.638112</td>
<td>0.005641</td>
<td>113.12</td>
<td>***</td>
</tr>
<tr>
<td>Color</td>
<td>White</td>
<td>−0.047670</td>
<td>0.003413</td>
<td>−13.97</td>
<td>***</td>
</tr>
<tr>
<td></td>
<td>Black</td>
<td>−0.035280</td>
<td>0.005025</td>
<td>−7.02</td>
<td>***</td>
</tr>
<tr>
<td>Fit</td>
<td>Stretch</td>
<td>−0.021716</td>
<td>0.006636</td>
<td>−3.27</td>
<td>**</td>
</tr>
</tbody>
</table>

Note: Significance codes: ***0.001, **0.01, *0.05, # observations: 24,797; $R^2$ squared: 0.7607; adjusted $R^2$ squared: 0.7601; the results for the time dummy variables are not shown.
and negative for disappearing items during the first half of the sample period. The absolute values of the average TPD residuals are much smaller; in that sense, they are “distorted toward zero.” These findings are consistent with an inventory cleaning and price skimming strategy, or re-launching of items, and with the TPD index sitting below the TDH index. In the second half of the sample period, the average residuals for the new and disappearing items from the two regressions turn out to be very small.

Figure 6 plots the aggregate expenditure shares of the unmatched and matched items. Two months witness dramatic changes with respect to the preceding months. In month 13, the expenditure share of new items rises from 0.08 to 0.84, and in month 25, the expenditure share of disappearing items rises from 0.09 to 0.62. The shares of the matched items in periods 0 and \( t \) drop accordingly. Note that the ratio of the period 0 aggregate expenditure shares for the disappearing and matched items and the ratio of the period \( t \) aggregate expenditure shares for the new and matched items cause leveraging in decomposition (18). The bigger these relative aggregate expenditure shares are, the more important the differences between the average residuals for the disappearing and new items from the TPD and TDH regressions become.
Figure 7 shows the results of decomposition (18). As we already saw, the TPD to TDH index ratio remains quite stable after the introduction of organic T-shirts. This suggests that the TPD method performs well unless a structural break in the assortment takes place, in the sense of a sudden introduction of many new items with a significant expenditure share. New items contribute most to the TPD to TDH ratio, except between months 22 and 38 when the third term takes over. In that period, the average residuals of the new items, although small, are positive and have high leverage. Interestingly, the contribution of the disappearing items is negligible.

Our TPD and TDH indexes are weighted, but it is of some interest to compare them with their unweighted counterparts, obtained by running OLS rather than WLS regressions. As Figure 8 shows, the impact of weighting is significant. While the trend of the unweighted TPD index is similar to that of our weighted TPD index, the volatility of the unweighted version is much greater. For the TDH index too, the volatility of the unweighted version is much greater than that of the weighted one. Here, the trend is also affected, especially during the introduction of organic T-shirts. This example confirms how important weighting is for the construction of price indexes. It also shows why the use of scanner data, or similar
types of transactions data, is preferred over electronic data, such as data scraped from websites, where expenditure information is not available.

3.2. Some Results at the Group Level

A straightforward way of getting rid of re-launches and disguised price changes is to identify items by cross classifying the (categorical) attributes rather than by barcode. In doing so, any difference between the TPD and TDH indexes can be entirely attributed to the implicit use of first-order and higher-order interaction terms in the TPD regression. A full cross-classification of the six categorical attributes available in the scanner data yields $2 \times 2 \times 2 \times 3 \times 3 \times 2 = 144$ possible combinations or “groups,” as we will call them, but only 37 of those are actually found in the data. Prices are calculated as unit values across all the EANs belonging to the respective groups.

A comparison of Figure 9 with Figure 2 reveals that the group-based TPD index differs substantially from the EAN-based TPD index. This shows how
sensitive the TPD method can be to the choice of item identifier. Assuming the groups can be viewed as homogeneous products, there must have been disguised price increases the EAN-based TPD index was unable to pick up, which is tantamount to saying there must have been a lack of matching. In accordance with our expectations, the group-based TDH index is very similar to its EAN-based counterpart. Although the TPD index comes closer to the TDH index at the group level, a gap remains.

Table 2 contains the regression results for the expenditure-share weighted TDH model at the group level. At this level, the number of observations is considerably lower (1,289) than at the EAN level. The coefficients for “shape of neck” and “fit” have now become insignificant. The difference between the $R^2$ values from the TPD and TDH regressions is rather small at the group level, 0.8844 versus 0.8664, which is not surprising since group churn is modest compared with EAN churn. Because aggregation of EANs into groups reduces noise in the prices data, $R^2$ squared is higher at the group level than at the EAN level.

The weighted average regression residuals from the TPD and TDH regressions at the group level in Figure 10 exhibit a similar pattern as those at the EAN

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Dummy</th>
<th>Estimate</th>
<th>Std. error</th>
<th>$t$-value</th>
<th>Signif.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td></td>
<td>1.906238</td>
<td>0.029731</td>
<td>64.12</td>
<td>***</td>
</tr>
<tr>
<td>Shape of neck</td>
<td>V</td>
<td>0.008876</td>
<td>0.009980</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>Fabric</td>
<td>Organic</td>
<td>-0.231588</td>
<td>0.020739</td>
<td>-11.17</td>
<td>***</td>
</tr>
<tr>
<td>Sleeve length</td>
<td>Long</td>
<td>0.210602</td>
<td>0.015455</td>
<td>13.04</td>
<td>***</td>
</tr>
<tr>
<td># T-shirts per package</td>
<td>2</td>
<td>0.529237</td>
<td>0.012863</td>
<td>41.15</td>
<td>***</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.678165</td>
<td>0.017848</td>
<td>38.00</td>
<td>***</td>
</tr>
<tr>
<td>Color</td>
<td>White</td>
<td>-0.038794</td>
<td>0.010799</td>
<td>-3.59</td>
<td>***</td>
</tr>
<tr>
<td></td>
<td>Black</td>
<td>-0.024664</td>
<td>0.015900</td>
<td>-1.55</td>
<td></td>
</tr>
<tr>
<td>Fit</td>
<td>Stretch</td>
<td>0.012907</td>
<td>0.020998</td>
<td>0.62</td>
<td></td>
</tr>
</tbody>
</table>

*Note*: Significance codes: *** 0.001, ** 0.01, * 0.05; # observations: 1,289; $R$ squared: 0.8664; adjusted $R$ squared: 0.8602; the results for the time dummy variables are not shown.

Figure 10. Weighted Average Regression Residuals, Group Level
level. There are a few noticeable differences though. The average TPD residuals for the new items do not differ much any longer from the average TDH residuals. Also, the average TPD residuals for the disappearing items are now mostly positive.

As can be inferred from Figure 6, the ratio of the period $t$ expenditure shares for the new and matched items after month 13 is huge when items are identified by EAN, up to more than 2400 in month 40. This is very different for the group-based items. The patterns of the group-based aggregate expenditure shares shown in Figure 11 are similar to those in Figure 6, but much less pronounced. For example, the share of new items never gets above 0.77, which implies that the ratio of the period $t$ expenditure shares for new and matched items never exceeds 3.3. Put differently, the degree of leverage is much less at the group level than at the EAN level.

The results of decomposition (18) at the group level are plotted in Figure 12. The third term, which depends on the change in the matched items’ normalized expenditure shares, now contributes most. This is simply because at the group level there are few new and disappearing items; if all items were matched, this term would be exactly equal to the TPD to TDH index ratio.
4. DISCUSSION AND CONCLUSIONS

The TPD model is essentially a pooled regression model with fixed effects for all items sold during the sample period and with no time-varying variables other than dummies for time. The inclusion of fixed effects in a regression model estimated on a balanced panel controls for unobservable characteristics. Scanner data sets are unbalanced panels, however; there is generally substantial turnover of items; that is, the data are characterized by many entries (new items) and exits (disappearing items). If the item universe was static rather than dynamic, the use of a conventional matched-model index would suffice, and modeling was not required at all.

In this paper, we have discussed some of the issues that arise when applying the TPD method in a dynamic-universe context to construct quality-adjusted price indexes. Our main point is that the TPD model likely suffers from overfitting because it includes all first- and higher-order interactions as compared with the “true” TDH model, which typically includes only the main effects. We derived a decomposition explaining the ratio of the TPD and TDH indexes in terms of the weighted average regression residuals for the unmatched new and disappearing items (and a component that depends on the changes in the matched items’ normalized expenditure shares) and applied the decomposition to scanner data on men’s T-shirts.

Our results pointed to a downward bias in the TPD index for T-shirts, especially if items are identified by EAN (barcode). Clothing is well known for its lack of matching due to seasonality. For example, summer clothes disappear in autumn and re-appear in spring but often with different EANs. These (strongly) seasonal items are re-launched and potentially exhibit disguised price changes. Seasonality was not the major cause of the downward bias of the TPD index in our example, however. While (weak) seasonal effects in sales do occur as more short-sleeve T-shirts are sold in spring and summer than in autumn and winter, the problem was rather a sudden sharp decline in the number of matches in the data due to the introduction of organic T-shirts that immediately took up a very large share of expenditure at the expense of basic T-shirts.

A potential issue in our hedonic model is omitted variables bias. The brand has often been used as a proxy for unobserved characteristics in hedonic models (Triplett, 2006), but this retailer only sells T-shirts under a house brand. Also, an indicator for the quality of fabric other than basic or organic is not included as we are limited by the relatively broad product descriptions in the scanner data sets. Omitted variables in hedonic regressions can lead to bias in the resulting price indexes, but the bias is not necessarily large. Suppose we left out “fabric” from the model. This is an interesting case since the introduction of organic T-shirts had a big impact on the difference between the TDH and TPD indexes, especially at the EAN level. Recall that the coefficient for organic in the original EAN-based TDH regression (Table 1) was negative and highly significant. Figure 13 shows what happens to the TDH index if we delete this variable: almost nothing.

A comparison of the new regression results in Table 3 with the old ones in Table 1 reveals that the downward effect of “organic” is now largely being picked up by the dummy for “stretch” due to a high correlation between these variables.
This example also reminds us that multicollinearity is not such a big issue when estimating TDH indexes, where we are interested in the predicted prices rather than the estimated characteristics parameters.

The multilateral TDH method is not the only way to estimate transitive quality-adjusted price indexes. de Haan and Krsinich (2014) proposed a (rolling-year) GEKS approach called ITRYGEKS, where the missing prices of the new and disappearing items in the bilateral comparisons—in their case measured by bilateral Törnqvist price indexes—are imputed using bilateral TDH regressions, based on a result derived by de Haan (2004). Statistics New Zealand implemented this method in the CPI for many consumer electronics products (Statistics New Zealand, 2014). A strong point of (ITRY)GEKS is its reliance on a superlative index number formula; it is grounded in standard index number theory. A practical disadvantage is its complexity and the fact that many models must be estimated each month.

The above is not to say that weighted TDH has no theoretical underpinning. As shown by equation (13) in Section 2.2, the weighted TDH index (and the weighted TPD index) can be written as an imputation Törnqvist price index times a factor that induces transitivity. de Haan and Krsinich (2017) showed that

\[ \sum_{j=1}^{m} \sum_{k=1}^{n} \left( x_{jk} - y_{jk} \right) \]
the expenditure-share weighted TDH index will be an accurate approximation of a so-called *quality-adjusted unit value index*. The latter is a modified unit value index where the observed prices and quantities are replaced by quality-adjusted prices and quantities to standardize the various items. The quality-adjusted unit value approach is appealing for products existing of broadly comparable items. Irrespective of the interpretation, the TDH model should be restricted to broadly comparable items, that is, applied at a low level of aggregation, because different products typically have different sets of characteristics or different parameters for the same characteristics.

The use of the TPD method can lead to biased results when there is insufficient matching due to re-launches of identical items but with different barcodes or due to a sudden introduction of new items that account for a large share of expenditure. The first problem is essentially a data problem: the barcode/EAN may be too detailed a level to compare like with like. Data permitting, we could identify items by cross-classifying the categorical attributes and apply the TPD method. This does not necessarily resolve the second problem because the TPD method wrongly treats all interaction terms as quality characteristics. If enough information on characteristics is available, the TDH method is our preferred choice. Moreover, there would be no need to form groups: the TDH method can be directly applied to scanner data at the barcode level.

If the information on characteristics is not available, the TPD model could perhaps be improved by incorporating a life cycle function. The extended model would control for time, unobserved characteristics, and “age.” For an application to scanner data, see Melser and Syed (2016), Bils (2009) and Abe *et al.* (2016) estimated life cycle functions as well, albeit not in a TPD context. We doubt, however, that this approach is fit for CPI production given the complexity of such functions. Moreover, a life cycle approach is unlikely to resolve the problem of re-launches and disguised price changes as both their timing and magnitude are rather unpredictable.

### Appendix A

**Rolling Window TDH Indexes**

One way to deal with revisions is to use a *rolling-window approach*. Rolling-window approaches shift the estimation window of, say, 13 months, forward each month and then splice the new indexes onto the existing time series. There are several options for a rolling-window approach. The standard option, also referred to as movement splicing, was originally proposed by Ivancic *et al.* (2011) for the multilateral GEKS method. It splices the most recent month-on-month index movement onto the latest index number of the existing time series. Krsinich (2016) window splicing splices the entire newly estimated 13-month series onto the index number of 12 months ago.

In Figure A1, the EAN-based TDH index from Figure 2, estimated on the full window (FW) of 50 months, is copied and compared to the rolling-year indexes with a movement splice (MS) and a window splice (WS). The choice of the splicing method does not matter much, which is reassuring. However, as from month 13 when “organic” T-shirts were introduced, a gap arises between the full-window index and the rolling-year indexes. Assuming the full-window index is the appropriate benchmark, the two rolling-year splicing methods seem to cause downward drift.

The issue of potential drift in rolling-window indexes has led researchers to look for other ways to extend the time series without revising previously published indexes. Chessa (2016) constructed short-term index series, starting in December and ending in December of the next year, and chain-linked the short-term series in December of each year. Figure A1 also depicts the results for this “direct” extension
method, but with February instead of December as the link month. The index is only slightly above the rolling-window indexes, in particular during the last year, and so this method seems to slightly alleviate the downward drift.

Because the window length to estimate the short-term indexes in the “direct” method increases over time, from 2 up to 13 months, the models are initially estimated on sparse data. Therefore, we expected the indexes initially to be volatile, but there is no sign of this. A potential disadvantage is that the link month is given special importance, which conflicts with the idea behind multilateral methods of making results independent of the choice of base or link period.
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