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Abstract: For a better understanding of how different disorders affect motor function, a uniform, standardized and objective evaluation is a desirable goal for the clinical community. We explore the potential of Augmented Reality (AR) combined with serious gaming and free hand tracking to facilitate objective, cost-effective and patient-friendly methods for evaluation of upper extremity motor dysfunction in different patient groups. In this paper, we describe the design process of the game and the system architecture of the AR framework to meet these requirements. Furthermore, we report our findings from two pilot studies we conducted with healthy people aged over 50. First, we present a usability study (n = 5) on three different modalities of visual feedback for natural hand interaction with AR objects (i.e., no augmented hand, partial augmented hand and a full augmented hand model). The results show that a virtual representation of the fingertips or hand improves the usability of natural hand interaction. Secondly, a study about game engagement is presented. The results of this experiment (n = 8) show that there might be potential for engagement, but usability needs to be improved before it can emerge.
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1 Introduction

In an aging society, more and more people are affected by disorders that impair the motor function, e.g. neurovascular diseases, neurodegenerative diseases, and musculoskeletal pain conditions. These disorders have considerable impact on mobility and manual function, which in turn may affect self-dependence and the ability to work and recreate, and may ultimately result in the loss of quality of life [23, 25]. Developing cost-effective, objective, quantitative and valid evaluation methods in diagnosis, treatment and monitoring of patients with motor dysfunctions is one goal to guarantee a well-functioning health care system in an aging society. In addition to being relevant from the clinical perspective, these methods should also be patient-friendly, i.e. easy to use, unobtrusive and engaging for the patient.

Currently, every medical discipline uses its own (disease-specific) clinical tests, which mostly involve subjectively scored, low-resolution (i.e. insensitive) clinimetric assessments focusing on either “body functions and structures” (e.g. range of motion (ROM), stiffness) or “activities” (e.g. ability to perform functional tasks like grasping an object or pouring water into a glass within a prescribed time). Other assessment protocols are based on qualitative video analysis or cumbersome marker-based motion capturing. Although being essential aspects of daily life, variations in task and environment are often not considered.

In this paper, we explore the capabilities of AR technology using Optical See-Through (OST) head-mounted devices (HMDs) for displaying virtual content and free hand tracking to implement an engaging tool that may contribute to the development of a uniform standard procedure to assess upper extremity motor dysfunctions. We use an OST-HMD for the patients’ safety, especially for future situations when they will be asked to walk with the HMD during exercises.

For meaningful assessment of upper extremity motor dysfunction, a natural way of interacting with virtual
content is of high importance for obtaining insight into impairments encountered in daily life conditions. The most natural method of interaction with AR devices can be achieved by means of hand gesture recognition [32]. The ability to track hands has been addressed in previous studies for Video See-Through (VST) HMDs [15], where the user’s hands are displayed through the RGB camera, combined with any virtual content. The alternative approach using OST-HMDs, however, provides a different set of problems, since the user's hands are directly visible and thus exist in both virtual and real spaces.

When using an OST-HMD, we therefore have to take into account the alignment between the virtual augmented world and the real world. We first aimed to investigate what properties of the virtual content provide the best user experience for natural hand interaction in OST-HMD AR. We explore interaction modalities for flexible, patient-tailored assessment that may motivate patients to use their affected upper extremity to its full capability, ultimately leading to better insight into motor dysfunction [10]. Also, in order to obtain feedback on the game design and implementation, we conducted a second user study on game engagement [12].

The experiments described in our paper are one of many steps in the development of a system for assessing upper extremity motor dysfunctions in various patient groups. We tested the system with healthy people, as we first wanted to be sure that it can be operated effectively by a person who does not have a motor dysfunction, without inducing any adverse effects by the system. If a healthy person would not be able to use the system, then a person with motor dysfunction would also struggle to use it and the system would not provide meaningful data. We consider that the results of the current experiments are valuable in the context of the intended medical application, as input for further development of the system and for tests with patients.

Section 2 of this paper presents related work. In Section 3 we describe the design of the game that we intend to use for evaluating motor dysfunctions. Section 4 presents the system architecture and software components, followed by the results of two user studies in Section 5. The paper closes with conclusions and future work.

2 Related Work

Virtual Reality (VR) has already proved to offer great opportunities for diagnosis and treatment of several patient groups. Broeren et al. [7], for example, use a haptic feedback device in combination with VR to assess upper extremity motor dysfunction as a result of a stroke. They show that their system has potential to be used for clinical assessments. Burke et al. [9] use serious games in virtual worlds to foster engagement in intensive and repetitive post-stroke rehabilitation tasks. Similarly, Taske et al. [30] present the design of motor rehabilitation program for stroke patients that uses mini-games in VR to motivate patients. Barros et al. [4] provide a survey on recent research with regard to the use of VR for different medical purposes: training aimed at improving the gait pattern in patients with Parkinson’s disease; helping to improve spatial perception in children with cerebral palsy; post-operative treatment of patients who suffered surgeries of the hand and rehabilitation of stroke patients. Barros et al. [4] conclude that VR enables real-world situations to be simulated, thereby giving the therapist full control over the variables related to the health aspects of interest.

Although VR is an excellent tool for several purposes, we consider that the total visual isolation from the real world may be a drawback for evaluation of functional activities involving the upper extremity. With the patient being immersed in a completely fabricated environment and having only mediated visual experiences, interference with natural behaviour is expected to happen. Moreover, it may become a serious problem when the patient is required to interact with the clinician or with a real object.

This issue can be circumvented by using AR technology, where virtual data is spatially overlaid on top of physical reality, e.g. by means of a projector, a tablet, a monitor or a HMD. In doing so, AR uses the flexibility of VR while grounding it in physical reality [3] and thus, it provides patients with a more realistic experience that results in more intuitive natural interaction [16].

Botella et al. [6] developed an AR system in which people with a cockroach phobia are shown cockroaches moving through the room. By letting the cockroaches move realistically through the room and allowing them to be killed if the patient touches them, the virtual elements allow the player to be engaged by the environment, enhancing the effect of the treatment. Showing an image of the cockroach only would have lesser effect and highlight by this the importance of patient engagement.

Alamri et al. [2] developed a framework for AR rehabilitation games using haptic feedback. In this framework, they describe two exercises: a shelf exercise where the patient has to remove a virtual object from a shelf and place it somewhere else, and a cup exercise where the patient has to follow a specific path with the cup. Both exercises focus on normal daily activities that are
measured. They measure the task-completion time of horizontal movement, vertical movement and following the guiding axis.

Khademi et al. [21] describe the use of haptic devices to measure the human arm’s impedance. With the input from a RGB camera and a smart mug, the system generates appropriate impedance graphs that are not only displayed on a laptop screen in real time, but are also projected on the patient’s hand (using a projector). The system can help improve the rehabilitation of patients because it would allow them to train without a therapist.

Hondori et al. [16] describe a spatial AR system for the rehabilitation of hand and arm movement, using a projector for augmenting two-dimensional content on the table surface and a webcam to locate and track the hand of the participant based on coloured markers detection and motion information.

Smeddinck et al. [29] combined AR with gaming for “full-body motion-based games for health” used in therapy and rehabilitation. They found that immersion has a big impact on the effect of the games but could not decide which of the three games is better because their results did not show preference towards any system. The study still shows that facilitating engagement will improve the effect of the game.

The above review of related work shows the potential of virtual and augmented reality for motor function rehabilitation or for treating phobias and the importance of creating an engaging environment. Still, none of the above approaches though has used AR and gaming for assessing human motor function.

3 Game Design

Part of developing a patient-friendly product capable of assisting therapists in the assessment of upper extremity motion disorders, is to design a game that entices patients to make the necessary movements, pushing them to the limit of their capabilities and provides the clinician with relevant objective and quantitative information. A game that engages players to participate is a strong tool that may transform repetition into a more pleasant activity [13, 14]. Burke et al. [9] and Taske et al. [30] have shown the positive effect of games in VR for motor rehabilitation. Like VR environments, AR game environments can be designed to encourage a person to become more motivated, as they can provide safe and customisable situations, which can be adapted to individual physical abilities [26]. Additionally, a game design can foster so-called meaningful play, which describes the relationship between the process of play and the outcome from the system [28]. Immediate feedback from the game can be used to point out correct or incorrect actions. Clinical staff can gradually adapt the level of difficulty of the tasks a player has to accomplish in order to evaluate the motion ability of the player [9].

For the design process of the AR game, the design cycle of Meijer [24] for simulation games is used. To further define the design requirements, we consulted two groups of actors: clinicians and researchers on the one hand, and future players of the game on the other. First, the clinicians and researchers will use the system to perform the assessments. Because a motor dysfunction can be the result of various problems these clinicians come from different fields like neurology or rehabilitation [1]. The researchers specialized in human movement sciences have a lot of knowledge about various motor dysfunctions. Second, the future players of the game, namely the patients, are important for the design process. To be able to engage the target audience it is important to understand what their needs, interests and issues are. Other than age (older than 50), there are no more social or natural distinctions in the target audience. This means the sample groups should be chosen carefully so that, except for age, personal characteristics are spread out, not to bias the results.

3.1 Interviews with Clinicians

The primary goal of the game is its function as an assessment tool for different motion disorders. As the system needs to improve the quality of assessments, it is first important to understand how current assessments take place and why there is need for improvement. Therefore, two assessments where observed at Leiden University Medical Centre (LUMC). The assessments chosen were for two different disorders, Parkinson’s disease and stroke, to create a broader view of the issues that the system should address. The clinicians performed the assessment as usual while explaining their thoughts and reasons behind each step made. After each assessment the researcher was given the opportunity to ask questions to both the patient and, after the patient left, the clinician. During these observations only notes were made out of respect of the patient’s privacy. The notes of both observations were then analysed to determine the major requirements of an assessment.

Both of the observed assessments had a similar setup. First the clinician asked the patient how he was doing, giving him time to tell his own observations. Then the clinician asked the patient to make several movements...
and observed these movements using a checklist with Likert scales as an analysis tool. The assessment of the stroke patient was focused on identifying the active range of motion of the limbs. The patient was asked to make several movements that tested each joint to its limits. In the cases that active movement was very difficult, the clinician moved the limbs to feel the tension and resistance in the joints.

The assessment of the Parkinson’s disease patient was focused on identifying the speed, accuracy and amplitude of movements. Exercises like finger tapping on a table, repeatedly touching the thumb and index finger together and foot tapping were used to evaluate the severity of the disease. The patient was also asked to perform several movements to identify if the limbs froze upon initiation of a movement. The patient was also pulled out of balance to test how quickly he could stabilize again. Lastly, the clinician examined the presence or absence of tremor while the patient held his hands in a static position or a resting position, and while the patient performed a goal-directed movement.

The observed assessments showed us that clinicians want the patients to make movements to the limit of their capabilities. Only by measuring the limits of a patient’s movements a proper assessment can be made.

Table 1: Functional movements.

<table>
<thead>
<tr>
<th>#</th>
<th>Movement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Range of motion in individual joints</td>
</tr>
<tr>
<td>2</td>
<td>Reachable workspace</td>
</tr>
<tr>
<td>3</td>
<td>Pointing and reaching</td>
</tr>
<tr>
<td>4</td>
<td>Reach-and-grasp</td>
</tr>
<tr>
<td>5</td>
<td>Tremor assessment</td>
</tr>
</tbody>
</table>

Figure 1: Reachable workspace of the arm.
In the discussion afterwards, both clinicians indicated that a usual session takes between 30 and 60 minutes depending on the severity of the case. The clinicians also agreed that each type of assessment uses different motions which are specific for the symptoms of that motor dysfunction.

To further explain the current procedures and issues, the second study involved consulting an expert in movement sciences from LUMC. The consult focused on discussing questions found in the observations and to understand which movements are required to be incorporated in the game. The answers given by the expert were then compiled in a set of requirements for the game. Thus, we found that it would be best to focus on functional movements that are used in everyday life. These movements are not specific to particular symptoms. Instead it can be analysed what type of hinder the patient experiences during his normal routine. According to the expert, to perform a proper assessment the five motions shown in Table 1 should be measured.

The range of motion in individual joints means that the maximum flexion and extension in the fingers, wrist, elbow and shoulder should be examined. The reachable workspace is the space that the patient can reach by only moving the hands and arms and is determined for each arm. Figure 1 shows examples of reachable workspace of a person. Measuring pointing and reaching is done overhand and underhand as well as on the ipsilateral side and the contralateral side. The same applies for reaching and grasping plus that the patient has to perform several types of grips at various distances from the body. The tremor assessment is about measuring the frequency and amplitude of a possible tremor in the hands. This should be done during the mentioned functional movements and in a resting position. When the five types of measurements in Table 1 are combined in the game it will create enough input for an assessment.

### 3.2 Interviews with Patients

Our goal is to design engaging and easy-to-use games that stimulate the patients to perform the required tasks and even motivate them to do movements they would not do otherwise. A game is a suitable approach towards engagement, as it provides a so-called ‘magic circle’ [17, 22]. In this sense, a game takes place in a separate time and space, dedicated to a specific performance. The space of the magic circle is a social one, created by players, and governed by special rules [20]. The space of a game consists of different components, like the physical, the temporal, or the psychological one. Different game components or elements can be used to address the engagement of a player. Benyon et al. [5] state engaging interactive systems need to be accessible, usable and acceptable that are concerned with the qualities of an experience, e.g. memorable, satisfying, enjoyable or rewarding, that pull people in. Engaging someone in a game is challenging as you have to tune it to a person’s preferences [31]. Of course, each individual is different thus it is important to find general preferences of the target audience. Ijsselsteijn et al. [19] mention the importance of understanding the motivations of the elderly, which overlaps with the target audience of the motion disorder game, arguing that further research on these motivations is necessary.

Dickey [13] suggests that for engagement a strategy has to be developed that fits game elements to the players preferences. As game elements Dickey [13] uses Rollings’ and Adams’ [27] five game dimensions as shown in Table 2, which refer to the components of the magic circle of a game.

### Table 2: The five game dimensions [27].

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Physical</td>
<td>The space in which the game takes place. This consists of dimensionality, scale and the boundaries of the space.</td>
</tr>
<tr>
<td>The Temporal</td>
<td>The role of time in the game. Is there a continuous or discrete time flow? Is time anomalous? Can the player adjust time?</td>
</tr>
<tr>
<td>The Environmental</td>
<td>The appearance, atmosphere and cultural context in the game.</td>
</tr>
<tr>
<td>The Emotional</td>
<td>The emotions of the characters and the emotions intended to be invoked in the player</td>
</tr>
<tr>
<td>The Ethical</td>
<td>The moral and ethics that consist in the game-world and the way these are presented to the player</td>
</tr>
</tbody>
</table>

To understand how to engage the target audience, we decided to perform semi-structured interviews to identify the patients’ game requirements. Each interview was divided in two parts. The first five questions focused on the gaming history of the patient and the reasons for the choices he made in this regard (see Table 3). The second part focused on Rollings’ and Adams’ [27] five game dimensions and ask for necessary information to make the design.

Semi-structured interviews of about 30 to 45 minutes each were held with seven Parkinson’s disease patients at the neurology department of the LUMC. The
participants were between 57 and 80 years old, and had different backgrounds, e.g. political journalist or car mechanic. The interviews were recorded and transcribed. Per question, the answers were compared to identify common trends. If more than half of the participants supported a trend, it translated in a requirement for the game. If the opinions were divided among multiple trends, the one most often mentioned was chosen as the requirement but the others were also noted in case a later iteration of the design process would discredit this requirement.

With regard to experience with computers, all of the patients indicated that they saw the rise of the computer era in the latter part of their careers and started using them for administrative tasks. All of them still use the computer but mostly to check e-mail or the internet. When asked about their experience with games, both digital and analogue, six patients indicated to still play analogue games and four patients also played digital games. Two reasons for playing games were mentioned. First, they like the social elements involved in the games, enhancing their interaction with friends and family. Secondly, all interviewees mentioned that they like to play games to keep practicing their mind and memory, keeping their brain trained. They also showed a clear dislike for any form of violence in games. Six patients indicated that they prefer a game that is close to reality. Five patients said that they do not like time pressure in a game.

### 3.3 Resulting Requirements for the Game

Based on the results of the observations, interviews and consults, requirements that the motor dysfunction assessment game should incorporate were identified and listed in Table 4. It can be noticed that two requirements are opposing each other (R3 vs. R10). For the first game concept design we decided to give priority to R10 and ignore R3 and see if this decision negatively affects other requirements.

### 3.4 Game Concept

Based on the requirements (listed in Table 4, except for R5), a conceptual design of the game was developed. The story of the game, which is named “post office trouble”, puts the player in the position of a post office worker who has to sort international packages (R9). The goal of the game is to sort a set of packages while making as few mistakes as possible (R10). Through the HMD, the player sees delivery boxes that are placed in a semi-circle around him (R1). Each box corresponds to a destination which is stated on top of the box. The package that needs to be sorted appears in front of the boxes. Each package shows an image providing a hint on the destination. In Figure 2, destinations are countries and the images show well-known landmarks from these countries.

The player can pick up the package using the thumb and index finger and then move the package into the correct delivery box (R6). Using motion sensors to capture a patient’s movements, this process allows for quantitative evaluation of the reach and grasp motion, and assessment of the patient’s reachable workspace (R2).

The therapist can change the number of packages that need to be sorted. Thereby, the duration of the game play can be controlled (R3, R4). The therapist can further alter the size of the package as well as its starting location dynamically. Setting up the system in this way allows for patient-tailored evaluation of motor dysfunction. Correspondingly

---

**Table 3: Semi-structured interview for requirement elicitation.**

<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What is your age?</td>
</tr>
<tr>
<td>2</td>
<td>What is or was your occupation?</td>
</tr>
<tr>
<td>3</td>
<td>What is your computer experience?</td>
</tr>
<tr>
<td>4</td>
<td>What is your computer game experience?</td>
</tr>
<tr>
<td>5</td>
<td>What is your analogue game experience?</td>
</tr>
<tr>
<td>6</td>
<td>Do you prefer a realistic or a fictional setting?</td>
</tr>
<tr>
<td>7</td>
<td>How should cultural rules and morals be treated?</td>
</tr>
<tr>
<td>8</td>
<td>Would you prefer time sensitive exercises in the game?</td>
</tr>
</tbody>
</table>

**Table 4: Set of requirements for the game.**

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>The game needs to incite players to move at the limit of their motion capabilities</td>
</tr>
<tr>
<td>R2</td>
<td>The game needs to be supportive of quantitative data retrieval</td>
</tr>
<tr>
<td>R3</td>
<td>The game must not be longer than 30 minutes.</td>
</tr>
<tr>
<td>R4</td>
<td>The game’s duration needs to be easily adjustable</td>
</tr>
<tr>
<td>R5</td>
<td>The game needs to incorporate as many functional movements as possible</td>
</tr>
<tr>
<td>R6</td>
<td>The game has to have an easy to use, intuitive interface</td>
</tr>
<tr>
<td>R7</td>
<td>The game’s exercises need to challenge the mind of the player</td>
</tr>
<tr>
<td>R8</td>
<td>The game needs to be accessible for a large variety of backgrounds</td>
</tr>
<tr>
<td>R9</td>
<td>The game has to have a realistic setting</td>
</tr>
<tr>
<td>R10</td>
<td>The game should have no form of time pressure</td>
</tr>
</tbody>
</table>
to the changing size of the packages, the player has to adjust the gap between his thumb and index finger to grasp the package. The therapist can also change the distance between the delivery boxes and the package, so that the patient’s effective reachable workspace can be determined (R1).

As our main interest lies in the assessment of motor ability, we wish to keep the player moving. To maintain flow in the gameplay, the puzzles should be challenging but not too difficult (R7). Therefore, the player can choose from multiple topics (R8), making the game easier and more engaging at the same time (e.g. landmarks, football clubs, mathematical problems, symbols, cuisine etc.).

4 System Architecture

We designed the system architecture to support functionalities we consider important in our medical application, both in the current stage but also for future developments. For patients, these included wearable devices for free hand tracking and visualization that would allow them to move safely and naturally while performing tasks; on the therapist side, it was important to offer tools for adapting the game according to the physical capabilities of each patient. Thus, the architecture of the AR system consists of different interconnected sub-modules (see Figure 3), to support the following three main components:

- Patient user interface: includes fiducial marker detection to anchor the virtual content of the game in the real world; free hand detection to allow natural hand interaction with the AR game environment; game control module; visualization of the AR game using Epson Moverio BT-200 OST-HMD.
- Therapist user interface: Allows therapists to adapt and configure the game for the patient and to see the real-time score of the game.
- Network communication: Enable real time communication between patient user and therapist user.

4.1 Patient User Interface

The users wore the Epson BT-200 OST-HMD with the Intel RealSense F200 mounted on top of it (see Figure 4 (left)). The visualization of the virtual content was done in 2D mode (see Figure 4 (right)). When displayed in an OST-HMD, the black background becomes almost transparent and the virtual objects have a “ghost” like appearance. The virtual content is aligned with the

![Figure 3: System architecture diagram.](image-url)
The Intel RealSense Hand Tracking API (https://software.intel.com/en-us/intel-realsense-sdk/download) was used to locate and track the hand as well as fingers. For spatial and temporal alignment of the real world and the virtual world, we used the feature detection marker system Vuforia (https://developer.vuforia.com/). The video being captured by the RGB camera was sent to the Vuforia Target Tracking API (see Figure 3), which detected the fiducial marker placed in front of the user (see Figure 5). Then, all the virtual content of the game was placed in a specific position relative to this marker. Thus, the destination boxes were placed on a virtual plane, perpendicular to the marker, 3 cm in front. Each package is a cube with the edge length of 5 cm, generated at a distance between 15–20 cm from the destination boxes. These measurements are all approximate distances, suitable for reach-and-grasp based tasks. We used a large marker (i.e., A3 size) to ensure that tracking of the marker would not be lost when the hand was placed between the camera and the marker.

The application started with a calibration phase, during which the user had to show the hand in front of the RGB-D camera, making various slight movements. During this process, the system learned the features of the hand, to provide robust recognition and tracking for each user. A suggestive icon was displayed in the upper right corner of the HMD, to alert the user when the hand was not being tracked during the game (e.g. because it was not in view of the camera). The user was instructed to keep the hand with the palm oriented towards the Intel RealSense sensor to avoid fingers being occluded from the sensor. Although this led to an unnatural way of grasping objects, we imposed this restriction to ensure a more robust hand tracking and a better usability of the system.

Once the calibration was completed, the user could start playing the game. When the user grasped a package, its colour turned cyan and it could be rotated around the vertical axis and translated in all directions, following the movements of the hand. If hand tracking was lost or the patient released the package, it became green again. The package disappeared as soon as it touched a trigger zone (defined inside of each delivery box). The score was updated and sent to the local therapist. After 3 seconds, a new package was displayed. The user had to repeat the task until all packages were sorted.

If the user looked away from the fiducial marker, a full screen view of the image on the package was shown. The game view was properly displayed again when the user looked at the marker again.

### 4.2 Local Therapist User Interface

We designed a user interface in Unity3D (see Figure 6) that allows a local therapist to control different parameters of the game. The local therapist can change the size of the packages, can choose the theme of the pictures displayed on the packages and set the number of packages that the patient is supposed to sort in one game session. The therapist can further see on the screen the real-time score of the patient in the game, i.e. the number of packages placed in the right box and the ones in the wrong box. The application for the local therapist runs on a smart phone, but it can be used also on a tablet or a laptop.
4.3 Photon Server

All components of the system are connected through a local Photon Server, which has originally been developed as a cross platform multiplayer game networking framework (https://www.exitgames.com/en/OnPremise). The application allows many users (players) to join together in a shared game session; transfer data and messages synchronously, in real-time, between connected players, across platforms. In our system, the Photon server will be used for communication between the local therapist application and the patient application in both directions, through sending/receiving synchronous messages and with the remote procedure call (RPC) mechanism.

5 User Studies

The goal of the user studies is to evaluate the engagement of players in the “post office trouble" game. According to Ijsselsteijn et al. [19] a good game design should always take two factors into account: usability and user experience. We first conducted a short usability study on different ways to provide visual feedback for the hand in AR. Based on the findings, one visual hand feedback condition was chosen for a second user study on engagement. In both studies, participants were able to perform the tasks in AR without wearing their correction glasses.

5.1 Usability Study on Visual Hand Feedback in AR

In our first user study we tested three different modalities for presenting the user’s hand virtually to facilitate interaction with virtual objects and grasping them in a natural way [10]. We explored the effect of the following three modalities:

- No virtual augmentation of the hand (see Figure 7);
- A partial augmentation of the hand, showing the tips of the index finger and thumb (see Figure 8);
- Full virtual augmentation of the hand (see Figure 9).

The first modality was assumed to provide the most natural interaction experience, because it would enable a realistic and seamless interaction with the virtual objects (i.e., without any visual interference/aid). Therefore, this modality was chosen as the baseline for comparison. The partial augmentation was comprised of the index finger and thumb, which have an important function in grasping objects. The user may benefit from this limited information on the hand tracking, without being overloaded with visual information. The last modality shows the user a full model of the tracked hand, which may provide more feedback for interacting with the virtual content.

Five participants, aged 57, 58, 59, 63, 63 and working in academic environments, were asked to sort 3 boxes under each condition.

After the experiment, the participants filled out the System Usability Scale (SUS) [8], allowing for easy quantification and interpretation of the users’ responses (the scores are compared to the threshold value 68: good usability for higher scores; low usability for lower scores). The results are summarized in Table 5.
Although four out of five participants gave low SUS scores for all three conditions, all participants indicated that the visual hand model conditions provided better usability than having no hand model at all. A more comfortable and ergonomic HMD would also provide a better user experience, as some of the participants complained about the pressure felt on nose and ears due to the weight of the current device.

### 5.2 Study on Engagement

Eight participants (4 male, 4 female), aged between 52 and 79 (five of these participants were below 65) with various professional backgrounds, participated in a study on engagement [12]. None of the participants had used an AR system before and only half of them indicated to play digital games (only short mobile games). They were asked to sort 10 boxes under the “full augmented hand” condition.

#### 5.2.1 Questionnaires

To measure the engagement of the participants, we used the Game Experience Questionnaire (GEQ) [18]. For the GEQ, seven different dimensions of experience were identified as elements that match with being engaged. Thus, **competence** shows how competent a person feels in the game. **Sensory and imaginative immersion** is about how the person perceived the game world and how much he felt that he was in it. **Flow** stands for “the state in which people are so involved in an activity that nothing else seems to matter; the experience itself is so enjoyable that people will do it even at great cost, for the sheer sake of doing it” [11]. **Challenge** shows how much the player felt positively challenged to complete the game. **Positive affect** is about how much positive emotions the game aroused in the player whereas **negative affect** is the amount of negative emotions aroused by the game. **Tension and annoyance** is the amount of irritation the player felt during play, which is closely related to negative affect but the difference is in tension being actively aimed at the game and negative affect being a passive feeling, like boredom. The scores of the seven aspects were compared between players to understand the average engagement the players felt. For a positive score, the first five aspects should have a high ranking and the latter two should have a low ranking.

The GEQ [18] exists out of multiple modules, namely a core module, a short in-game module, a social presence module and a post-game module. As the focus of this research is to study the engagement of the player during gameplay, only the 33 questions of the core module where used. The in-game module was not used because it is most useful when comparing different gameplays or modes, requiring short questionnaires in between the parts, and this was not the case. The core-module questions together with the associated dimension of player experience are shown in Table 6. Each question is a statement and the participant answers how much this statement was the case on a 5 point Likert scale from “not at all” to “very”.

### Table 5: Results from the user study – columns 3–5 show the SUS scores under each condition.

<table>
<thead>
<tr>
<th>Participant</th>
<th>AR Experience</th>
<th>No augmentation of the hand (see Figure 7)</th>
<th>Partial augmentation of the hand (see Figure 8)</th>
<th>Full augmentation of the hand (see Figure 9)</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (male)</td>
<td>little</td>
<td>27.5</td>
<td>40</td>
<td>42.5</td>
<td>Difficulties with the temporal loss of hand tracking</td>
</tr>
<tr>
<td>2 (female)</td>
<td>no</td>
<td>82.5</td>
<td>85</td>
<td>75</td>
<td>Very good at keeping her hand in the optimal pose and position for tracking</td>
</tr>
<tr>
<td>3 (male)</td>
<td>no</td>
<td>30</td>
<td>60</td>
<td>50</td>
<td>Difficulties with hand tracking</td>
</tr>
<tr>
<td>4 (male)</td>
<td>no</td>
<td>30</td>
<td>55</td>
<td>60</td>
<td>Problems with the hand calibration and the subsequent hand tracking</td>
</tr>
<tr>
<td>5 (male)</td>
<td>no</td>
<td>25</td>
<td>17.5</td>
<td>27.5</td>
<td>Hand tracking was quite robust but he reported choppy frame rate</td>
</tr>
</tbody>
</table>
As Ijsselsteijn et al. [19] mentioned, usability is an important component that needs to be taken into account when evaluating engagement of a game. Therefore, beside the GEQ we also asked the participants to complete the SUS questionnaire [8]. In addition to the questionnaires, two qualitative methods were also applied to gather feedback from the participants. First, the test sessions were recorded to capture actions taken and the expressions made by the participants. Secondly, the participants were also debriefed to discuss problems they experienced during the test session.

5.2.2 Usability

The resulting SUS scores (with $M = 60$ and $\text{Std} = 21$) were wide spread and indicated that usability needs to be improved. Figure 10 shows that there seems to be a positive link between SUS and computer experience (i.e., higher usability scores in participants with more PC experience), which suggests that the wide spread of SUS scores might (partly) be explained by the PC experience varying between “a little” and “a lot”. Alternatively, the large variation in SUS scores may be explained by the fact that none of the participants had ever played with an AR application before. This would mean that they did not have any comparative material and their usability scores are thus based on the expectations the participants had. As AR technology was a novelty to them, these expectations will have been different for each participant and their answers will thus be more spread than if they would rate a normal computer application. Although this might explain the spread, it does not diminish the fact that the usability is still low and needs further improvement.

5.2.3 Game Experience

Boxplots for the seven GEQ categories are displayed in Figure 11. The first five categories require a high score but on average, all scored between 2 and 3. Competence and immersion do have a larger deviation but the majority of scores was

<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
<th>Associated dimension</th>
<th>#</th>
<th>Question</th>
<th>Associated dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I felt content</td>
<td>PA</td>
<td>18</td>
<td>I felt imaginative</td>
<td>I</td>
</tr>
<tr>
<td>2</td>
<td>I felt skillful</td>
<td>CO</td>
<td>19</td>
<td>I felt that I could explore things</td>
<td>I</td>
</tr>
<tr>
<td>3</td>
<td>I was interested in the game’s story</td>
<td>I</td>
<td>20</td>
<td>I enjoyed it</td>
<td>PA</td>
</tr>
<tr>
<td>4</td>
<td>I thought it was fun</td>
<td>PA</td>
<td>21</td>
<td>I was fast at reaching the game’s targets</td>
<td>CO</td>
</tr>
<tr>
<td>5</td>
<td>I was fully occupied with the game</td>
<td>F</td>
<td>22</td>
<td>I felt annoyed</td>
<td>TA</td>
</tr>
<tr>
<td>6</td>
<td>I felt happy</td>
<td>PA</td>
<td>23</td>
<td>I felt pressured</td>
<td>CH</td>
</tr>
<tr>
<td>7</td>
<td>It gave me a bad mood</td>
<td>NA</td>
<td>24</td>
<td>I felt irritable</td>
<td>TA</td>
</tr>
<tr>
<td>8</td>
<td>I thought about other things</td>
<td>NA</td>
<td>25</td>
<td>I lost track of time</td>
<td>F</td>
</tr>
<tr>
<td>9</td>
<td>I found it tiresome</td>
<td>NA</td>
<td>26</td>
<td>I felt challenged</td>
<td>CH</td>
</tr>
<tr>
<td>10</td>
<td>I felt competent</td>
<td>CO</td>
<td>27</td>
<td>I found it impressive</td>
<td>I</td>
</tr>
<tr>
<td>11</td>
<td>I thought it was hard</td>
<td>CH</td>
<td>28</td>
<td>I was deeply concentrated in the game</td>
<td>F</td>
</tr>
<tr>
<td>12</td>
<td>It was aesthetically pleasing</td>
<td>I</td>
<td>29</td>
<td>I felt frustrated</td>
<td>TA</td>
</tr>
<tr>
<td>13</td>
<td>I forgot everything around me</td>
<td>F</td>
<td>30</td>
<td>It felt like a rich experience</td>
<td>I</td>
</tr>
<tr>
<td>14</td>
<td>I felt good</td>
<td>PA</td>
<td>31</td>
<td>I lost connection with the outside world</td>
<td>F</td>
</tr>
<tr>
<td>15</td>
<td>I was good at it</td>
<td>CO</td>
<td>32</td>
<td>I felt time pressure</td>
<td>CH</td>
</tr>
<tr>
<td>16</td>
<td>I felt bored</td>
<td>NA</td>
<td>33</td>
<td>I had to put a lot of effort into it</td>
<td>CH</td>
</tr>
<tr>
<td>17</td>
<td>I felt successful</td>
<td>CO</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
below 3. The challenge factor was rated by all participants to be below 3 and positive affect was mostly rated on three with a few below. Flow had a better result as it was rated between 2 and 4 with an average slightly above 3. The two categories requiring low ratings did have low results, with all participants saying they did not feel negative affect. Tension was rated a bit higher (between 1 and 2) but the majority off the participants rated tension with a 1 as well.

The GEQ results show that the participants felt the positive aspects somewhere between “slightly” to “moderately”, indicating that they were not that engaged by the game. At the same time, they did not feel negative affect nor was there any tension created by the game. If the game had been simply bad, higher scores on these negative aspects would have been expected. It is thus difficult to understand the performance of the game. Three possible scenarios could explain the results gathered from the experiment.

First, there is the possibility that the GEQ results are not influenced by any other factors. The game is simply interesting enough not to get bored or annoyed but is not that engaging either. This would mean that the focus of further research should be on improving the engagement of the game.

The second option is that the game is not engaging at all and the current scores are a result of the participants’ interest in the novelty of the AR technology. Alternatively, participants may have been too polite to express the real negative affect and tension they might have felt during playing the game. In this case the best course of action would be to design a new game that is more engaging.

The last option is that the game is engaging, but that the lower usability is suppressing the positive aspects of the experience for the participants. The game would then have potential for engagement but further research should focus on upgrading the usability of the game. Unfortunately, with the current sample size and experiment results, it is impossible to say which of the options is most likely.

5.2.4 Observations

The patients were observed to see how they reacted to their progress in the game and if there were any specific problems they encountered. In general, each participant showed willingness to play the game and, after some irritation caused by the novel technology, participants started getting used to the system. It was also observed that multiple participants fixed the HMD with their left hand. Two participants appeared to have difficulties with the puzzles, expressing that it was a subject they knew not much about. Two others found the puzzles easy and were finished quite quickly.

Three of the participants had troubles with perceiving the depth in the virtual environment, often grabbing in front or behind the package or stopping in front of the sorting boxes, thinking they were already there. In general, participants also had trouble getting their hand recognised. During the session they had to get used to which positions were recognised and which were not until in the end of the session things worked better. One person managed to move all packages with the back of the hand towards the sensor, where for everybody else this would have resulted in loss of tracking. Some participants had trouble coordinating the hand with the head. As the sensors are placed on the HMD, the player has to keep the hand in his sight so as not to lose the package. In real life though, people tend to look to the goal of the objective so when the package has been picked up people often focus on the correct box, losing the package out of sensor sight. The participants got used to it with some practice except for three of them, who had trouble adapting and often lost the package and hand out of sight.

Two of the participants also had some initial trouble with enlarging the image by looking to the side. Their intuitive reaction was to bring the package closer which often resulted in obscuring the marker from the camera, thus losing the virtual environment. One of them got used to looking to the side and the other did not. Three participants who wore correction glasses tried to wear the HMD over them but this did not work and the participants choose to take off their own glasses.

5.2.5 Debriefing

The de-briefing of the game was used to gather more qualitative data on the experience of the game, difficulties
the players had, and opportunities to improve the game design. Several issues that were raised by multiple people are shown in Table 7, ordered by the amount of people expressing that issue. The first issue raised is that the sensors work best as long as they see the palm of your hand. Four participants expressed that they found this movement very difficult and unnatural, especially when putting the package away in the boxes. Another raised issue by three of the participants was that the texts and images were not recognizable enough. For the text on top of the destination boxes, this means that it was not big enough and the font was also not recognizable enough. The approach of viewing the image on the package in large by looking away from the fiducial marker was not working for the participants. One participant stated that this felt like stepping out of the game and then stepping back in again, so he avoided using this solution. Three of the participants also found the AR glasses cumbersome as they were heavy and had a tendency to slip on the nose which then misaligned the display with the eyes. Also mentioned by three of the participants was the need for more practice before playing the game. The main reason for this was to get more time to get used to the technology. Four participants felt that the game was confined to a small space because the boxes where displayed in a square in front of them resembling a screen. This limitation caused participants to keep their head focussed on the middle, sometimes even dropping the hand out of sensor range when trying to reach a box. It should be noted that three of the participants also clearly stated that they found the game a fun experience.

Table 7: List of issues reported by participants.

<table>
<thead>
<tr>
<th>Issue</th>
<th># of people (out of 8 participants)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1   Unnatural movement and grip</td>
<td>4</td>
</tr>
<tr>
<td>2   Feeling confined to a screen</td>
<td>4</td>
</tr>
<tr>
<td>3   Image and text not visible enough</td>
<td>3</td>
</tr>
<tr>
<td>4   Heavy AR HMD</td>
<td>3</td>
</tr>
<tr>
<td>5   More practice would be helpful</td>
<td>3</td>
</tr>
<tr>
<td>6   Difficult to perceive depth</td>
<td>3</td>
</tr>
<tr>
<td>7   Difficult head-hand coordination</td>
<td>3</td>
</tr>
<tr>
<td>8   Not glasses friendly</td>
<td>3</td>
</tr>
</tbody>
</table>

6 Conclusion

This paper described an AR system and a game designed for assessment of upper extremity motor dysfunction in various patient groups. Results from two user studies are reported. The first user study suggested that a virtual augmentation of the hand may allow for better interaction with virtual objects compared to no virtual augmentation of the hand. But to maximize comparability to situations and behaviour in daily life, we will work on improving the user experience in conditions without virtual representation of the virtual hand, by means of establishing a good spatial alignment of the virtual and the real world in 3D stereo visualisation. Generally, the system appeared difficult to use. However, it would be suitable for evaluation of reaching and grasping, with the condition of having more robust hand tracking and a faster and less choppy framerate.

The results of the second user study show that the usability of the game is still quite low (five of the participants gave scores below the average SUS value of 68). This happened mainly because the movements are slightly unnatural, due to the restrictions of our current set-up, as the optimal pose for hand tracking is with the palm facing the sensor. This could have a major impact on engagement and should be solved before more accurate measurements can be taken. Even so, the GEQ answers indicate that all participants experienced a relatively good flow, did not feel negatively affected by the limitations of the system and could fully concentrate on the game. These led us to the conclusion that there might be potential for engagement, which could emerge with improved usability.

For the next steps in development of our AR system, we will focus on improving the usability which is essential for testing our system with patients. For that purpose, we consider using motion sensor based approaches for hand tracking to provide more fluid interaction using natural poses of the hands with the virtual content. In addition, we will improve the stereo 3D visualization of the virtual content in the OST-HMD for a better depth perception of the users. Also, we currently work on the design and implementation of a tangible interaction game involving a smart product (i.e., a real object containing different sensors for getting its position and orientation), which could provide a better alignment of the virtual world with the real world as well as additional data on the motion behaviour.

Moreover, we intend to make a step towards the validation of the prototype. To this end, studies with patients will be conducted to further explore the usability and engagement of the system, and to compare various parameters of hand and arm function obtained from the sensors during game play to the outcomes of current procedures for assessing upper extremity motor dysfunctions.
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