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Abstract
As the use of AI systems continues to increase, so do concerns over their lack of 
fairness, legitimacy and accountability. Such harmful automated decision-making 
can be guarded against by ensuring AI systems are contestable by design: responsive 
to human intervention throughout the system lifecycle. Contestable AI by design is 
a small but growing field of research. However, most available knowledge requires 
a significant amount of translation to be applicable in practice. A proven way of 
conveying intermediate-level, generative design knowledge is in the form of frame-
works. In this article we use qualitative-interpretative methods and visual mapping 
techniques to extract from the literature sociotechnical features and practices that 
contribute to contestable AI, and synthesize these into a design framework.

Keywords Artificial intelligence · Automated decision-making · Contestability · 
Design · Human–computer interaction · Machine learning · Sociotechnical systems

1 Introduction

Artificial Intelligence (AI) systems are increasingly used to make automated deci-
sions that impact people to a significant extent. As the use of AI for automated 
decision-making increases, so do concerns over its harmful social consequences, 
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including the undermining of democratic rule of law and the infringement of 
basic human rights to dignity and self-determination (e.g. Chiusi et  al., 2020; 
Crawford et  al., 2019). A way to counteract such harmful automated decision-
making is through contestability. Contestable AI systems are open and respon-
sive to human intervention throughout their lifecycle: not only after an automated 
decision has been made, but also during its design and development.

A small but growing body of research explores the concept of contestable AI 
(Almada, 2019; Henin & Le Métayer, 2021; Hirsch et al., 2017; Lyons et al., 2021; 
Sarra, 2020; Vaccaro et al., 2019, 2021). However, although many do make practical 
recommendations, very little of this research is presented in a format readily usable 
in design practice. One such form of “intermediate-level generative design knowl-
edge” (Höök & Löwgren, 2012; Löwgren et al., 2013) are design frameworks.

In this contribution we use qualitative interpretative methods supported by 
visual mapping techniques to develop a preliminary design framework that syn-
thesizes elements identified through a systematic literature review, that contribute 
to contestability of AI systems. This preliminary framework serves as a starting 
point for subsequent testing and validation in specific application contexts.

Our framework consists of five system features and six development practices 
that contribute to contestable AI. The features are: 1. built-in safeguards against 
harmful behavior; 2. interactive control over automated decisions; 3. explanations 
of system behavior; 4. human review and intervention requests; and 5. tools for 
scrutiny by subjects or third parties. The practices are: 1. ex-ante safeguards; 2. 
agonistic approaches to machine learning (ML) development; 3. quality assur-
ance during development; 4. quality assurance after deployment; 5. risk mitiga-
tion strategies; and 6. third-party oversight. We also offer a diagram for each set, 
capturing how features relate to various actors in a typical AI system, and how 
practices relate to typical AI system lifecycle stages.

This paper is structured as follows: First we discuss why contestability is a 
necessary quality of AI systems used for automated decision-making. Then we 
situate our efforts in the larger field of responsible design for AI. We subsequently 
frame design frameworks as generative, intermediate-level knowledge. We then 
describe our method of constructing the design framework. Following this, we 
describe the literature review, and the elements we have identified in the included 
sources. Finally, we discuss the synthesis of these elements into our proposed 
design framework. We end with some concluding remarks.

2  Contestability in Automated Decision‑Making

The main focus of our effort is to ensure AI systems are open and responsive to con-
testation by those people directly or indirectly impacted throughout the system life-
cycle. We define AI broadly, following Suchman (2018): “[a] cover term for a range 
of techniques for data analysis and processing, the relevant parameters of which can 
be adjusted according to either internally or externally generated feedback”.
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A growing number of scholars argue for contestability of AI systems in general, 
and in automated decision-making specifically (Almada, 2019; Hirsch et al., 2017; 
Sarra, 2020; Vaccaro et al., 2019).

Hirsch et al. (2017) describe contestability as “humans challenging machine pre-
dictions”. They claim models are and will continue to be fallible. In many cases, the 
cost of “getting it wrong” can be quite high for decision subjects, and those human 
controllers held responsible for AI system performance. Contestability ensures such 
failures are avoided by allowing human controllers to intervene before machine 
decisions are put into force.

Vaccaro et  al. (2019) argue that contestability can surface values, align design 
practice with context of use, and increase the perceived legitimacy of AI systems. 
Contestability is a “deep system property”, representing a coming together of human 
and machine to jointly make decisions. It aids iteration on decision-making pro-
cesses and can be aimed at human controllers (“experts”) but also decision subjects. 
Contestability is a form of procedural justice, a way of giving voice to decision sub-
jects, which increases perceptions of fairness, in particular for marginalized or dis-
empowered populations.

Almada (2019) argues that contestability protects decision subjects against flawed 
machine predictions, by enabling human intervention. Such human intervention can 
take place not only post-hoc, in response to an individual decision, but also ex-ante, 
as part of AI system development processes (Kamarinou et al., 2016). Ex-ante con-
testability allows for an “agonistic debate”, both internal and external, about data 
and modeling choices made to represent decision subjects, ensuring decisions com-
ply with scientific, legal and democratic standards and values (Hildebrandt, 2017). 
Thus, contestability protects human self-determination and ensures human control 
over automated systems. Significant decisions do not only happen once a system is 
in operation and acting on subjects. Decisions are made throughout the system life-
cycle. Contestability should therefore be part of the entire AI system development 
process: the practice of “contestability by design”.

Finally, for Sarra (2020) contestability includes, but also exceeds, mere human 
intervention. Furthermore, it is distinct from simple opposition to automated 
decision-making. Instead, to contest is to engage with the substance of decisions 
themselves. It is more than voicing ones opinion. It requires an “articulate act of 
defense”. Such a defense requires arguments, and arguments need information. In 
this case, an explanation of the decision made. This must include both a descrip-
tion of the “how” and a justification of the “why”. Therefore, contestability demands 
explainability, and insofar as such explanations must include a justification specific 
to the case at hand, contestability also increases accountability. Most notably, con-
testability requires a “procedural relationship”. A “human in the loop” is insufficient 
if there is no possibility of a “dialectical exchange” between decision subject and 
human controller. Without such dialogue, there can be no exchange of arguments 
specific to the case at hand.

In summary, contestability helps to protect against fallible, unaccountable, ille-
gitimate, and unjust automated decision-making, by ensuring the possibility of 
human intervention as part of a procedural relationship between decision subjects 
and human controllers. The aim of this contribution is to develop a proposal for a 
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framework for contestability both as an AI system quality (contestability features), 
and an AI system development practice (“contestability by design”).

3  Responsible Design for AI

As the adoption of AI continues to increase, so do concerns over its shortcomings, 
including lack of fairness, legitimacy and accountability. Such concerns cannot be 
met by purely technical solutions. They require a consideration of social and techni-
cal aspects in conjunction. This sociotechnical view emphasizes technical and social 
dimensions are entangled, producing specific outcomes irreducible to constitutive 
components (Franssen, 2015; Kroes et  al., 2006). What is more, AI systems are 
distinct from “traditional” sociotechnical systems because they include “artificial 
agents” and humans interacting in a dynamic evolving environment (van de Poel, 
2020). As a result, AI systems contain a particularly high degree of uncertainty and 
unpredictability.

Design, human–computer interaction (HCI) design in particular, is uniquely 
equipped to tackle such sociotechnical challenges, because it draws on both com-
puter science and social science, joining positivist and interpretive traditions (Dour-
ish, 2004; Katell et al., 2020; Tonkinwise, 2016). This allows interaction design to 
more adequately “see” AI systems. By virtue of its roots in traditional design, HCI 
design has the capacity to act in the face of complexity and ambiguity, by co-evolv-
ing problem and solution space in tandem (Dorst & Cross, 2001; Norman & Stap-
pers, 2015).

However, current design knowledge aimed at “responsible” and “ethical” AI 
is often of a high level of abstraction, and not connected to specific application 
domains. A lot of work is left for designers to translate such knowledge to their own 
practice. To illustrate this point we briefly summarize a number of prominent sys-
tematic reviews and meta-analyses drawn from across disciplines (Jobin et al., 2019; 
Morley et al., 2019; Shneiderman, 2020).

Jobin et  al. (2019) identify eleven overarching ethical values and principles. 
These are, in order of frequency of the number of sources featuring them:

transparency, justice and fairness, non-maleficence, responsibility, privacy, 
beneficence, freedom and autonomy, trust, dignity, sustainability, and solidar-
ity.

The first five principles are mentioned in over half of the sources. Importantly, Jobin 
et al note that, although there is convergence on the level of principles, the sources 
surveyed do diverge significantly in: 1. how they are interpreted; 2. why they are 
considered important; 3. what they should be applied to; and 4. how they should be 
implemented.

Morley et  al. (2019) offer a more condensed set of themes, which together 
“define” ethically-aligned ML as:

(a) beneficial to, and respectful of, people and the environment (beneficence); 
(b) robust and secure (non-maleficence); (c) respectful of human values 
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(autonomy); (d) fair (justice); and (e) explainable, accountable and under-
standable (explicability).

Morley et  al argue that principles are insufficient for changing actual AI systems 
design, and ethics scholars must do the hard work of translating the “what” of prin-
ciples into the “how” of practices. By mapping principles to AI system lifecycle 
phases, they show current efforts are unevenly distributed, and where coverage 
exists, available solutions lack variety.

Finally, Shneiderman (2020) also notes there is a gap between principles and 
practice when it comes to “human-centered AI”. They offer 15 recommendations 
organized in a “a three-layer governance structure:”

(1) reliable systems based on sound software engineering practices, (2) safety 
culture through proven business management strategies, and (3) trustworthy 
certification by independent oversight.

Shneiderman also points out it is necessary to move beyond general statements, 
towards support for specific social practices.

In short, currently available knowledge related to responsible and ethical AI is 
often of a high level of abstraction. Furthermore, scholars surveying the field agree 
it is necessary to translate principles into practices. Our aim is therefore to cre-
ate knowledge of a more intermediate level, situated between theory and specific 
instances, in the form of a design framework.

We focus on the principle of contestability in the context of automated decision-
making. This principle stresses the sociotechnical character of AI systems: Contest-
ability is about humans challenging machine decisions. It helps to surface values 
embedded in AI systems, aligning design with context of use. Contestability is a 
deep system property, linking humans and machines in joint decision-making. It 
enables agonistic debate about how models are made to represent the world in a 
particular way. Because human and AI decisions happen throughout the system life-
cycle, what is needed is contestability by design.

In this paper we take the first step towards a design framework for contestable AI 
by summarizing ideas and mechanisms collated from previous work. Such mecha-
nisms should align with the sociotechnical view, taking into account AI systems’ 
entangled and volatile nature. Future efforts may then make ready use of the result-
ing provisional framework, for purposes of testing and validation in specific applica-
tion contexts.

4  Design Frameworks as Generative Intermediate‑Level Design 
Knowledge

We seek to construct a framework for the design of contestable AI systems. We 
conceive of a design framework as a form of “generative intermediate-level design 
knowledge” (Löwgren et al., 2013). Generative means it offers the seed for a design 
solution with particular qualities without fully prescribing its shape. Intermediate-
level means it occupies a space between specific instances of designed artifacts, and 
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generalized knowledge (theory). The design knowledge we seek to create describes 
particular sociotechnical system properties operationalizing the principle of con-
testability. We ground our framework in current knowledge on contestable AI. The 
purpose of the framework is to aid in the creation of designed artifacts. Following 
Stolterman and Wiberg (2010), we understand such design artifacts to be either in 
the service of improving a use situation, or in service of embodying new ideas (con-
cepts) and theories. Our definition of “design framework” is aligned with Obrenović 
(2011). It should describe “the characteristics that a design solution should have to 
achieve a particular set of goals in a particular context”, where our goal is contest-
able AI in the context of automated decision-making.

5  Method of Design Framework Construction

We performed the following steps to construct our framework: We used a systematic 
review to collect sources discussing contestable AI. We then used reflexive thematic 
analysis to construct from the literature a number of elements contributing to con-
testable AI. Finally, we used visual mapping techniques to synthesize these elements 
into framework diagrams.

5.1  Data Collection

Our data-collection procedure broadly follows Moher et al. (2009). Using Scopus, 
we searched for journal articles and conference papers published between 2016 
and 2021 mentioning in their title, abstract or keywords “AI”, “contestability” and 
“design”. Synonyms for contestability were selected from the Merriam-Webster the-
saurus entry for “contestation”1. We used our best judgment to decide on related 

Table 1  Search terms used Concept Search terms used

Contestability contestation (contest*), 
controversy (controvers*), 
debate (debat*), disagreement 
(disagree*), disputation, 
dispute (disput*), dissen-
sion (also dissention), dissensus 
(dissen*)

Artifical intelligence artificial intelligence (also AI), 
machine learning (also ML), 
algorithmic system (algo-
rithm*), automated decision-
making

Design design

1 Merriam-Webster. (n.d.). Contestation. In Merriam-Webster.com thesaurus. Retrieved May 28, 2021, 
from https:// www. merri am- webst er. com/ thesa urus/ conte stati on

https://www.merriam-webster.com/thesaurus/contestation
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terms for AI. See Table 1 for an overview of search terms used. The exact Scopus 
search is as follows:

TITLE-ABS-KEY( (design*) AND (contest* OR contro-
vers* OR debat* OR disagree* OR disput* OR dissen*) 
AND ("artificial intelligence" OR "AI" OR "machine 
learning" OR "ML" OR algorithm* OR "automated deci-
sion making") ) AND (PUBYEAR> 2015) AND (PUBYEAR< 
2022) AND (LIMIT-TO(DOCTYPE, "cp") OR LIMIT-TO (DOC-
TYPE, "ar"))

We collated the results, and first removed duplicates. Then, using Rayyan (Ouzzani 
et al., 2016), we manually screened records’ titles and abstracts for actually referring 
to contestability (rather than e.g. “contest” in the sense of a competition). The result-
ing set was assessed for eligibility on the basis of the full text. Here our criterion 
was whether papers did indeed discuss actionable sociotechnical system properties 
contributing to contestability. Once an initial set of inclusions was identified, we 
used Scopus to also screen 1. their references (i.e. “backward snowball”), and 2. all 
items referring to our inclusions (i.e. “forward snowball”). The resulting inclusions 
were once again assessed for eligibility. We then performed one final round of snow-
balling, screening, and qualitative assessment on the new inclusions. Figure 1 shows 
the stages of our systematic review.

5.2  Analysis & Synthesis

Our approach to analysis and synthesis is adapted from reflexive thematic analysis as 
described by Braun and Clarke (2006). Our procedure was as follows: Analysis was 
done in Atlas.ti (version 22 on MacOS). We read the included sources and selected 
those passages discussing what we might call “active ingredients”: actionable socio-
technical system properties contributing to contestability. We grouped similar pas-
sages together, and assigned a label to each grouping capturing the essence of the 
property it represents. We then took the resulting list of properties, and looked for 
hierarchical and lateral relationships. In this step we relied heavily on visual map-
ping techniques, and used existing diagrams as a foundation. Once we had our pre-
liminary framework, we checked the result against the selected passages, and against 
an end-to-end read-through of the source literature, to verify the framework properly 
covers and reflects it.

6  Elements in Extant Literature Contributing to Contestable AI

This section describes the elements we have identified in the literature. We have cat-
egorized them as either features or practices. They are summarized in Tables 2, 3 
and 4, and are described in detail in the following sections.
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6.1  Features

6.1.1  Built‑in Safeguards Against Harmful Behavior

This feature introduces procedural safeguards limiting what AI systems can do uni-
laterally. One such safeguard is to make the automated decision-making process 
itself adversarial. This can be achieved by introducing a second automated system 
external to the controlling organization, which machine decisions are run through. 
If disagreement between both systems occurs, decision can be flagged for human 
review, or automated dispute resolution mechanisms can take over. Such adversarial 
procedures could occur on an ongoing basis, or at the request of human controllers 

Fig. 1  Flow of information through the different phases of the systematic review
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or decision subjects. An additional benefit of a second (possibly public) system that 
decisions need to pass through is the creation of a record of all decisions made, 
which can aid outside scrutiny (Almada, 2019; Elkin-Koren, 2020; Lyons et  al., 
2021).

In some cases, it may be necessary and possible to implement formal constraints 
on system behavior. These would protect against undesired actions, and demonstrate 
compliance with standards and legislation (Aler Tubella et al., 2020).

6.1.2  Interactive Control Over Automated Decisions

This feature is primarily aimed at human controllers, although in some cases it may 
also be made available to decision subjects. It enables direct intervention in machine 
decisions. In HCI, the concept of mixed-initiative interaction refers to shared con-
trol between intelligent systems and system users. Such an approach may also be 
employed in the case of decision-support or semi-automated decisions. The final 
decision would be the result of a “negotiation” between system and user (Kluttz & 
Mulligan, 2019; Novick & Sutton, 1997 in Vaccaro et  al., 2019) In some cases it 
may be possible to allow users to correct or override a system decision. This is of 
particular importance in a decision-support setting, where such corrections may also 
function as a feedback loop for further system learning (Bayamlıoğlu, 2021; Hirsch 
et  al., 2017; Vaccaro et  al., 2019, 2020). Where direct override is not a possibil-
ity, some form of control can be offered in an indirect manner by allowing users to 
supplement the data a decision is based on with additional contextual information 
(Hirsch et al., 2017; Jewell, 2018).

6.1.3  Explanations of System Behavior

This feature is primarily aimed at decision subjects but can also be of use to human 
controllers. It helps actors understand the decisions made by AI systems. A decision 
subject should know a decision has been made, that there is a means of contesting, 
and be provided with an explanation of the decision (Lyons et  al., 2021). Expla-
nations should contain the information necessary for a decision subject to exercise 
their rights to human intervention and contestation (Bayamlıoğlu, 2021; Lyons et al., 
2021; Ploug & Holm, 2020).

Individual decisions should be reproducible and traceable. It should be possible 
to verify the compliance of individual decisions with norms. This requires version 
control, and thorough record-keeping (Aler Tubella et al., 2020). Simply keeping an 
internal log could already be a huge improvement. These records should include the 
state of the model, the inputs, and decision rules at the time of producing a specific 
outcome (Bayamlıoğlu, 2021). The norms decisions should adhere to should be elic-
ited and specified ex ante (Aler Tubella et al., 2020).

Explanations should not simply be a technical account of how a model’s output 
relates to its input. It should also include the organizational, social and legal con-
text of the decision. In other words, the emphasis shifts from explaining the com-
putational rules to the decision rules, offering a behavioral model of the AI system 
as a whole, from a sociotechnical perspective (Aler Tubella et  al., 2020; Almada, 
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2019; Brkan, 2019; Crawford, 2016; Hirsch et al., 2017). This behavioral approach 
accounts for the limitations of transparency efforts focusing on “the algorithm” in 
isolation (Ananny & Crawford, 2018 in Henin & Le Métayer, 2021). It also seeks to 
strike a balance between usability and comprehensiveness, in an effort to avoid the 
“transparency paradox” (Nissenbaum, 2011 in Crawford, 2016).

These requirements should be satisfiable even for models that are opaque due to 
their technical nature. Nevertheless, it may be desirable to reduce model complex-
ity, e.g. by limiting the number of features under consideration, or by using funda-
mentally more intelligible methods (e.g. decision trees vs. deep neural networks) 
(Bayamlıoğlu, 2021).

Although explanations may be of a static form, if deep understanding and explo-
ration of counterfactual scenarios is desired, “sandboxing” or “black box in a glass 
box” approaches are worth considering. Using these approaches, users are able to 
manipulate inputs and see how these affect outputs. These techniques can work with-
out needing to fully describe decision rules, which may be useful for cases where 
these cannot or will not be disclosed (Höök et al., 1998 in Hirsch et al., 2017). By 
offering explanations that include confidence levels, human controllers can direct 
their focus to those decisions warranting closer scrutiny (Hirsch et al., 2017; Vac-
caro et al., 2019).

Another way to deal with model opacity (due to their proprietary or sensitive 
nature) is to generate local approximations using techniques such as “model inver-
sion”. However, once again we emphasize not to fixate on the technical components 
of AI systems in isolation (Hirsch et al., 2017; Leahu, 2016; Mahendran & Vedaldi, 
2015; Ribeiro et al., 2016; Tickle et al., 1998 in Edwards & Veale, 2018).

Explanations in the service of contestability should not simply describe why a 
decision was made, but also why the decision is considered good. In other words, 
decision subjects should receive a justification as well. This avoids the self-produc-
tion of norms (Rouvroy, 2012 in Henin & Le Métayer, 2021).

6.1.4  Human Review and Intervention Requests

This feature is aimed at decision subjects, and third parties acting on behalf of deci-
sion subject individuals and groups. It gives subjects the ability to “ask questions 
and record disagreements”, both on the individual and the aggregate scale (Hirsch 
et al., 2017; Ploug & Holm, 2020; Vaccaro et al., 2019).

Human controllers and decision subjects should not be mere passive recipients 
of automated decisions. They should be put in dialogue with AI systems. Reliance 
on out-of-system mechanisms for contestation is insufficient (Kluttz et al., 2019 in 
Henin & Le Métayer, 2021).

A commonly recommended mechanism for responding to post-hoc contestation 
is human review and intervention (Lyons et  al., 2021). Requests for human inter-
vention are necessarily post-hoc, since they happen in response to discrete deci-
sions, when a subject feels a decision has harmed or otherwise impacted their rights, 
freedoms or interests (Almada, 2019). Such intervention requests could be facili-
tated through auxiliary platforms, or be part of the system itself (Almada, 2019; 
Bayamlıoğlu, 2021). Although existing internal or external review procedures are 
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sometimes considered sufficient, in many cases new mechanisms for contestation 
will be required. Due process mechanisms should be designed into the AI systems 
itself (Lyons et al., 2021).

Human review is seen as an antidote to machine error. Human controllers can use 
tacit knowledge, intuition, and access to contextual information to identify and cor-
rect harmful automated decisions. In this way, allowing for human intervention is a 
form of quality control (Almada, 2019; Walmsley, 2021).

In the context of GDPR the right to human intervention is tied to fully automated 
decision-making only (Brkan, 2019). In practice, such a distinction may not be so 
clear-cut. From a sociotechnical perspective humans are always part of the deci-
sion chain leading up to a machine decision, in the role of designers, developers 
and operators. Furthermore, the mere presence of a human at the very end of the 
chain (the so-called “human in the loop”) may not be a sufficient safeguard against 
machine error if human controllers do not have the authority or ability to base their 
final decision on more information than what was provided to them by the AI sys-
tem (Almada, 2019). By extension, human controllers who respond to intervention 
request should have the authority and capability to actually change previous deci-
sions (Brkan, 2019).

It is of course entirely possible for human intervention to be biased, leading to 
worse outcomes compared to a fully automated decision. This should be guarded 
against by introducing comparative measures of the performance of human-con-
trolled and fully automated procedures (Almada, 2019). AI system controllers must 
make room within their organizations for receiving, evaluating and responding to 
disputes (Sarra, 2020).

Channels for contestation should be clear, accessible, affordable and efficient 
so that further harm to subjects is minimized (Lyons et  al., 2021; Vaccaro et  al., 
2021). Mechanisms for requesting human intervention should provide “scaffold-
ing for learning” (Applebee & Langer, 1983; Salehi et al., 2017 in Vaccaro et al., 
2020). Documentation of the decision-making procedures should be integrated with 
the appeal procedure and communicated in alternative formats to ease comprehen-
sion (Vaccaro et al., 2020) and to help subjects in formulating their argument (Lyons 
et al., 2021; Vaccaro et al., 2021)

A risk of appeal procedures is that burdens are shifted to individual subjects. 
Ways of addressing this include allowing for synchronous communication with 
decision makers (Vaccaro et  al., 2021), or to have third parties represent subjects 
(Bayamlıoğlu, 2021; Edwards & Veale, 2018; Lyons et  al., 2021; Vaccaro et  al., 
2020).

Another limitation of current appeal procedures is that they handle decisions 
individually (Vaccaro et al., 2019). Groups should be able to acquire explanations of 
decisions collectively. Developers should not only consider individual impacts, but 
also group impacts (Edwards & Veale, 2018). Mechanisms for contestability should 
allow for collective action, because harms can be connected to group membership 
(Lyons et  al., 2021). One way to aid collective action would be to publicize indi-
vidual appeals cases so subjects can compare their treatment to those of others, and 
identify fellow sufferers (Matias et al., 2015; Myers West 2018; Sandvig et al., 2014 
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in Vaccaro et al., 2020). Subjects should be supported in connecting to those who 
share their fate (Vaccaro et al., 2021).

Any kind of human intervention in response to decision subjects’ appeals may not 
qualify as actual contestation. Decision subjects should be able to express their point 
of view, if only to provide additional information based on which a decision may 
be reconsidered (Bayamlıoğlu, 2021). For true contestation to be the case, not only 
should the subject be allowed to express their point of view, but there should also be 
a dialectical exchange between subject and controller (Mendoza & Bygrave, 2017 
in Brkan 2019). Therefore, contestation includes human intervention, but should not 
be reduced to it. Care should also be taken to avoid contestability becomes merely 
a way for subjects to complain about their plight. This means contestations of these 
kinds cannot be handled in a fully automated fashion, because a dialectic exchange 
is not possible in a meaningful sense between humans and machines. Computational 
logic can only offer an answer to the “how”, whereas a proper response to a contes-
tation must also address the “why” of a given decision (Sarra, 2020). Contestability 
should include a right to a new decision, compensation of harm inflicted, or reversal 
(Lyons et al., 2021).

6.1.5  Tools for Scrutiny by Subjects or Third Parties

This feature supports scrutiny by outside actors (decision subjects, indirect stake-
holders, third parties) of AI systems, separate from individual decisions. These tools 
for scrutiny mainly take the form of a range of information resources.

These should contribute to the contestability of the sociotechnical system in its 
entirety (Lyons et al., 2021). The aim is to justify the system as a whole (i.e. “glob-
ally”), rather than individual decisions (“locally”). This requires the demonstration 
of a clear link between high-level objectives (norms external to the technical sys-
tem) and its implemention. Compliance is established by tracing this link through 
requirements, specifications, and the code itself.

Documentation should describe the technical composition of the system (Vac-
caro et al., 2020). Such documentation may include up-to-date system performance 
indicators, in particular related to training data and models. Further documentation 
should describe how the system was constructed (i.e. documentation of the design 
and development process) (Selbst & Barocas, 2018 in Almada 2019), the role of 
human decision-makers, group or systemic impacts and how they are safeguarded 
against (Lyons et  al., 2021). Mitchell et  al. (2019) and Gebru et  al. (2020) offer 
examples of possible documentation approaches.

Formal proof of compliance may be possible when a system specification can be 
described unambiguously, and its implementation can be verified (semi-)automati-
cally. However, ML-based systems cannot be described using formal logic. Their 
performance is better assessed through statistical means (Henin & Le  Métayer, 
2021).

If a system makes a fully automated decision, it is recommended to include a 
means of comparing its performance to an equivalent decision-making procedure 
made by humans (Cowgill & Tucker, 2017 in Almada 2019).
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If confidential or sensitive information must be protected that would aid in the 
assessment of proper system performance, it may be possible to employ “zero-knowl-
edge proofs” in order to provide so-called opaque assurances (Kroll et  al., 2016 in 
Almada 2019).

6.2  Practices

6.2.1  Ex‑ante Safeguards

This practice focuses on the earliest stages of the AI system lifecycle, during the busi-
ness and use-case development phase. It aims to put in place policy-level constraints 
protecting against potential harms. Developers should make an effort to anticipate the 
impacts of their system in advance (Brkan, 2019; Henin & Le Métayer, 2021; Sarra, 
2020), and pay close attention to how the system may “mediate” new and existing 
social practices (Verbeek 2015 in Hirsch et al., 2017). If after an initial exploration it 
becomes clear impacts are potentially significant or severe, a more thorough and for-
malized impact assessment should be performed (e.g. Data Protection Impact Assess-
ments (DPIA)) (Edwards & Veale, 2018; Lyons et  al., 2021). Such assessments can 
also enforce production of extensive technical documentation in service of transpar-
ency, and by extension contestability (Bayamlıoğlu, 2021). Any insights from this act 
of anticipation should feed into the subsequent phases of the AI system lifecycle. Con-
sidering AI system development tends to be cyclical and ongoing, anticipation should 
be revisited with every proposed change (Schot & Rip, 1997 in Kariotis and Mir 2020). 
If system decisions are found to impact individuals or groups to a significant extent, 
contestability should be made a requirement (Henin & Le  Métayer, 2021). A fairly 
obvious intervention would be to make contestability part of a system’s acceptance cri-
teria. This would include the features identified in our framework, first and foremost 
means of acquiring explanation and human intervention (Almada, 2019; Brkan, 2019; 
Walmsley, 2021). Questions that must be answered at this point include what can be 
contested, who can contest, who is accountable, and what type of review is necessary 
(Lyons et al., 2021).

A final type of ex-ante safeguard is certification. This can be applied to the AI 
system as a software object, by either specifying aspects of its technological design 
directly, or by requiring certain outputs that enable monitoring and evaluation. It may 
also be applied to the controlling organization as a whole, which from a sociotechni-
cal perspective is the more desirable option, seeing as how automated decisions can-
not be reduced to an AI system’s data and model. However, certificates and seals are 
typically run in a for-profit manner and depend on voluntary participation by organiza-
tions. As such they struggle with enforcement. Furthermore, there is little evidence that 
certificates and seals lead to increased trust on behalf of subjects (Bayamlıoğlu, 2021; 
Edwards & Veale, 2018).
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6.2.2  Agonistic Approaches to ML Development

This practice relates to the early lifecycle phases of an AI system: business and 
use-case development, design, and training and test data procurement. The aim of 
this practice is to support ways for stakeholders to “explore and enable alternative 
ways of datafying and modeling the same event, person or action” (Hildebrandt, 
2017 in Almada 2019). An agonistic approach to ML development allows for deci-
sion subjects, third parties, and indirect stakeholders to “co-construct the decision-
making process” (Vaccaro et  al., 2019). The choices of values embedded in sys-
tems should be subject to broad debate facilitated by elicitation of the, potentially 
conflicting, norms at stake (Henin & Le  Métayer, 2021). This approach stands in 
contrast to ex-post mechanisms for contestation, which can only go so far in pro-
tecting against harmful automated decisions because they are necessarily reactive in 
nature (Almada, 2019; Edwards & Veale, 2018). In HCI, a well-established means 
of involving stakeholders in the development of technological systems is participa-
tory design (Davis, 2009 in Almada 2019). By getting people involved in the early 
stages of the AI lifecycle, potential issues can be flagged before they manifest them-
selves through harmful actions (Almada, 2019). Participants should come from 
those groups directly or indirectly affected by the specific AI systems under consid-
eration. Due to the scale at which many AI systems operate, direct engagement with 
all stakeholders might be hard or impossible. In such cases, representative sampling 
techniques should be employed, or collaboration should be sought with third parties 
representing the interests of stakeholder groups (Almada, 2019). Representation can 
be very direct (similar to “jury duty”). Or more indirect (volunteer or elected repre-
sentatives forming a board or focus group) (Vaccaro et al., 2021).

Power differentials may limit the degree to which stakeholders can actually affect 
development choices. Methods should be used that ensure participants are made 
aware of and deal with power differentials (Geuens et al., 2018; Johnson, 2003 in 
Kariotis and Mir 2020).

One-off consultation efforts are unlikely to be sufficient, and run the risk of being 
reduced to mere “participation theater” or a ticking-the-box exercise. Participation, 
in the agonistic sense, implies an ongoing adversarial dialogue between developers 
and decision subjects (Kariotis & Mir, 2020).2 AI systems, like all designed arti-
facts, embody particular political values (Winner, 1980 in Crawford 2016). A par-
ticipatory, agonistic approach should be aimed at laying bare these values, and to 
create an arena in which design choices supporting one value over an other can be 
debated and resolved (although such resolutions should always be considered pro-
visional and subject to change) (Kariotis & Mir, 2020). König and Wenzelburger 
(2021) offer an outline of one possible way of structuring such a process.

2 For a critique of how participation is not a panacea for all potential harms caused by AI systems, see 
Sloane et al. (2020).
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6.2.3  Quality Assurance During Development

This practice ensures safe system performance during the development phases 
of the AI system lifecycle. This includes collection of data and training of mod-
els, programming, and testing before deployment. A tried and true approach is 
to ensure the various stakeholder rights, values and interests guide development 
decisions. Contestability should not be an afterthought, a “patch” added to a sys-
tem once it has been deployed. Instead developers should ensure the system as 
a whole will be receptive and responsive to contestations. Care should also be 
taken to understand the needs and capabilities of human controllers so they will 
be willing and able to meaningfully intervene when necessary (Kluttz et al., 2018; 
Kluttz and Mulligan 2019; Leydens & Lucena, 2018 in Almada, 2019; Kariotis 
& Mir, 2020; Hirsch et  al., 2017). Before deploying a system, it can be tested, 
e.g. for potential bias, by applying the model to datasets with relevant differences 
(Ploug & Holm, 2020). Given the experimental nature of some AI systems, it may 
be very challenging to foresee all potential impacts beforehand, on the basis of 
tests in lab-like settings alone. In such cases, it may be useful to evaluate system 
performance in the wild using a “living lab” approach (Kariotis & Mir, 2020). In 
any case, development should be set up in such a way that feedback from stake-
holders is collected before actual deployment, and time and resources are avail-
able to perform multiple rounds of improvement before proceeding to deployment 
(Hirsch et al., 2017; Vaccaro et al., 2019, 2020). Developers should seek feedback 
from stakeholders both with respect to system accuracy, and ethical dimensions 
(e.g. fairness, justice) (Walmsley, 2021).

6.2.4  Quality Assurance After Deployment

This practice relates to the AI system lifecycle phases following deployment. It is 
aimed at monitoring performance and creating a feedback loop to enable ongoing 
improvements. The design concept “procedural regularity” captures the idea that 
one should be able to determine if a system actually does what it is declared to be 
doing by its developers. In particular when models cannot be simplified, additional 
measures are required to demonstrate procedural regularity, including monitoring 
(Bayamlıoğlu, 2021). System operators should continuously monitor system perfor-
mance for unfair outcomes both on individuals, and in the aggregate, on communi-
ties. To this end, mathematical models can be used to determine if a given model is 
biased against individuals or groups (Goodman, 2016 in Almada 2019). Monitor-
ing should also be done for potential misuse of the system. Corrections, appeals, 
and additional contextual information from human controllers and decision subjects 
can be used as feedback signals for the decision-making process as a whole (Hirsch 
et al., 2017; Vaccaro et al., 2020). In some cases, feedback loops back to training can 
be created by means of “reinforcement learning”, where contestations are connected 
to reward functions. In decision-support settings, such signals can also be derived 
from occurrences where human controllers reject system predictions (Walmsley, 
2021).
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6.2.5  Risk Mitigation Strategies

This practice relates to all phases of the AI system lifecycle. The aim is to intervene 
in the broader context in which systems operate, rather than to change aspects of 
what is commonly considered systems themselves. One strategy is to educate system 
users on the workings of the systems they operate or are subject to. Such training 
and education efforts should focus on making sure users understand how systems 
work, and what their strengths and limitations are. Improving users’ understanding 
of systems may: 1. discourage inappropriate use and encourage adoption of desir-
able behavior; 2. prevent erroneous interpretation of model predictions; 3. create a 
shared understanding for the purposes of resolving disputes; and 4. ensure system 
operators along decision chains are aware of risks and responsibilities (Hirsch et al., 
2017; Lyons et al., 2021; Ploug & Holm, 2020; Vaccaro et al., 2019, 2020).

6.2.6  Third‑Party Oversight

This practice relates to all phases of the AI system lifecycle. Its purpose is to 
strengthen the supervising role of trusted third party actors such as government 
agencies, civil society groups, and NGOs. As automated decision-making happens 
at an increasingly large scale, it will be necessary to establish new forms of ongoing 
outside scrutiny (Bayamlıoğlu, 2021; Edwards & Veale, 2018; Elkin-Koren, 2020; 
Vaccaro et al., 2019). System operators may be obligated to implement model-cen-
tric tools for ongoing auditing of systems’ overall compliance with rules and regu-
lations (Bayamlıoğlu, 2021). Companies may resist opening up proprietary data 
and models for fear of losing their competitive edge and users “gaming the system” 
(Crawford, 2016). Where system operators have a legitimate claim to secrecy, third 
parties can act as trusted intermediaries to whom sensitive information is disclosed, 
both for ex-ante inspection of systems overall and post-hoc contestation of individ-
ual decisions (Bayamlıoğlu, 2021). Such efforts can be complemented with the use 
of technological solutions including secure environments which function as deposi-
tories for proprietary or sensitive data and models (Edwards & Veale, 2018).

6.3  Contestable AI by Design: Towards a Framework

We have mapped the identified features in relation to the main actors mentioned in 
the literature (Fig. 2): System developers create built-in safeguards to constrain the 
behavior of AI systems. Human controllers use interactive controls to correct or 
override AI system decisions. Decision subjects use interactive controls, explana-
tions, intervention requests, and tools for scrutiny to contest AI system decisions. 
Third parties also use tools for scrutiny and intervention requests for oversight and 
contestation on behalf of individuals and groups.

We have mapped the identified practices to the AI lifecycle phases of the Infor-
mation Commissioner’s Office (ICO)’s auditing framework (Binns & Gallo, 2019) 
(Fig.  3). These practices are primarily performed by system developers. During 
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business and use-case development, ex-ante safeguards are put in place to protect 
against potential harms. During design and procurement of training and test data, 
agonistic development approaches enable stakeholder participation, making room 
for and leveraging conflict towards continuous improvement. During building and 
testing, quality assurance measures are used to ensure stakeholder interests are cen-
tered and progress towards shared goals is tracked. During deployment and monitor-
ing, further quality assurance measures ensure system performance is tracked on 
an ongoing basis, and the feedback loop with future system development is closed. 
Finally, throughout, risk mitigation intervenes in the system context to reduce the 
odds of failure, and third party oversight strengthens the role of external reviewers 
to enable ongoing outside scrutiny.

7  Discussion

Using a systematic review and qualitative analysis of literature on the design of con-
testable AI, we have identified five system features and six development practices 
contributing to AI system contestability. The features are: 1. built-in safeguards 
against harmful behavior; 2. interactive control over automated decisions; 3. expla-
nations of system behavior; 4. human review and intervention requests; and 5. tools 
for scrutiny by subjects or third parties. The practices are: 1. ex-ante safeguards; 2. 
agonistic approaches to ML development; 3. quality assurance during development; 
4. quality assurance after deployment; 5. strategies for risk mitigation; and 6. third-
party oversight. We used diagrams to capture how features relate to various actors 
in typical AI systems, and how practices relate to typical AI system lifecycle stages. 
These features and practices are a step towards more intermediate-level design 
knowledge for contestable AI. It represents our attempt to take the general principle 

Fig. 2  Features contributing to contestable AI
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of contestability as “open and responsive to dispute” and articulate potential ways in 
which AI systems, and the practices constituting them, can be changed or amended 
to support it, with a particular focus on interventions cutting across social and tech-
nical dimensions.

Our framework takes a sociotechnical perspective by focusing many of its 
recommendations on the entangled and volatile nature of AI systems. For exam-
ple, interactive control enables negotiation between artificial and human agents; 
explanations account for the behavior of automated decision-making systems 
as a whole, not just technical models; intervention requests enable a dialectical 
process between decision subjects and human controllers in close coupling with 
artificial agents; and tools for scrutiny require documentation of not just techni-
cal systems but also how they are constructed. Furthermore, ex ante safeguards 
include certification of entire organizations, not just technical systems in isola-
tion; agonistic design approaches lay bare how values are embedded in specific 

Fig. 3  Practices contributing to contestable AI
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sociotechnical arrangements, creating arenas for stakeholders to co-construct 
decision-making processes; QA during development addresses system volatility 
through iterative building and testing, possibly in a living lab setting; QA after 
deployment focuses on traceable decision chains across human and artificial 
agents; and risk mitigation educates human controllers and decision subjects on 
responsible and effective ways of relating to AI system.

The framework has been developed based on a small sample of academic papers. 
This approach has obvious limitations. There may be gaps caused by lack of cov-
erage in source papers. The papers included approach the subject of contestability 
from specific fields (e.g. ethics of technology, computer science, law). Many of these 
papers are not based on empirically validated interventions. While our framework 
tries to make the translation to practice, most of the papers on which the content 
of our framework is based are still “context-free”. We have developed a framework 
ready to be tested (and validated) in practice, in specific application contexts. The 
validation itself was not part of this paper.

Morley et al. (2019) note that many AI ethics tools lack usability in the sense that 
they are not actionable and do not come with guidance on how they may be put to 
use in practice. The usability of our own offering here is still limited: We offer dia-
grams, which are one step up from lists in terms of conceptual richness. The recom-
mendations are on the level of practices and features rather than general principles, 
making them more actionable. However, we do not offer directions for the use of 
the framework to actually design contestable AI. Future work should seek to apply 
the framework in design activities towards the improvement of use situations, or the 
creation of artifacts embodying the idea of contestable AI for the purpose of further 
knowledge development.

Many of the themes captured by our framework have also been explored in the 
literature related to AI accountability. Future efforts may seek to compare our pro-
posed framework to more generic ethical, responsible and accountable AI frame-
works (e.g. Cobbe et al., 2021; Hutchinson et al., 2021; Mohseni 2019; Raji et al., 
2020).

Our framework assumes no context, or in any case assumes a generic “automated 
decision-making” setting. It assumes some things are at stake in the decision-mak-
ing process, typically captured by the phrase “significant impact” on individuals 
or groups. This covers quite a broad range, but likely does preclude extreme high 
stakes contexts one finds in e.g. lethal autonomous weapons. Similarly, our frame-
work assumes contexts where time-sensitivity of human intervention is relatively 
low. That is to say, this framework probably does not cover cases such as shared 
control of autonomous vehicles. A related research field more focused on these 
high-stakes and time sensitive scenarios is meaningful human control (for which see 
e.g. Methnani et al., 2021; de Sio & van den Hoven, 2018; Umbrello, 2021; Braun 
et al., 2021; Verdiesen et al., 2021; Wyatt & Galliott, 2021; Cavalcante Siebert et al., 
2022).

Much of our own empirical work is situated in (local) government public services 
in OECD countries. Some distinctive features of such settings include distribution 
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of system components across public and private organizations; the duty of care gov-
ernment organizations have towards citizens; and the (at least nominal) democratic 
control of citizens over public organizations. We expect this framework to hold up 
quite well in such settings.

A pattern running through all identified features and practices is to avoid attempts 
to at all cost resolve disputes up front before they arise using some form of compro-
mise or consensus-seeking. Instead, we accept that controversy is at times inevitable, 
and in fact may even be desirable as a means of spurring continuous improvement. 
We propose to set up procedural, agonistic mechanisms through which disputes can 
be identified and resolved. Stakeholders do not need to agree on every decision that 
goes into the design of a system, or indeed every decision a system makes. How-
ever, stakeholders do need to agree on procedures by which such disagreements will 
be resolved. A risk, of course, is that this procedural and adversarial approach is 
abused to cover for negligence on the part of system designers. This, however, can 
be addressed by making sure these adversarial procedures include an obligation to 
account for any decisions leading up to the disagreement under consideration (i.e. 
ensure decision chains are traceable). This adversarial approach should be an effec-
tive way to curb the administrative logic of efficiency, and to instead center demo-
cratic values of inclusion, plurality, and justice.

8  Concluding Remarks

Subjects of automated decisions have the right to human intervention throughout the 
AI system lifecycle. Contestable AI by design is an approach that ensures systems 
respect this right. Most contestable AI knowledge produced thus far lacks adapt-
ability to a design context. Design frameworks are an effective form of knowledge 
because they are generative and of an intermediate level of abstraction. We analyzed 
extant literature on contestable AI for system properties enabling contestation. Using 
visual mapping techniques we synthesized these elements into a design framework. 
Our framework offers five features and six practices contributing to contestable AI. 
By thinking in terms of contestability, we close the loop between ex-ante agonistic 
and participatory forms of anticipation with post-hoc mechanisms for opposition, 
dissent and debate. In this way, contestability leverages conflict for continuous sys-
tem improvement.

Appendix 1: Summary of Reviewed Literature

See Tables 2, 3 and 4
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Table 3  Features contributing to contestable AI

Feature Sources

Built-in safeguards against harmful behavior Almada (2019), Elkin-Koren (2020)
Interactive control over automated decisions Bayamlıoğlu (2021), Hirsch et al. (2017), Jewell (2018), 

Vaccaro et al. (2019, 2020)
Explanations of system behavior Aler Tubella et al. (2020), Almada (2019), Bayamlıoğlu 

(2021), Brkan (2019), Crawford (2016), Edwards and 
Veale (2018), Henin and Le Métayer (2021), Hirsch 
et al. (2017), Lyons et al. (2021), Ploug and Holm 
(2020), Sarra (2020), Vaccaro et al. (2019, 2021)

Human review and intervention requests Almada (2019), Bayamlıoğlu (2021), Brkan (2019), 
Edwards and Veale (2018), Elkin-Koren (2020), Henin 
and Le Métayer (2021), Hirsch et al. (2017), Lyons 
et al. (2021), Ploug and Holm (2020), Sarra (2020), 
Vaccaro et al. (2019, 2020, 2021), Walmsley (2021)

Tools for scrutiny by subjects or third parties Aler Tubella et al. (2020), Almada (2019), Bayamlıoğlu 
(2021), Henin and Le Métayer (2021), Hirsch et al. 
(2017), Kariotis and Mir (2020), Lyons et al. (2021), 
Vaccaro et al. (2019, 2020)

Table 4  Practices contributing to contestable AI

Practice Sources

Ex-ante safeguards Aler Tubella et al. (2020), Almada (2019), Bayamlıoğlu 
(2021), Brkan (2019), Edwards and Veale (2018), Henin 
and Le Métayer (2021), Hirsch et al. (2017), Kariotis and 
Mir (2020), Lyons et al. (2021), Sarra (2020), Walmsley 
(2021)

Agonistic approaches to ML development Almada (2019), Henin and Le Métayer (2021), Kariotis and 
Mir (2020), König and Wenzelburger (2021), Vaccaro 
et al. (2019, 2021)

Quality assurance during development Almada (2019), Elkin-Koren (2020), Hirsch et al. (2017), 
Kariotis and Mir (2020), Ploug and Holm (2020), Vaccaro 
et al. (2019, 2020), Walmsley (2021)

Quality assurance after deployment Aler Tubella et al. (2020), Almada (2019), Bayamlıoğlu 
(2021), Hirsch et al. (2017), Vaccaro et al. (2020, 2021), 
Walmsley (2021)

Risk mitigation strategies Hirsch et al. (2017), Lyons et al. (2021), Ploug and Holm 
(2020), Vaccaro et al. (2019, 2020)

Third-party oversight Bayamlıoğlu (2021), Crawford (2016), Edwards and Veale 
(2018), Elkin-Koren (2020), Lyons et al. (2021), Vaccaro 
et al. (2019, 2020)
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