
 
 

Delft University of Technology

Contestable Camera Cars
A Speculative Design Exploration of Public AI That Is Open and Responsive to Dispute
Alfrink, Kars; Keller, A.I.; Doorn, N.; Kortuem, G.W.

DOI
10.1145/3544548.3580984
Publication date
2023
Document Version
Final published version
Published in
CHI 2023 - Proceedings of the 2023 CHI Conference on Human Factors in Computing Systems

Citation (APA)
Alfrink, K., Keller, A. I., Doorn, N., & Kortuem, G. W. (2023). Contestable Camera Cars: A Speculative
Design Exploration of Public AI That Is Open and Responsive to Dispute. In CHI 2023 - Proceedings of the
2023 CHI Conference on Human Factors in Computing Systems Article 8 (Conference on Human Factors in
Computing Systems - Proceedings). Association for Computing Machinery (ACM).
https://doi.org/10.1145/3544548.3580984
Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1145/3544548.3580984
https://doi.org/10.1145/3544548.3580984


Contestable Camera Cars: A Speculative Design Exploration of 
Public AI That Is Open and Responsive to Dispute 

Kars Alfrink 
c.p.alfrink@tudelft.nl 

Delft University of Technology 
Department of Sustainable Design Engineering 

Delft, The Netherlands 

Neelke Doorn 
n.doorn@tudelft.nl 

Delft University of Technology 
Department of Values, Technology and Innovation 

Delft, The Netherlands 

ABSTRACT 
Local governments increasingly use artifcial intelligence (AI) for 
automated decision-making. Contestability, making systems re-
sponsive to dispute, is a way to ensure they respect human rights 
to autonomy and dignity. We investigate the design of public urban 
AI systems for contestability through the example of camera cars: 
human-driven vehicles equipped with image sensors. Applying a 
provisional framework for contestable AI, we use speculative de-
sign to create a concept video of a contestable camera car. Using 
this concept video, we then conduct semi-structured interviews 
with 17 civil servants who work with AI employed by a large north-
western European city. The resulting data is analyzed using refex-
ive thematic analysis to identify the main challenges facing the 
implementation of contestability in public AI. We describe how 
civic participation faces issues of representation, public AI systems 
should integrate with existing democratic practices, and cities must 
expand capacities for responsible AI development and operation. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in inter-
action design; • Applied computing → Computing in govern-
ment. 
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1 INTRODUCTION 
Local governments increasingly use artifcial intelligence (AI) to 
support or entirely automate public service decision-making. We 
defne AI broadly, following Suchman [72]: “[a] cover term for a 
range of techniques for data analysis and processing, the relevant 
parameters of which can be adjusted according to either internally 
or externally generated feedback.” As the use of AI in public sector 
decision-making increases, so do concerns over its harmful social 
consequences, including the undermining of the democratic rule of 
law and the infringement of fundamental human rights to dignity 
and self-determination [e.g. 19, 20]. Increasing systems’ contesta-
bility is a way to counteract such harms. Contestable AI is a small 
but growing feld of research [2, 3, 36, 39, 66, 74]. However, the 
contestable AI literature lacks guidance for application in specifc 
design situations. In general, designers need examples and instruc-
tions to apply a framework efectively [41, 55]. We, therefore, seek 
to answer the questions: RQ1: What are the characteristics of a 
contestable public AI system? RQ2: What are the challenges facing 
the implementation of contestability in public AI? 

We ground our work in the use of camera cars: human-driven 
vehicles equipped with image sensors used for vehicular urban sens-
ing (VUS). The primary motivation for these systems is increased 
efciency (cost reduction), for example for parking enforcement. 
Outside of the densest urban areas, costs of traditional means of 
parking enforcement quickly exceed collected fees [61]. Ethical 
concerns over using camera cars for these and other purposes 
refect those around smart urbanism more broadly: data is cap-
tured without consent or notice, its benefts favor those doing the 
capturing, leading to reductionist views and overly technocratic 
decision-making [49]. 

In this paper, we explore the shape contestable AI may take in 
the context of local government public services and we describe 
the responses of civil servants who work with AI to these future 
visions. 
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Our design methods are drawn from speculative, critical and 
future-oriented approaches [7, 26, 34, 50]. We use the ‘Contestable 
AI by Design’ framework [2] as a generative tool to design a concept 
for a contestable camera car system. Using the resulting concept 
video as a prompt, we conduct semi-structured interviews with civil 
servants employed by Amsterdam who work with AI. Our focus 
here is on the challenges our respondents see towards implementing 
these future visions and contestability more generally. We then use 
refexive thematic analysis [13–15] to generate themes from the 
interview transcripts that together describe the major challenges 
facing the implementation of contestability in public AI.1 

The empirical work for this study was conducted in Amsterdam. 
The city has previously explored ways of making camera cars more 
“human-friendly.” But eforts so far have been limited to up-front 
design adjustments to camera cars’ physical form.2 

The contributions of this paper are twofold: First, we create 
an example near-future concept of a contestable AI system in the 
context of public AI, specifcally camera-based VUS. The concept 
video is usable for debating the merits of the contestable AI concept 
and exploring implications for its implementation. Second, we ofer 
an account of the challenges of implementing contestability in 
public AI, as perceived by civil servants employed by Amsterdam 
who work with AI. 

We structure this paper as follows: First, we introduce Amster-
dam and its current use of camera cars for parking enforcement 
and other purposes. Next, we discuss related work on contestable 
AI, public and urban AI, VUS, and speculative design. Subsequently, 
we describe our research approach, including our design process, 
interview method, and data analysis. We then report on the result-
ing design concept and civil servant responses. Finally, we refect 
on what our fndings mean for current notions of contestable AI 
and consider the implications for its design in the context of public 
and urban AI in general and camera-based VUS in particular. 

2 BACKGROUND 

2.1 Amsterdam 
Amsterdam is the capital and largest city of the Netherlands. Its 
population is around 0.9 million (881.933 in 2022).3 “By Dutch 
standards, the city is a fnancial and cultural powerhouse” [65]. 

Amsterdam is intensely urbanized. The city covers 219.492 km2 
of land (2019). The city proper has 5.333 (2021) inhabitants per 
km2 and 2.707 (2019) houses per km2.4 Amsterdam is considered 
the fnancial and business capital of the country. It is home to a 
signifcant number of banks and corporations. Its port is the fourth 
largest in terms of sea cargo in Northwest Europe.5 Amsterdam is 
also one of the most popular tourist destinations in Europe.6 

In 2022, over a third (35%) of residents were born abroad.7 Am-
sterdam has relatively many households with a very low income 

1This study was preregistered at Open Science Framework: https://osf.io/26rts 
2https://responsiblesensinglab.org/projects/scan-cars 
3https://onderzoek.amsterdam.nl/interactief/kerncijfers 
4https://onderzoek.amsterdam.nl/interactief/kerncijfers 
5https://www.amsterdam.nl/bestuur-organisatie/volg-beleid/economie/haven 
6https://onderzoek.amsterdam.nl/publicatie/bezoekersprognose-2022-2024 
7https://onderzoek.amsterdam.nl/interactief/dashboard-kerncijfers 

(17%) and a very high income (14%).8 In 2020, Amsterdam’s working 
population (age 15-74) was relatively highly educated (48%).9 

The city is governed by a directly elected municipal council, a 
municipal executive board, and a government-appointed mayor. 
The mayor is a member of the board but also has individual re-
sponsibilities. The 2022-2026 coalition agreement’s fnal chapter on 
“cooperation and organization” contains a section on “the digital city 
and ICT,” which frames technology as a way to improve services 
and increase equality and emancipation. Among other things, this 
section focuses on protecting citizens’ privacy, safeguarding digital 
rights, monitoring systems using an algorithm register10, testing 
systems for “integrity, discrimination and prejudice” throughout 
their lifecycle, and the continuing adherence to principles outlined 
in a local manifesto describing values for a responsible digital city11. 

2.2 Camera car use in Amsterdam 
In January 2021, 13 municipalities in the Netherlands, including 
Amsterdam, made use of camera cars for parking monitoring and 
enforcement.12 

Paid parking targets parking behavior and car use of citizens, 
businesses, and visitors. Its aims are to reduce the number of cars 
in the city, relieve public space pressures, and improve air quality. 
Cities expect to make alternative modes of transportation (cycling, 
public transport) more attractive by charging parking fees and 
limiting the availability of parking licenses per area. 

The system in Amsterdam checks if parked cars have paid their 
parking fee or have a parking permit. Community service ofcers 
use cars outftted with cameras to patrol city parking areas. They 
capture images of license plates and use computer vision algorithms 
to recognize license plates. The system uses these license plates 
to check with a national parking register if a vehicle has the right 
to park in its location and at the given time. Payment must be 
made within 5 minutes after the vehicle has been ‘scanned.’ If not, 
a parking inspector employed by the company that operates the 
system on behalf of the city reviews the situation based on four 
photos to determine if exceptional circumstances apply (e.g., curb-
side (un)loading, stationary at trafc light). This human reviewer 
also checks if the license plate is recognized correctly. In case of 
doubt, they dispatch a parking controller by motor scooter to assess 
the situation on-site. The system issues a parking fne if no excep-
tional circumstances apply by passing the data to the municipal tax 
authorities. They then use the same parking register database to 
retrieve the personal data of the owner of the vehicle to send them 
a parking fne. 

A dedicated website allows people to appeal a fne within six 
weeks of issuing. The website provides access to the environment 
and license plate photos. (Any bystanders, unrelated license plates, 
and other privacy-sensitive information are made unrecognizable.) 
A third-party service also ofers to object to trafc and parking 
fnes on behalf of people, free of charge. 
8https://onderzoek.amsterdam.nl/publicatie/de-staat-van-de-stad-amsterdam-xi-
2020-2021 
9https://onderzoek.amsterdam.nl/publicatie/de-staat-van-de-stad-amsterdam-xi-
2020-2021 
10https://algoritmeregister.amsterdam.nl 
11https://tada.city
12https://www.rtlnieuws.nl/nieuws/nederland/artikel/5207606/scanauto-boete-
aanvechten-grote-steden-amsterdam-utrecht-den-haag 
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Amsterdam also uses the parking monitoring camera cars to 
detect stolen vehicles and vehicles with a claim from the police or 
the public prosecutor. Cars are registered as stolen in the parking 
register. In case of a match with a scanned license plate, a national 
vehicle crime unit, possibly cooperating with the police, can take 
action. Data is also collected about ‘parking pressure’ and the types 
of license holders for municipal policy development. 

Finally, Amsterdam is exploring additional applications of cam-
era cars, including outdoor advertisement taxes13 and side-placed 
garbage collection.14 

3 RELATED WORK 

3.1 Contestable AI by design 
A small but growing body of research explores the concept of con-
testable AI [2, 3, 36, 39, 66, 74]. Contestability helps to protect 
against fallible, unaccountable, unlawful, and unfair automated 
decision-making. It does so by ensuring the possibility of human 
intervention throughout the system lifecycle, and by creating are-
nas for adversarial debate between decision subjects and system 
operators. 

Hirsch et al. [39] defne contestability as “humans challenging 
machine predictions,” framing it as a way to protect against in-
evitably fallible machine models, by allowing human controllers 
to intervene before machine decisions are put into force. Vaccaro 
et al. [74] frame contestability as a “deep system property,” repre-
senting joint human-machine decision-making. Contestability is a 
form of procedural justice, giving voice to decision subjects, and 
increasing perceptions of fairness. Almada [3] defnes contestabil-
ity as the possibility for “human intervention,” which can occur 
not only post-hoc, in response to an individual decision, but also 
ex-ante, as part of AI system development processes. For this rea-
son, they argue for a practice of “contestability by design.” Sarra 
[66] argues that contestability exceeds mere human intervention. 
They argue that contestability requires a “procedural relationship.” 
A “human in the loop” is insufcient if there is no possibility of a 
“dialectical exchange” between decision subjects and human con-
trollers. Finally, Henin and Le Métayer [36] argue that the absence 
of contestability undermines systems’ legitimacy. They distinguish 
between explanations and justifcations. The former are descriptive 
and intrinsic to systems themselves. The latter are normative and 
extrinsic, depending on outside references for assessing outcomes’ 
desirability. Because contestability seeks to show that a decision is 
inappropriate or inadequate, it requires justifcations, in addition 
to explanations. 

Building on these and other works, Alfrink et al. [2] defne con-
testable AI as “open and responsive to human intervention, through-
out their lifecycle, establishing a procedural relationship between 
decision subjects and human controllers.” They develop a prelimi-
nary design framework that synthesizes elements contributing to 
contestability identifed through a systematic literature review. The 
framework comprises fve system features and six development 

13https://responsiblesensinglab.org/projects/scan-cars 
14https://medium.com/maarten-sukel/garbage-object-detection-using-pytorch-and-
yolov3-d6c4e0424a10 

practices, mapped to major system stakeholders and typical AI sys-
tem lifecycle phases. For Alfrink et al. [2], contestability is about 
“leveraging confict for continuous system improvement.” 

Most of the works Alfrink et al. [2] include are theoretical rather 
than empirical, and are not derived from specifc application con-
texts. Contexts that do feature in works discussed are healthcare 
[39, 64], smart cities [47], and content moderation [27, 75, 76]. The 
framework has not been validated, and lacks guidance and examples 
for ready application by practitioners. 

3.2 Public & urban AI 
An increasing number of researchers report on studies into the use 
of AI in the public sector, i.e., public AI [16, 21, 24, 29, 31, 60, 63, 
68, 69, 78]. Although some do use the term “AI” [21, 24, 29], more 
commonly the term used is “algorithm” or “algorithmic system” 
[16, 31, 63, 68, 69, 78]. These algorithmic systems are put to use for 
informing or automating (public) decision-making by government 
public service (or sector) agencies [16, 24, 29, 68, 69]. The application 
contexts researchers report on include: child protection [16, 24, 68, 
69, 78]; public housing [24]; public health [24, 63]; social protection 
[24, 31, 78]; public security [29, 60] and taxation [78]. Some of 
the issues explored include: how transparency, explanations and 
justifcations may afect citizens’ trust, acceptance and perceived 
legitimacy of public AI [16, 21, 24]; the politics of measurement, 
the human subjective choices that go into data collection, what 
does and does not get counted, and in what way [60, 63]; and how 
public sector employees’ work is impacted by public AI [31], with 
a particular focus on discretion [68, 69], and how research and 
practice might more productively collaborate [78]. 

An overlapping but distinct area of research focuses on the role 
of AI in the built environment, so-called urban AI [1, 42, 56, 57, 67, 
73, 79]. Many application contexts here are mobility-related, for 
example smart electric vehicle charging [1]; autonomous vehicles 
[56]; and automated parking control systems [67]. The focus of this 
research tends to be more on how AI molds, mediates, and orches-
trates the daily lived experience of urban places and spaces. Ethical 
questions related to AI become intertwined with city-making ethics, 
“who has the right to design and live in human environments” [57]. 
What the urban AI ‘lens’ adds to public AI discourse are questions of 
spatial justice [70] in addition to those of procedural and distributive 
justice. 

3.3 Vehicular urban sensing 
Vehicular (urban) sensing is when “vehicles on the road continu-
ously gather, process, and share location-relevant sensor data” [54]. 
They are “a prominent example of cyber-physical systems” requir-
ing a multidisciplinary approach to their design [62]. Sensors can be 
mounted on vehicle, or onboard smartphones may be used instead 
or in addition [28, 54]. Vehicles, here, are usually cars (automobiles). 
One advantage of cars is that they have few power constraints 
[62]. Much of the literature to date focuses on enlisting privately 
owned vehicles in crowdsourcing eforts [28, 53, 62, 81], as well as 
networking infrastructure challenges [17, 54, 62, 81]. A wide range 
of sensors is discussed, but some focus specifcally on the use of 
cameras [12, 17, 61, 80]. Applications include trafc monitoring 
and urban surveillance [17], air pollution and urban trafc [62], 

https://responsiblesensinglab.org/projects/scan-cars
https://medium.com/maarten-sukel/garbage-object-detection-using-pytorch-and-yolov3-d6c4e0424a10
https://medium.com/maarten-sukel/garbage-object-detection-using-pytorch-and-yolov3-d6c4e0424a10


CHI ’23, April 23–28, 2023, Hamburg, Germany Alfrink, Keller, Doorn, and Kortuem 

infrastructure monitoring (i.e., “remote assessment of structural 
performance”) [12], and (of particular note for our purposes here) 
parking monitoring and enforcement [61]. Mingardo [61] describes 
enforcement of on-street parking in Rotterdam, the Netherlands, 
using “scan-cars.” They claim the main reason for introducing this 
system was to reduce the cost of enforcement. Income usually cov-
ers enforcement costs in areas with high fees and large numbers 
of motorists. However, residents usually have afordable parking 
permits in peripheral areas, and the area to cover is much larger. 
Systems like the one in Rotterdam use so-called “automatic number 
plate recognition” (ANPR). Zhang et al. [80] propose an approach 
to segmenting license plates that can deal with a wide range of 
angles, lighting conditions, and distances. They report an accuracy 
of 95%. 

3.4 Speculative design 
We use ‘speculative design’ as a cover term for various forms of 
design futuring, including design fction and critical design. Specu-
lative design seeks to represent or “project” future consequences of 
a current issue [22]. 

Although early exemplars of speculative design often took the 
form of products, later projects usually include various forms of sto-
rytelling, primarily to aid audience interpretation and engagement 
[34]. Auger [5] calls this a design’s “perceptual bridge.” Sterling 
[71] frames design fction as a marriage of science-fction literature 
and industrial product design, which should address the inabili-
ties of both to “imagine efectively.” Kirby [48] has described the 
relationship between science-fction cinema and design. Design 
in service of cinema produces “diegetic prototypes,” objects that 
function within a flm’s story world. Alternatively, as Bleecker [11] 
puts it, speculative design produces things that tell stories and, in 
the audience’s minds, create future worlds. This notion is similar 
to what Dunne and Raby [26] call “design as a catalyst for social 
dreaming.” For them, the focus of speculation is on the implica-
tions of new developments in science and technology. As such, 
they claim speculative design can contribute to new “sociotechnical 
imaginaries” [45, 46]. 

Speculative design can be a way to “construct publics” around 
“matters of concern” [11, 22, 32], to “design for debate” [59]. It is 
about asking questions rather than solving problems [32, 34]. To 
spark debate, speculative design must be provocative [8]. It evokes 
critical refection using satirical wit [58]. For this satire to work, 
the audience must read speculative designs as objects of design, 
contextualized and rationalized with a narrative of use [58, 59]. 
Speculative designs do not lack function and can, therefore, not 
be dismissed as mere art. Instead, speculative design leverages a 
broader conception of function that goes beyond traditional no-
tions of utility, efciency, and optimization and instead seeks to be 
relational and dynamic [59]. 

To further support audiences’ engagement in debate, some at-
tempts have combined speculative design with participatory ap-
proaches. In workshop-like settings, speculative designs co-created 
with audiences can surface controversies, and be a form of “infras-
tructuring” that creates “agonistic spaces” [32, 34, 38]. 

Early work was primarily focused on speculative design as a 
‘genre,’ exploring what designs can do, and less on how it should be 

practiced [34]. Since then, some have explored speculative design as 
a method in HCI design research, particularly in ‘research through 
design’ or ‘constructive design research’ [6, 8, 34]. 

There have been a few attempts at articulating criteria by which 
to evaluate speculative designs [6, 7, 22, 34]. Some works ofer 
guidelines for what makes speculative design critical [6]; refect-
ing on speculative designs [52]; evaluations that match expected 
knowledge outcomes [9]; and ‘tactics’ for that drawn from a canon 
of exemplars [30]. 

4 METHOD 
Our overall approach can be characterized as constructive design 
research that sits somewhere between what Koskinen [51] calls 
the ‘feld’ and ‘showroom’ modes or research through design using 
the ‘genre’ of speculative design [34]. We create a concept video 
of a near future contestable camera car. We actively approach our 
audience to engage with the concept video through interviews. 
We use storytelling to aid audience interpretation, to help them 
recognize how a contestable camera car might ft in daily life. We 
seek to strike a balance between strangeness and normality. We 
measure success by the degree to which our audience is willing and 
able to thoughtfully engage with the concept video. In other words, 
we use speculative design to ask questions, rather than provide 
answers. 

Our study is structured as follows: (1) we frst formulate a design 
brief to capture the criteria that the speculative design concept 
video must adhere to; (2) we then conduct the speculative design 
project; (3) a rough cut of the resulting concept video is assessed 
with experts; (4) the video is then adjusted and fnalized; (5) using 
the fnal cut of the speculative design concept video as a ‘prompt’ 
we then conduct semi-structured interviews with civil servants; 
(6) fnally, we use the interview transcripts for refexive thematic 
analysis, exploring civil servants’ views of challenges facing the 
implementation of contestability. 

The data we generate consist of: (1) visual documentation of the 
design concepts we create; and (2) transcripts of semi-structured 
interviews with respondents. The visual documentation is created 
by the principal researcher and design collaborators as the product 
of the design stage. The transcripts are generated by an external 
transcriber on the basis of audio recordings. 

4.1 Design process 
We frst created a design brief detailing assessment criteria for the 
design outcomes, derived partly from Bardzell et al. [7]. The brief 
also specifed an application context for the speculated near-future 
camera car: trash detection. We drew inspiration from an existing 
pilot project in Amsterdam. Garbage disposal may be a banal issue, 
but it is also multifaceted and has real stakes. We hired a flmmaker 
to collaborate with on video production. Funding for this part of the 
project came from AMS Institute, a public-private urban innovation 
center.15 We frst created a mood board to explore directions for 
the visual style. Ultimately, we opted for a collage-based approach 
because it is a fexible style that would allow us to depict complex 
actions without a lot of production overhead. It also struck a nice 
balance between accessibility and things feeling slightly of. We 

15https://www.ams-institute.org 
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then wrote a script for the video. Here, we used contestability 
literature in general and the ‘Contestable AI by Design’ framework 
[2], in particular, to determine what elements to include. We tried to 
include a variety of risks and related system improvements (rather 
than merely one of each) so that the audience would not quickly 
dismiss things for lack of verisimilitude. Having settled on a script, 
we then sketched out a storyboard. Our main challenge here was 
to balance the essential depiction of an intelligent system with 
potential risks, ways citizens would be able to contest, and the 
resulting system improvements. As we collaboratively refned the 
storyboard, our flmmaker developed style sketches that covered 
the most essential building blocks of the video.16 Once we were 
satisfed with the storyboard and style sketches, we transitioned 
into video production. Production was structured around reviews 
of weekly renders. On one occasion, this review included partners 
from AMS Institute. Our next milestone was to get a rough cut of 
the video ‘feature complete’ for assessment with experts. 

For this assessment, we created an interview guide and a grading 
rubric. We based the rubric on the assessment criteria developed in 
the original design brief. All experts were colleagues at our univer-
sity, selected for active involvement in the felds of design, AI and 
ethics. We talked to seven experts (fve male, two female; two early-
career researchers, three mid-career, and two senior). Interviews 
took place in early February 2022. Each expert was invited for a one-
on-one video call of 30-45 minutes. After a brief introduction, we 
went over the rubric together. We then showed the concept video 
rough cut. Following this, the expert would give us the grades for 
the video. After this, we had an open-ended discussion to discuss 
potential further improvements. Audio of the conversations was 
recorded with informed consent, and (roughly) transcribed using 
an automated service. We then informally analyzed the transcripts 
to identify the main points of improvement. We frst summarized 
the comments of each respondent point by point. We then created 
an overall summary, identifying seven points of improvement. We 
visualized the rubric score Likert scale data as a diverging stacked 
bar chart.17 

Once we completed the expert assessment, we identifed im-
provements using informal analysis of the automated interview 
transcripts. The frst author then updated the storyboard to refect 
the necessary changes. We discussed these with the flmmaker, 
and converged on what changes were necessary and feasible. The 
changes were then incorporated into a fnal cut, adding music and 
sound efects created by a sound studio and a credits screen. 

4.2 Civil servant interviews 
Interviews were conducted from early May through late Septem-
ber 2022. We used purposive and snowball sampling. We were 
specifcally interested in acquiring the viewpoint of civil servants 
involved in using AI in public administration. We started with a 
hand-picked set of fve respondents, whom we then asked for fur-
ther people to interview. We prioritized additional respondents for 
their potential to provide diverse and contrasting viewpoints. We 

16Design brief, script, and storyboards are available as supplementary material. 
17Interview guide, assessment form template, completed forms, tabulated assessment 
scores, and informal analysis report are available as supplementary material. 

stopped collecting data when additional interviews failed to gen-
erate signifcantly new information. We spoke to 17 respondents 
in total. Details about their background are summarized in Table 
1. We invited respondents with a stock email. Upon expressing 
their willingness to participate, we provided respondents with an 
information sheet and consent form and set a date and time. All 
interviews were conducted online, using videoconferencing soft-
ware. Duration was typically 30-45 minutes. Each interview started 
with an of-the-record introduction, after which we started audio 
recording with informed consent from respondents. We used an 
interview guide to help structure the conversation but were fexible 
about follow-up questions and the needs of respondents. After a 
few preliminary questions, we would show the video. After the 
video, we continued with several more questions and always ended 
with an opportunity for the respondents to ask questions or make 
additions for the record. We then ended the audio recording and 
asked for suggested further people to approach. After each inter-
view, we immediately archived audio recordings and updated our 
records regarding whom we spoke to and when. We then sent the 
audio recordings to a transcription service, which would return a 
document for our review. We would review the transcript, make 
corrections based on a review of the audio recording where neces-
sary, and remove all identifying data. The resulting corrected and 
pseudonymized transcript formed the basis for our analysis.18 

4.3 Analysis 
Our analysis of the data is shaped by critical realist [33, 35] and 
contextualist [37, 44] commitments. We used refexive thematic 
analysis [13–15] because it is a highly fexible method that readily 
adapts to a range of questions, data generation methods, and sample 
sizes. Because of the accessibility of its results, it is also well-suited 
to our participatory approach. The principal researcher took the 
lead in data analysis. Associate researchers contributed with partial 
coding and review of coding results. The procedure for turning 
“raw” data into analyzable form was: (1) reading and familiarization; 
(2) selective coding (developing a corpus of items of interest) across 
the entire dataset; (3) searching for themes; (4) reviewing and map-
ping themes; and (5) defning and naming themes. We conducted 
coding using Atlas.ti. We used a number of credibility strategies: 
member checking helped ensure our analysis refects the views of 
our respondents; diferent researchers analyzed the data reducing 
the likelihood of a single researcher’s positionality overly skewing 
the analysis; and refexivity ensured that analysis attended to the 
viewpoints of the researchers as they relate to the phenomenon at 
hand.19 In what follows, all direct quotes from respondents were 
translated from Dutch into English by the frst author. 

5 RESULTS 

5.1 Concept video description 
The concept video has a duration of 1 minute and 57 seconds. Sev-
eral stills from the video can be seen in Figure 1. It consists of four 
parts. The frst part shows a camera car identifying garbage in the 
streets and sending the data of to an unseen place of processing. 
18Interview guide is available as supplementary material. 
19Interview transcript summaries and code book are available as supplementary 
material. 

https://Atlas.ti
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Item Category Number 
Gender Female 10 

Male 7 
Department Digital Strategy and Information 3 

Legal Afairs 2 
Trafc, Public Space, and Parking 2 
Urban Innovation and R&D 10 

Background AI, arts & culture, business, data science, information science,
law, philosophy, political science, sociology 

 – 

Table 1: Summary of civil servant interview respondent demographics 

We then see the system building a heat map from identifed garbage 
and a resulting prioritization of collection services. Then, we see 
garbage trucks driving of and a sanitation worker tossing the trash 
in a truck. The second part introduces three risks conceivably as-
sociated with the suggested system. The frst risk is the so-called 
‘chilling efect.’ People feel spied on in public spaces and make less 
use of it. The second risk is the occurrence of ‘false positives,’ when 
objects that are not garbage are identifed as such, leading to waste-
ful or harmful confrontations with collection services. The third 
risk is ‘model drift.’ Prediction models trained on historical data 
become out of step with reality on the ground. In this case, collec-
tion services are not dispatched to where they should be, leading to 
inexplicable piling up of garbage. The third part shows how citizens 
introduced in the risks section contest the system using a four-part 
loop. First, they use explanations to understand system behavior. 
Second, they use integrated channels for contacting the city about 
their concern. Third, they discuss their concern and point of view 
with a city representative. Fourth, the parties decide on how to act 
on the concern. The fourth and fnal part shows how the system 
is improved based on contestation decisions. The chilling efect is 
addressed by explicitly calling out the camera car’s purpose on the 
vehicle itself, and personal data is discarded before transmission. 
False positives are guarded against by having a human controller 
review images the system believes are trash before action is taken. 
Finally, model drift is prevented by regularly updating models with 
new data. The video ends with a repeat of garbage trucks driving of 
and a sanitation worker collecting trash. A credits screen follows 
it.20 

5.2 Civil servant responses to concept video 
From our analysis of civil servant responses to the concept video, 
we constructed three themes covering 13 challenges. See Table 2 
for a summary. 

5.2.1 Theme 1: Enabling civic participation. 

T1.1 Citizen capacities (P1, P4, P5, P9, P10, P11, P12, P16, P17): 
Several respondents point out that contestability assumes 
sovereign, independent, autonomous, empowered, and artic-
ulate citizens. Citizens need sufcient awareness, knowledge, 
and understanding of systems to contest efectively. 
“But everything actually starts with that information po-
sition as far as I am concerned.” (P10) 

It can be hard for people to understand metrics used for 
evaluating model performance. For example, P17 describes 
how a model’s intersection over union (IOU) score of 0.8 
was talked about internally as an accuracy score of 80%. In-
dividuals also struggle to identify systemic shortcomings. 
Their view is limited to the impacts directly relating to them-
selves only. They may not even be aware that the decision 
that has impacted them personally was made in part by an 
algorithm. In addition, citizens can have false views of what 
systems do. For example, citizens and civic groups believed 
parking enforcement camera cars recorded visual likenesses 
of people in the streets, which was not the case. Citizens’ 
ability to efectively contest further depends on how well 
they can navigate the city government’s complicated internal 
organizational structure. 
Many respondents describe how citizens’ willingness to 

engage depends on their view of city government. Those 
who feel the city does not solve their problems will be reluc-
tant to participate. Citizens’ inclination to scrutinize public 
algorithmic systems also depends on their general suspicion 
of technology. This suspicion appears to be at least some-
what generational. For example, younger people are more 
cautious about sharing their data. Suspicion is contextual, 
depending on what is at stake in a given situation. A lack 
of trust can also lead to citizens rejecting explanations and 
justifcations ofered by the city. 
“I just think what a challenge it is to have a substantive 
conversation and how do you arrive at that substantive 
conversation.” (P16) 

T1.2 Communication channels (P3, P4, P7, P8, P11, P12, P14, P16): 
Many respondents recognize the importance of ensuring 
citizens can talk to a human representative of the city. Cur-
rently, citizens can contact the city about anything using 
a central phone number. Reports from citizens are subse-
quently routed internally to the proper channels. 
Ideally, the city should be able to route questions related 

to AI to civil servants who understand the relevant systems. 
Citizens are not able nor responsible for determining which 
issues pertain to algorithms and which do not. Triage should 
happen behind the scenes, as is currently the case with the 
central phone line. In other words, respondents would not 
favor a separate point-of-contact for ‘digital matters.’ 

20The concept video is available as supplementary material. 
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Figure 1: Stills from concept video 

Executive departments are responsible for work processes, teams do receive emails from citizens and simply answer 
including those that use AI. They should therefore be the them. 
ones answering questions, including those that relate to Beyond a central phone line, some respondents are con-
technology. But this is currently not always the case. Some sidering other easily accessible, lower-threshold interaction 
respondents point out that development teams cannot be modalities for expressing disagreement or concern (cf. Item 
made responsible for answering citizens’ questions. Despite T2.3). 
this fact, these respondents describe how their development 
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Theme # Challenge 

Enabling civic participation (5.2.1) T1.1 Citizen capacities 
T1.2 Communication channels 
T1.3 Feedback to development 
T1.4 Reporting inequality 
T1.5 Participation limitations 

Ensuring democratic embedding (5.2.2) T2.1 Democratic control 
T2.2 External oversight 
T2.3 Dispute resolution 

Building capacity for responsibility (5.2.3) T3.1 Organizational limits 
T3.2 Accountability infrastructure 
T3.3 Civil servant capacities 
T3.4 Commissioning structures 
T3.5 Resource constraints 

Table 2: Overview of themes and associated challenges 

T1.3 Feedback to development (P1, P2, P3, P4, P5, P7, P10, P13, 
P14, P15, P17): Respondents feel it is important for develop-
ment teams to seek feedback from citizens during develop-
ment. Indeed, for those systems developed internally, it is 
currently common practice to follow some iterative develop-
ment methodology that includes testing pre-release software 
with citizen representatives. Most of the algorithmic systems 
discussed by respondents are still in this so-called pilot stage. 
Pilots are used to test new ideas for viability and explore the 
practical and ethical issues that might arise when a system 
is taken into regular everyday operation. 
“But I also think testing is necessary for these kinds of 
things. So if you think it through completely, you will 
eventually see if you test whether it is feasible. Because 
now I have every time with such an iteration [...] you run 
into other things that make you think how is this possible?” 
(P12) 
The city also conducts pilots to identify what is needed to 

justify the use of technology for a particular purpose. 
“So we start a pilot in the situation where we already think: 
we have to take many measures to justify that. Because 
bottom line, we think it is responsible, but what do you 
think about this if we do it exactly this way? Do you agree, 
or is that [...] do you use diferent standards?” (P7) 
Respondents involved with system development recognize 

that feedback from citizens can help eliminate blind spots 
and may lead to new requirements. 
Some respondents argue that all reports received by al-

gorithmic system feedback channels should be open and 
public, or at least accessible to the municipal council so that 
democratic oversight is further enabled (cf. Item T2.1). 
On a practical level, to close the loop between citizens’ 

reports and development, infrastructure is needed (cf. Item 
T3.2). For example, the city’s service management system, 
which integrates with the internal software development 
environment, is not yet open to direct reports from citizens 
but only from human controllers (cf. Item T3.2). For those 

systems using machine learning models, there are no pro-
visions yet for capturing feedback from citizens to retrain 
models (e.g., in a supervised learning approach). 

T1.4 Reporting inequality (P1, P4, P6, P12, P14, P15): Several re-
spondents mention the issue of “reporting inequality,” where 
some citizens are more able and inclined to report issues to 
the city than others (cf. Item T1.1). Some recent VUS eforts 
aim to counteract this reporting inequality; for example, the 
trash detection pilot our concept video took as a source of 
inspiration. Afuent neighborhoods are known to report on 
stray trash more than disadvantaged areas do and, as a result, 
are served better than is considered fair. 
Because of reporting inequality, respondents are weary 

of approaches that tie system changes directly to individual 
reports. For example, contestability may counteract the un-
equal distribution of vehicles due to system faws, but it may 
just as well reintroduce the problem of reporting inequality. 
Contestability runs the risk of giving resourceful citizens 
even more outsize infuence. Other respondents counter that 
making system changes in response to individual complaints 
may still be warranted if those changes beneft most citizens. 
Ultimately, many respondents feel it is up to developers 

and civil servants to interpret and weigh the signals they 
receive from citizens (cf. Item T1.3). 

T1.5 Participation limitations (P1, P2, P4, P5, P6, P8, P10, P12, P14, 
P15, P16): Just as government should be aware of reporting 
inequality (cf. Item T1.4), they should also ensure participa-
tion and contestation are representative. A real risk is that 
those with technical know-how and legal clout shape the 
debate around algorithmic systems. Respondents repeatedly 
point out that existing citizen participation eforts struggle 
with ensuring diversity, inclusion, and representation. 
“For example, in [district], we also met someone who did 
many development projects with the neighborhood and 
who also agreed that, of course, the empowered people or 
the usual suspects often provide input and in [district] also 
low literacy and all sorts of other things make it much 
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more difcult to [...] provide input if it is their neighbor-
hood [...].” (P2) 
For the city, it is a struggle to fnd citizens willing and 

able to contribute to participation processes. Sometimes as 
a solution, the city compensates citizens for participating. 
Another way to improve inclusion is to go where citizens are 
rather than expect them to approach the city—for example, 
by staging events and exhibitions as part of local cultural 
festivals or community centers. 
Participation eforts assume direct representation. There 

is no mechanism by which individuals can represent interest 
groups. Citizens do not represent anyone but themselves and 
are not legally accountable for their decisions. Respondents 
point out that as one goes up the participation ladder [4, 18] 
more obligations should accompany more infuence. 

Some respondents point out that government should take 
responsibility and depend less on individual citizens or hide 
behind participatory processes. 

5.2.2 Theme 2: Ensuring democratic embedding. 

T2.1 Democratic control (P1, P2, P3, P4, P5, P6, P7, P9, P10, P11, 
P12, P13, P14, P15, P16, P17): Several respondents point out 
that the discretion to use AI for decision-making lies with 
the executive branch. For this reason, the very decision to 
do so, and the details of how an algorithmic system will 
enact policy, should, in respondents’ eyes, be a political one. 
Debate in the municipal council about such decisions would 
improve accountability. 

Respondents identify a tension inherent in public AI projects: 
Policy-makers (alderpersons) are accountable to citizens 
and commission public AI projects, but they often lack the 
knowledge to debate matters with public representatives 
adequately. On the other hand, those who build the systems 
lack accountability to citizens. Accountability is even more 
lacking when developers do not sit within the municipal 
organization but are part of a company or non-proft from 
which the city commissions a system (cf. Item T3.4). 

Respondents also point out that contestations originate 
with individual citizens or groups, but also with elected rep-
resentatives. In other words, the municipal council does mon-
itor digital developments. The legislature can, for example, 
shape how the executive develops AI systems by introducing 
policy frameworks. 
P7 outlined three levels of legislation that embed munic-

ipal AI projects: (a) the national level, where the city must 
determine if there is indeed a legal basis for the project; (b) 
the level of local ordinances, which ideally are updated with 
the introduction of each new AI system so that public ac-
countability and transparency are ensured; and fnally (c) 
the project or application level, which focuses on the ‘how’ 
of an AI system, and in the eyes of P7 is also the level where 
direct citizen participation makes sense and adds value (cf. 
Item T1.5). 

Feedback on AI systems may be about business rules and 
policy, which would require a revision before a technical 

system can be adjusted.21 This then may lead to the execu-
tive adjusting the course on system development under its 
purview (cf. Item T1.3). 
There is also an absence of routine procedures for review-

ing and updating existing AI systems in light of the new 
policy. Political preferences of elected city councils are en-
coded in business rules, which are translated into code. Once 
a new government is installed, policy gets updated, but re-
lated business rules and software are not, as a matter of 
course, but should be. 

T2.2 External oversight (P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, P11, 
P12, P13, P14, P15, P16, P17): The city makes use of several 
forms of external review and oversight. Such reviews can be 
a requirement, or something the city seeks out because of, 
for example, citizens’ lack of trust (cf. Item T1.1). 
A frequently mentioned body is the local personal data 

commission (PDC). A PDC review is mandatory when a 
prospective algorithmic system processes personal data or 
when it is considered a high-risk application. The PDC fo-
cuses, among other things, on a system’s legal basis, propor-
tionality, and mitigation of identifed risks. One respondent 
proposes that such human rights impact assessments be 
made open for debate.22 

Other review and oversight bodies include the local and 
national audit ofces, the municipal ombudsperson, and a 
so-called reporting point for chain errors. One shortcom-
ing is that many of these are incident-driven. They cannot 
proactively investigate systems. 
Naturally, the civil servants, committee members, om-

budspersons, and judges handling such cases must have a 
sufcient understanding of the technologies involved. Exter-
nal review bodies sometimes, at least in respondents’ eyes, 
lack sufcient expertise. One example of such a case is recent 
negative advice delivered by a work participation council 
after a consultation on using AI by the work participation 
and income department to evaluate assistance beneft ap-
plications. At least one respondent involved in developing 
the system proposal felt that, despite considerable efort to 
explain the system design, the council did not fully grasp it. 

P7 considers judicial review by an administrative court of 
a decision that is at least in part informed by an algorithmic 
system, the “fnishing touch.” When a client fle includes the 

21This entanglement of software and policy is well-described by Jackson et al. [43]. 
22Following widespread resistance against a 1971 national census, the Dutch gov-
ernment established a commission in 1976 to draft the frst national privacy regu-
lation. Because it collected and processed a signifcant amount of personal data it-
self, Amsterdam decided not to wait and created local regulations in 1980. Every 
municipal service and department was required to establish privacy regulations. 
The city established a special commission to review these guidelines and to de-
cide if municipal bodies were allowed to exchange information, thereby creating 
the PDC (“Commissie Persoonsgegevens Amsterdam (CPA),” https://assets.amsterdam. 
nl/publish/pages/902156/brochure_cpa_40_jarig_bestaan.pdf). The executive board 
expanded the tasks of the PDC in December 2021 (https://www.amsterdam.nl/bestuur-
organisatie/college/nieuws/nieuws-19-januari-2022/). It now advises the board, upon 
request or on its own initiative, on issues “regarding the processing of personal 
data, algorithms, data ethics, digital human rights and disclosure of personal data” 
(https://assets.amsterdam.nl/publish/pages/902156/cpa_reglement.pdf). In the lead-
up to this decision, in April 2021, a coalition of green, left and social liberal par-
ties submitted an initiative proposal to the board that aimed to “make the digi-
tal city more humane.” It too argued for the expansion of the PDC’s role (https: 
//amsterdam.groenlinks.nl/nieuws/grip-op-technologie). 

https://assets.amsterdam.nl/publish/pages/902156/brochure_cpa_40_jarig_bestaan.pdf
https://assets.amsterdam.nl/publish/pages/902156/brochure_cpa_40_jarig_bestaan.pdf
https://www.amsterdam.nl/bestuur-organisatie/college/nieuws/nieuws-19-januari-2022/
https://www.amsterdam.nl/bestuur-organisatie/college/nieuws/nieuws-19-januari-2022/
https://assets.amsterdam.nl/publish/pages/902156/cpa_reglement.pdf
https://amsterdam.groenlinks.nl/nieuws/grip-op-technologie
https://amsterdam.groenlinks.nl/nieuws/grip-op-technologie
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data that signifcantly impacts a model prediction, a judge’s 
ruling on a municipal decision is implicitly also about the 
operation of the model. 
“If [a decision] afects citizens in their legal position, for 
example, in the case of a fne [...] then yes, the adminis-
trative court can look into it. That is when it gets exciting. 
That is the fnishing touch to what we have come up with.” 
(P7) 
This sentiment was echoed by P11 when they discussed 

how they could show in court what images the municipal 
parking monitoring camera car exactly captured, which re-
ceived a favorable ruling from a judge. 

T2.3 Dispute resolution (P10, P11, P14, P15): Respondents feel that, 
for individual substantive grievances caused by algorithmic 
decision-making, existing complaint, objection, and appeal 
procedures should also work. These form an escalating lad-
der of procedures: complaints are evaluated by civil servants; 
objections go to an internal committee; if these fail, the case 
is handled by an ombudsperson; and fnally, appeals proce-
dures are handled by a judge. 
Respondents point out that existing procedures can be 

costly and limiting for citizens and not at all “user-friendly.” 
Existing procedures still rely heavily on communication by 
paper mail. Current procedures can be stressful because 
people are made to feel like an ofender rather than being 
given the beneft of the doubt. 
“And we criminalize the citizen very quickly if he does 
not want to—a difcult citizen, annoying. Yes, no, it is 
just that way, and no, sorry, bye. So there is little to no 
space, and if you have heard [a complaint] ten times from 
citizens, then maybe you should think about, we have ten 
complaining citizens. It is not one or two. There might be 
something wrong so let us look at that.” (P13) 
Respondents agree that more efort should be put into 

creating alternative dispute resolution mechanisms. These 
should help citizens stay out of costly and stressful legal 
proceedings. However, these ideas are mostly considered an 
‘innovation topic,’ which is to say, it is not part of daily oper-
ation. Such measures would require collaboration between 
those departments executing work processes and legal. At 
the moment, execution tends to consider dealing with dis-
putes as not part of their remit. Legal does currently call 
citizens who have started an appeals procedure to make 
them feel heard, fnd alternative solutions, and ofer them 
the opportunity to withdraw. 
Existing mechanisms do require more integration with 

technology. For example, case fles should include all the 
relevant information about the data and algorithms used. 
Some services, such as parking monitoring, have already 
built custom web interfaces for appeals that integrate with 
algorithmic systems and ofer citizens access to the data col-
lected on their case. These would either expedite otherwise 
unwieldy legacy procedures or seek to keep citizens out of 
formal legal appeal procedures altogether. 

5.2.3 Theme 3: Building capacity for responsibility. 

T3.1 Organizational limits (P4, P5, P7, P11, P15): Respondents 
point out that organizational fragmentation works against 
the city’s capacity to respond to citizen reports. The prob-
lem is not necessarily that signals are not received by the 
city. Often the problem is that they are not adequately acted 
upon. Internal fragmentation also makes it hard for citizens 
to know who they should approach with questions (cf. Items 
T1.1, T1.2). For example, with parking, citizens are inclined 
to go to their district department, these need to pass on ques-
tions to parking enforcement, who in turn, if it concerns a 
street-level issue, must dispatch a community service ofcer. 
“And I think that if you cut up the organization as it is now 
[...] then you might also have to work with other infor-
mation in order to be able to deliver your service properly. 
So when we all had [more self-sufcient, autonomous] 
district councils in the past and were somewhat smaller, 
you could of course immediately say that this now has 
priority, we receive so many complaints or the alderman 
is working on it.” (P11) 
Fragmentation and the bureaucratic nature of the city or-

ganization works against the adoption of ‘agile methods.’ 
Although pilots are in many ways the thing that makes the 
innovation funnel of the city function, respondents also de-
scribe pilots as “the easy part.” The actual implementation in 
daily operations is a completely diferent matter. P3 describes 
this as the “innovation gap.” Transitioning a successful pilot 
into operation can easily take 3-5 years. 

T3.2 Accountability infrastructure (P2, P4, P5, P7, P11, P12, P13): 
Respondents discuss various systems that are put in place 
to improve accountability. The city is working to ensure re-
quirements are traceable back to the person that set them, 
and developers record evidence to show they are met. Evi-
dence would include email chains that record design deci-
sions and system logging that shows specifc measures are 
indeed enforced (such as deletion of data). Regarding models, 
respondents indicate the importance of validating them to 
demonstrate that they indeed do what they are said to do. 
Once past the pilot stage, monitoring and maintenance 

become essential considerations currently under-served. For 
this purpose, developers should correctly document systems 
in anticipation of handover to a maintenance organization. 
Systems must be ensured to operate within defned bound-
aries, both technical and ethical (impact on citizens), and 
the delivery of “end-user value” must also be demonstrated. 
Such monitoring and maintenance in practice require the 
system developers’ continued involvement for some time. 
Another provision for accountability is the service man-

agement system integrated with the city’s software devel-
opment and operations environment (cf. Item T1.3). Several 
respondents point out that surveillance and enforcement are 
two separate organizational functions. For those AI systems 
related to surveillance and enforcement, a ‘human-in-the-
loop’ is currently already a legal requirement at the enforce-
ment stage. Human controllers use the service management 
system to report system faws, which may lead to changes 
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and are fully traceable (cf. Item T1.3). Once in maintenance, 
with these systems in place, it should be possible for func-
tional management to revise systems periodically, also in 
light of policy changes (cf. Item T2.1). 
Several respondents argue that the city should also mon-

itor individual complaints for issues that require a system 
change (cf. Item T1.3). 

T3.3 Civil servant capacities (P1, P3, P4, P6, P7, P15): Contestability 
puts demands on civil servants. 
“[...] I think all contestability [shown in the video] assumes 
a very assertive citizen who is willing to contact a city 
representative who is willing to listen and has time for it 
and is committed to doing something about it.” (P1) 
Civil servants need knowledge and understanding of AI 

systems, including those employees that speak to citizens 
who contact the city with questions, e.g., through the cen-
tral phone number. Politicians, city council members, and 
alderpersons also need this understanding to debate the im-
plications of new systems adequately. At the level of policy 
execution, department heads and project leads are the “frst 
line of defense” when things go wrong (P7). So they cannot 
rely on the expertise of development teams but must have 
sufcient understanding themselves. Finally, legal depart-
ment staf must also understand algorithms. P15 mentions 
that a guideline is in the making that should aid in this mat-
ter. 
Beyond updating the knowledge and skills of existing 

roles, new roles are necessary. In some cases, agile-methods-
style ‘product owners’ act as the person that translates pol-
icy into technology. However, P7 feels the organization as 
a whole still lacks people who can translate legislation and 
regulations into system requirements. Zooming out further, 
respondents mention challenges with the current organiza-
tional structure and how responsibility and accountability 
require multidisciplinary teams that can work across techni-
cal and social issues (cf. Item T3.1). 

T3.4 Commissioning structures (P1, P3, P4, P11, P12, P13, P16, P17): 
The city can commission AI systems in roughly three ways, 
with diferent impacts on the level of control it has over 
design, development and operation: (a) by purchasing from a 
commercial supplier a service that may include an AI system; 
(b) by outsourcing policy execution to a third party, usually 
a non-proft entity who receives a subsidy from the city in 
return; or (c) by developing a system in-house. 
When purchasing, the city can exercise control mainly 

by imposing purchasing conditions, requiring a strong role 
as a commissioner. When out-placing policy execution, the 
city has less control but can impose conditions on the use of 
technology as part of a subsidy provision. When developing 
in-house, the city owns the system completely and is there-
fore in full control. In all cases, however, the city is ‘policy 
owner’ and remains responsible for executing the law. 
These diferent collaboration structures also shape the pos-

sible dialogue between policy-makers and system developers 
at the start of a new project. When development happens 
in-house, an open conversation can happen. In the case of a 

tender, one party cannot be advantaged over others, so there 
is little room for hashing things out until an order is granted. 

Of course, collaboration with external developers can also 
have “degrees of closeness” (P4). More or less ‘agile’ ways 
of working can be negotiated as part of a contract, which 
should allow for responding to new insights mid-course. 
Purchasing managers sometimes perceive what they are 

doing as the acquisition of a service that is distinct from 
buying technology solutions and can sometimes neglect to 
impose sufcient conditions on a service provider’s use of 
technology. 
The duration of tenders is typically three years. On occa-

sion, the city comes to new insights related to the responsible 
use of technologies a service provider employs (e.g., addi-
tional transparency requirements). However, it cannot make 
changes until after a new tender. Respondents point out 
that an additional feedback loop should lead to the revision 
of purchasing conditions. P17 describes a project in which 
parts of the development and operation are outsourced, and 
other components are done in-house. The decision on what 
to outsource mainly hinges on how often the city expects 
legislature changes that demand system updates. 

T3.5 Resource constraints (P3, P4, P12, P16, P17): Supporting con-
testability will require additional resource allocation. Re-
spondents point out that the various linchpins of contestable 
systems sufer from limited time and money: (a) conducting 
sufciently representative and meaningful participation pro-
cedures; (b) having knowledgeable personnel available to 
talk to citizens who have questions or complaints; (c) ensur-
ing project leads have the time to enter information into an 
algorithm register; (d) performing the necessary additional 
development work to ensure systems’ compliance with se-
curity and privacy requirements; and (e) ensuring proper 
evaluations are conducted on pilot projects. 
P12 compares the issue to the situation with freedom of 

information requests, where civil servants who are assigned 
to handle these are two years behind. Similarly, new legis-
lation such as the European AI Act is likely to create more 
work for the city yet. 

For new projects, the city will also have to predict the 
volume of citizen requests so that adequate stafng can be 
put into place in advance. Having a face-to-face dialogue in 
all instances will, in many cases, be too labor-intensive (cf. 
Item T1.2). A challenge with reports from citizens is how to 
prioritize them for action by city services, given limited time 
and resources (cf. Item T1.4). 

6 DISCUSSION 
Our aim has been two-fold: (1) to explore characteristics of con-
testable public AI, and (2) to identify challenges facing the imple-
mentation of contestability in public AI. To this end, we created a 
speculative concept video of a contestable camera car and discussed 
it with civil servants employed by Amsterdam who work with AI. 
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6.1 Summary of results 
6.1.1 Concept video: Example of contestable public AI. The specula-
tive design concept argues for contestability from a risk mitigation 
and quality assurance perspective. First, it shows several hazards 
related to camera car use: chilling efect, false positives, and model 
drift. Then, it shows how citizens use contestability mechanisms 
to petition the city for system changes. These mechanisms are ex-
planations, channels for appeal, an arena for adversarial debate, 
and an obligation to decide on a response. Finally, the video shows 
how the city improves the system in response to citizen contes-
tations. The improvements include data minimization measures, 
human review, and a feedback loop back to model training. The 
example application of a camera car, the identifed risks, and result-
ing improvements are all used as provocative examples, not as a 
prescribed solution. Together they show how, as Alfrink et al. [2] 
propose, “contestability leverages confict for continuous system 
improvement.” 

6.1.2 Civil servant interviews: Contestability implementation chal-
lenges. From civil servant responses to the concept video, we con-
structed three themes: 

T1 Enabling civic participation (5.2.1): Citizens need skills and 
knowledge to contest public AI on equal footing. Channels 
must be established for citizens to engage city representa-
tives in a dialogue about public AI system outcomes. The 
feedback loop from citizens back to system development 
teams must be closed. The city must mitigate against ‘report-
ing inequality’ and the limitations of direct citizen participa-
tion in AI system development. 

T2 Ensuring democratic embedding (5.2.2): Public AI systems em-
bed in various levels of laws and regulations. An adequate 
response to contestation may require policy change before 
technology alterations. Oversight by city council members 
must be expanded to include scrutiny of AI use by the exec-
utive. Alternative non-legal dispute resolution approaches 
that integrate tightly with technical systems should be de-
veloped to complement existing complaint, objection, and 
appeal procedures. 

T3 Building capacity for responsibility (5.2.3): City organiza-
tions’ fragmented and bureaucratic nature fghts against 
adequately responding to citizen signals. More mechanisms 
for accountability are needed, including logging system ac-
tions and monitoring model performance. Civil servants 
need more knowledge and understanding of AI to engage 
with citizens adequately. New roles that translate policy 
into technology must be created, and more multidisciplinary 
teams are needed. Contracts and agreements with external 
development parties must include responsible AI require-
ments and provisions for adjusting course mid-project. Con-
testability requires time and money investments across its 
various enabling components. 

6.1.3 Diagram: Five contestability loops. We can assemble fve 
contestability loops from civil servants’ accounts (Figure 2). This 
model’s backbone is the primary loop where citizens elect a city 
council and (indirectly) its executive board (grouped as “policy-
makers”). Systems developers translate the resulting policy into 
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Figure 2: Diagram of our “fve loops model,” showing the 
basic fow of policy through software into decisions (solid 
arrows), the direct way citizens can contest individual deci-
sions (L1, dashed arrow), the direct ways in which citizens 
can contest systems development and policy making (L2-3, 
dotted arrows), and the second-order feedback loops leading 
from all decision-appeal interactions in the aggregate back 
to software development and policy-making (L4-5, dashed-
dotted arrows). 

algorithms, data, and models. (Other policy is translated into guid-
ance to be executed by humans directly.) The resulting “software,” 
along with street-level bureaucrats and policy, form the public AI 
systems whose decisions impact citizens. 

Our model highlights two aspects that are particular to the pub-
lic sector context: (1) the indirect, representative forms of citizen 
control at the heart of the primary policy-software-decisions loop; 
and (2) the second-order loops that monitor for systemic faws 
which require addressing on the level of systems development or 
policy-making upstream. 

These fve loops highlight specifc intervention points in public 
AI systems. They indirectly indicate what forms of contestation 
could exist and between whom. To be fully contestable, we suggest 
that public AI systems implement all fve loops. Better integration 
with the primary loop, and the implementation of second-order 
monitoring loops, deserve particular attention. 

6.2 Results’ relation to existing literature 
6.2.1 Contestable AI by design. Following Alfrink et al. [2]’s def-
inition of contestable systems as “open and responsive to human 
intervention,” our respondents appear broadly sympathetic to this 
vision, particularly the idea that government should make more of 
an efort to be open and responsive to citizens. 

We recognize many key contestability concepts in current city 
eforts as described by our respondents. For example, the possibility 
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of human intervention [39] is mandatory in cases of enforcement, 
which can protect against model fallibility, at least to the extent er-
rors can be detected by individual human controllers. Nevertheless, 
this human-in-the-loop is implemented more for legal compliance 
than quality control. Respondents talk about quality assurance and 
ways to achieve it, e.g., through audits and monitoring, but few 
practical examples appear to exist as of yet. The city recognizes the 
need to integrate institutional contestability provisions with tech-
nical systems (i.e., contestability as “deep system property” [74]). 
However, this integration is currently underdeveloped. Positive 
examples include the custom web interface for appealing park-
ing enforcement decisions. Ex-ante contestability measures [3] are 
present mainly in pilots in the form of civic participation in early-
stage systems design. However, most participation happens on the 
project level and has no impact on policy decisions upstream from 
technology design. A dialectical relationship [66] is present on the 
far ends of what we could describe as the question-complaint-object-
appeal spectrum; for example, the central phone line on one end 
and the review of algorithmic decisions by administrative courts 
on the other. The middle range seems to have less opportunity for 
exchanging arguments; again, these measures generally lack inte-
gration with technology. In any case, executing this ideal at scale 
will be costly. Finally, the city appears to approach accountability 
and legitimacy by ensuring the availability of explanations (e.g., in 
the form of an algorithm register). There appears to be less interest 
in, or awareness of, the need for justifcations [36] of decisions. 

Most of the literature emphasizes contestability from below and 
outside but does not account for the representative democracy 
mechanisms in which public AI systems are embedded. In terms of 
our fve loops model, city eforts emphasize individual appeals of 
decisions (L1) and direct participation in systems development (L2). 
Cities’ policy execution departments are not, by their nature, adept 
at adjusting course based on external signals. 

Furthermore, many cities still approach AI mostly from a pilot 
project perspective. Attitudes should shift to one of continuous 
learning and improvement. For example, Amsterdam conducts pi-
lots with uncharacteristically high care. These pilots receive more 
scrutiny than systems in daily operation to allow for operation “in 
the wild” while staying within acceptable boundaries. The addi-
tional scrutiny throughout and the mandatory intensive evaluations 
upon completion serve to identify risks that may arise if systems 
were to transition into daily operation. This careful approach trans-
forms pilots from the non-committal testing grounds common in 
the business world into something more akin to a social experiment 
guided by bioethical principles [77]. While Amsterdam’s pilots 
serve as good examples, successful pilots’ transition into daily op-
eration faces difculties. This “innovation gap” (cf. Item T3.1) may 
be partially alleviated when designers stay involved after delivery. 
Public AI designers should consider themselves stewards, whose 
role is never fnished [25]. 

Finally, it is not just AI and its development process that need 
‘redesigning.’ Cities’ AI commissioning and governance structures 
must also be adjusted. Again referring to our fve loops model, this 
would mean a focus on participation in policy-making (L3) and the 
second-order feedback loops from decision appeals to developers 
and policy-makers (L4-5). 

6.2.2 Public & urban AI, and VUS. Our example case of camera-car-
based trash detection illustrates the need for the public and urban 
AI felds to converse more actively with each other. Public AI tends 
to focus on what goes on inside city organizations; urban AI tends 
to focus on what happens in the streets. Our results show how the 
concept of contestability connects the dots between several issues 
focused on in the literature so far. Namely, between explanations 
and justifcations [16, 21, 24], street-level bureaucrat discretion 
[31, 68, 69], and citizens’ daily lived experience of urban space 
[56, 57]. 

Participation in public and urban AI literature is almost invari-
ably of the direct kind [16, 69] as if we have given up on represen-
tative modes of democracy. There is potential in renewing existing 
forms of civic oversight and control. So, again, in our fve loops 
model, a shift from focusing on individual appeals and direct par-
ticipation in development (L1-2) to participation in policy-making 
(L3) and monitoring of appeals by policy-makers (L5). 

We fnd it striking that the HCI design space appears to devote 
little or no attention to (camera-based) VUS. Camera cars appear to 
ofer tremendous seductive appeal to administrators. More public 
camera car applications will likely fnd their way into the cities of 
the global north. They deserve more scrutiny from (critical) HCI 
scholars. 

6.2.3 Speculative design as a research method. Turning to method-
ological aspects, we will make a few observations. As is often the 
case with contemporary speculative design, our concept is more a 
story than a product [34]. Indeed, we sought to spark the imagina-
tion of the audience [26, 71]. One respondent recognized this: 

“And I think the lack of imagination that you have 
dealt with really well with your flm is what keeps the 
conversation going even now, which is exactly the goal.” 
(P9) 

The story we tell explores the implications of new technology 
[26]. It is a projection of potential future impacts of public AI that 
is (or is not) contestable [26]. Nevertheless, it would go too far to 
say we are ‘constructing a public’ [22]. We have not engaged in 
“infrastructuring” or the creation of “agonistic spaces” [32, 34, 38]. 
We did design for one-on-one debate [59] and worked to ensure 
the video is sufciently provocative and operates in the emotional 
register without tipping over into pure fancy or parody [58, 59]. 

We used speculative design to open up rather than close down 
[52]. In this opening up, we went one step beyond merely critiquing 
current public AI practice and ofered a speculative solution of con-
testability, framed in such a way that it invited commentary. Thus, 
asking questions rather than solving problems may not be the best 
way to distinguish speculative design from ‘afrmative design.’ As 
Malpass [59] points out, rather than lacking function, critical de-
sign’s function goes beyond traditional notions of utility, efciency, 
and optimization and instead seeks to be relational, contextual, and 
dynamic. 

On a more practical level, by building on the literature [6, 7, 
22, 34], we defned success criteria up front. Before bringing the 
result to our intended audience, we built an explicit evaluation step 
into our design process. This step used these same criteria to gain 
confdence that our artifact would have the efect we sought it to 
have on our audience. This approach can be an efective way for 
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other design researchers to pair speculative design with empirical 
work. 

6.3 Transferability: Results’ relation to city and 
citizens 

Amsterdam is not a large city in global terms, but populous and 
dense enough to struggle with “big city issues” common in popular 
discourse. Amsterdam was an early poster child of the “smart cities” 
phenomenon. It embraced the narrative of social progress through 
technological innovation with great enthusiasm. Only later did it 
become aware and responsive to concerns over the detrimental 
efects of technology. We expect that Amsterdam’s public AI eforts, 
the purposes technology is put to, and the technologies employed 
are relatively common. 

The city’s government structure is typical of local representative 
democracies globally. Furthermore, the Netherlands’s electoral sys-
tem is known to be efective at ensuring representation. Many of 
the challenges we identify concerning integrating public AI in local 
democracy should be transferable to cities with similar regimes. 

Amsterdam is quite mature in its policies regarding “digital,” 
including the responsible design, development, and operation of 
public AI. Less-advanced cities will likely struggle with more foun-
dational issues before many of the challenges we have identifed 
come into focus. For example, Amsterdam has made considerable 
progress concerning the transparency of its public AI system in 
the form of an algorithm register, providing explanations of global 
system behavior. The city has also made notable progress with 
developing in-house capacity for ML development, enabling it to 
have more control over public AI projects than cities dependent on 
private sector contractors. 

Amsterdam’s residents have a national reputation for being out-
spoken and skeptical of government. Indeed, city surveys show 
that a signifcant and stable share of the population is politically 
active. Nevertheless, a recent survey shows that few believe they 
have any real infuence.23 Political engagement and self-efcacy 
are unequally divided across income and educational attainment 
groups, and these groups rarely encounter each other. 

Our respondents tended to speak broadly about citizens and 
the city’s challenges in ensuring their meaningful participation 
in public AI developments. However, in articulating strategies for 
addressing the challenges we have identifed, it is vital to keep in 
mind this variation in political engagement and self-efcacy. 

For example, improving citizens’ information position so they 
can participate as equals may be relevant for politically active peo-
ple but will do little to increase engagement. For that, we should 
rethink the form of participation itself. Likewise, improving the 
democratic embedding of public AI systems to increase their legiti-
macy is only efective if citizens believe they can infuence the city 
government in the frst place. 

6.4 Limitations 
Our study is limited by the fact that we only interacted with civil 
servants and the particular positions these respondents occupy in 
the municipal organization. 

23https://onderzoek.amsterdam.nl/publicatie/amsterdamse-burgermonitor-2021 

Over half of the civil servants interviewed have a position in the 
R&D and innovation department of the city. Their direct involve-
ment is mostly with pilot projects, less so with systems in daily 
operations. The themes and challenges we have constructed appear, 
for the most part, equally relevant across both classes of systems. It 
is conceivable, however, that civil servants employed in other parts 
of the city executive (e.g., social services) are more concerned with 
challenges we have not captured here. 

Further work could expand on our study by including citizen, 
civil society, and business perspectives. This would surface the 
variety of interests stakeholder groups have with regards to con-
testability measures. Our respondents’ statements are based on a 
frst impression of the concept video. We expect more nuanced 
and richer responses if we give respondents more time to engage 
with the underlying ideas and apply them to their context. Finally, 
interviews do not allow for debate between respondents. Another 
approach would be to put people in dialogue with each other. This 
would identify how stakeholder group interests in contestability 
may align or confict. 

6.5 Future work 
The public sector context brings with it particular challenges facing 
the implementation of contestability mechanisms, but also unique 
opportunities. For example, the existing institutional arrangements 
for contestation that are typical of representative democracies, on 
the one hand, demand specifc forms of integration and, on the other 
hand, ofer more robust forms of participation than are typically 
available in the private sector. For this reason, future work should 
include the translation of ‘generic’ contestability design knowledge 
into context-specifc forms. Considering the numerous examples of 
public AI systems with large-scale and far-reaching consequences 
already available to us, such work is not without urgency. 

Most contestability research focuses on individual appeals (L1 
in our fve loops model) or participation in the early phases of AI 
systems development (L2, but limited to requirements defnition). 
Future work should dig into the second-order loops we have iden-
tifed (L4-5) and how citizens may contest decisions made in later 
phases of ML development (i.e., L2, but engaging with the ‘mate-
riality’ of ML [10, 23, 40]). The participatory policy-making loop 
(L3) is investigated in a more general form in, for example, political 
science. However, such work likely lacks clear connections to AI 
systems development implications downstream. 

Finally, to contribute to public AI design practice, all of the above 
should be translated into actionable guidance for practitioners on 
the ground. Practical design knowledge is often best transmitted 
through evocative examples. Many more artifacts like our own 
concept video should be created and disseminated among practi-
tioners. HCI design research has a prominent role in assessing such 
practical design knowledge for efcacy, usability, and desirability. 

7 CONCLUSION 
City governments make increasing use of AI in the delivery of pub-
lic services. Contestability, making systems open and responsive to 
dispute, is a way to ensure AI respects human rights to autonomy 
and dignity. Contestable AI is a growing feld, but the knowledge 

https://onderzoek.amsterdam.nl/publicatie/amsterdamse-burgermonitor-2021
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produced so far lacks guidance for the application in specifc con-
texts. To this end, we sought to explore the characteristics of con-
testable public AI and the challenges facing its implementation, by 
creating a speculative concept video of a contestable camera car, 
and conducting semi-structured interviews with civil servants who 
work with AI in a large northwestern European city. The concept 
video illustrates how contestability can leverage disagreement for 
continuous system improvement. The themes we constructed from 
the interviews show that public AI contestability eforts must con-
tend with limits of direct participation, ensure systems’ democratic 
embedding, and seek to improve organizational capacities. 

‘Traditional’ policy execution is subject to scrutiny from elected 
representatives, checks from the judiciary and other external over-
sight bodies, and direct civic participation. The shift to AI-enacted 
public policy has undermined and weakened these various forms of 
democratic control. Our fndings suggest that contestability in the 
context of public AI does not mean merely allowing citizens to have 
more infuence over systems’ algorithms, models, and datasets. Con-
testable public AI demands interventions in how executive power 
uses technology to enact policy. 
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