
 
 

Delft University of Technology

The Design of Human Oversight in Autonomous Weapon Systems

Verdiesen, Ilse

DOI
10.1145/3278721.3278785
Publication date
2018
Document Version
Final published version
Published in
AIES 2018 - Proceedings of the 2018 AAAI/ACM Conference on AI, Ethics, and Society

Citation (APA)
Verdiesen, I. (2018). The Design of Human Oversight in Autonomous Weapon Systems. In V. Conitzer, S.
Kambhampati, S. Koenig, F. Rossi, & B. Schnabel (Eds.), AIES 2018 - Proceedings of the 2018 AAAI/ACM
Conference on AI, Ethics, and Society (pp. 388-389). Association for Computing Machinery (ACM).
https://doi.org/10.1145/3278721.3278785
Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1145/3278721.3278785
https://doi.org/10.1145/3278721.3278785


    The Design of Human Oversight in Autonomous Weapon Systems 

Ilse Verdiesen 

Delft University of Technology 
Jaffalaan 5, 2628 BX Delft 

The Netherlands The Netherlands 
e.p.verdiesen@tudelft.nl

Introduction 
As the reach and capabilities of Artificial Intelligence (AI) 
systems increases, there is also a growing awareness of the 
ethical, legal and societal impact of the potential actions and 
decisions of these systems. Many are calling for guidelines and 
regulations that can ensure the responsible design, development, 
implementation, and policy of AI. In scientific literature, AI is 
characterized by the concepts of Adaptability, Interactivity and 
Autonomy (Floridi & Sanders, 2004). According to Floridi and 
Sanders (2004), Adaptability means that the system can change 
based on its interaction and can learn from its experience. 
Machine learning techniques are an example of this. Interactivity 
occurs when the system and its environment act upon each 
other and Autonomy implies that the system itself can change its 
state.   

Autonomous Weapon Systems, which are weapon systems 
equipped with AI, are increasingly deployed on the battlefield 
(Roff, 2016). Autonomous systems can have many benefits in the 
military domain, for example when the autopilot of the F-16 
prevents a crash (NOS, 2016) or the use of robots by the 
Explosive Ordnance Disposal to dismantle bombs (Carpenter, 
2016). Yet the nature of the Autonomous Weapon Systems 
might lead to uncontrollable activities and societal unrest. The 
deployment of Autonomous Weapon Systems on the battlefield 
without direct human oversight is not only a military revolution 
according to Kaag and Kaufman (2009) but can also be 
considered a moral one. As large-scale deployment of AI on the 
battlefield seems unavoidable (Rosenberg & Markoff, 2016), the 
research on ethical and moral responsibility is imperative. 

The debate on Autonomous Weapon Systems centres around 
the need to regulate, or even prohibit, these weapons. However, 
little consensus exists on the exact definition of an Autonomous 
Weapon and on the meaning of human control. In my opinion 
the definition in the report of the Advisory Council On 
International Affairs (AIV & CAVV) captures the description of 
Autonomous Weapon Systems best from an engineering and 
military standpoint, because it takes predefined criteria into 
account and is linked to the military targeting process as the 

weapon will only be deployed after a human decision. 
Therefore, I will follow this definition and define Autonomous 
Weapon Systems as: 

‘A weapon that, without human intervention, selects and 
engages targets matching certain predefined criteria, following a 
human decision to deploy the weapon on the understanding that 
an attack, once launched, cannot be stopped by human 
intervention.’ (AIV & CAVV, 2016, p. 11) 

In the debate on Autonomous Weapon Systems strong views 
and opinions are voiced. The Campaign to Stop Killer Robots 
(2017) states on their website that: ‘Allowing life or death 
decisions to be made by machines crosses a fundamental moral 
line. Autonomous robots would lack human judgment and the 
ability to understand context.’. I found no empirical research on 
moral values that underlie this ‘fundamental moral line’ of 
Autonomous Weapon Systems. Also, empirical research that 
provides insight in how Autonomous Weapon Systems are 
perceived by the general public and the military is lacking.  

In the remainder of this paper, I will first highlight my previous 
work that I conducted as graduation project at the Scalable 
Cooperation Group of MIT Media Lab as part of my master 
Systems Engineering, Policy Analysis and Management at Delft 
University of Technology. Secondly, I will describe the direction 
of my PhD research that I am currently conducting. 

Previous work  
In previous work, I propose a design for a Moral Machine for 
Autonomous Weapon Systems to conduct a large-scale study of 
the moral judgement of people regarding the deployment of this 
type of weapon (Verdiesen, 2017; Verdiesen, Dignum, & 
Rahwan, 2018). Inspired by the Moral Machine for Autonomous 
Vehicles (Awad, 2017), I propose six variables to include in the 
first prototype of the Moral Machine for Autonomous Weapon 
Systems. These six variables are: Type of Weapon (W), Location 
(L), Character (C), Number of Characters (N), Outcome (O) and 
Mission (M). These variables can be used to create scenarios in 
which each scenario differs on only one variable. The question 
presented to the user in the scenario is the same question as that 
is being asked when judging the scenarios in the original Moral 
Machine (Awad, 2017).  Permission to make digital or hard copies of part or all of this work for personal or 
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The variables are based on the scenario in which a military 
convoy is supported by an autonomous or human operated 
drone in the air. The drone scans the surroundings for enemy 
threats and carries weapons for the defence of the convoy. 
When the convoy is at a three-mile distance from the camp, the 
drone detects a vehicle behind a mountain range that is 
approaching the convoy at high speed. The drone detects four 
people in the car with large weapon-shaped objects and 
identifies the driver of the vehicle as a known member of an 
insurgency group. The drone needs to decide if it attacks the 
approaching vehicle which could result in the death of all four 
passengers and might cause collateral damage by killing people 
that are nearby the road. 

To test the scenarios, I propose an online application that allows 
people to take the survey by means of a secure server. Due to 
the sensitivity of the topic I believe would not be advisable to 
allow people to create their own scenarios or share their results 
on social media like the original Moral Machine for 
Autonomous Vehicles. This study will have to run at least one 
year to truly call it a Massive Online Experiment. 

Current work 
In the Ethically Aligned Design vision for Artificial Intelligence 
the IEEE states that meaningful human control of weapon 
systems should be ensured (IEEE Global Initiative, 2017) and 
that stakeholders should be working with sensible and 
comprehensive shared definitions. However, the term 
Meaningful Human Control is not well-defined in literature. 
This also goes for concepts, such as ‘narrow or broader loop of 
decision-making’ and ‘human control in, on, or out of the loop’, 
that are used in the discussion on the ethics of Autonomous 
Weapon Systems. The lack of definitions shows that this is an 
emerging field that attracts a lot of attention, but the frequent 
use of the terms also indicates a need for mechanisms that 
support and implement Human Oversight of Autonomous 
Weapon Systems. This need can also be observed in adjacent AI 
fields like the work that is being done on the type of human 
oversight in Autonomous Vehicles. 

In my current work, I will analyse the concepts that are needed 
to attain Human Oversight in Autonomous Weapon Systems 
and design the mechanisms to implement this. I deliberately use 
the notion of Human Oversight, because in my opinion this is 
broader than Meaningful Human Control alone, as it also 
incorporates the mechanisms for decision-making in whatever 
loop necessary. The societal contribution of my research is a 
mechanism for Human Oversight that can lead to a proper 
allocation of accountability in the decision-making of the 
deployment of Autonomous Weapon Systems and it will be 

possible to attribute (legal) responsibility for its actions. The 
scientific contribution is twofold in that (1) my research leads to 
well-defined constructs that relate to Human Oversight which 
adds to the current body of literature, and (2) formally defines a 
mechanism for Human Oversight for Autonomous Weapon 
Systems. This mechanism might also be applied to other AI 
fields to enhance transparency of decision-making by 
algorithms for Autonomous Systems, such as those for 
Autonomous Vehicles or in the medical domain.  

As there is presently no design for Human Oversight 
mechanisms, my research fills this gap between the ethical and 
legal frameworks for Autonomous Weapon Systems. 
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