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Monotone level-sets on arbitrary meshes without redistancing

Ido Akkerman

Mechanical, Maritime and Materials Engineering Department
Delft University of Technology

Abstract

In this paper we present a level-set approach that addresses two issues that can occur when the level-set
approach is used to simulate two-fluid flows in engineering practice.

The first issues is that of smoothing of the Heaviside on arbitrary meshes. It is shown that the Heaviside
can be non-smooth on non-uniform meshes. Alternative definitions of smoothing, that are indeed smooth
and monotonic, are defined. These new definitions lead to smooth Heavisides by taking the changing local
meshsize into account.

The second issue is the computational cost and fragility caused by the necessity of redistancing the
level-set field. In [1, 2], it is shown that strongly coupling the level-set convection with the flow solver gives
robustness and potentially efficiency and accuracy advantages. The next step would be to include redistanc-
ing within the strong coupling. Four alternative approaches for circumventing the expensive redistancing
step are proposed.

Some benchmark cases used to show the efficacy of the proposed approaches. These includes the standard
test case of the vortex in a box. Based on these results the most favourable redistancing approach is selected.

Keywords: level-set, arbitrary meshes, smooth Heaviside, implicit redistancing

1. Introduction

Level-sets are a very powerful approach for solving interface problems [3]. By disconnecting the inter-
face description from the underlying mesh, topology changes of the interface are handled with ease. For
numerical reasons, such as numerical quadrature or finite differencing, the interface is often given a finite
mesh dependent width. This is done by adopting a so-called smoothed Heaviside, where the transition from
zero to unity does not occur instantaneously but over a finite band. This smoothing , however, causes two
problems. On irregular meshes – such as that might occur in the analysis of engineering artefacts – the
smoothed Heaviside can become non-smooth or even non-monotone. Additionally, in order to control the
thickness of the interface the need level-set is required to be distance function. There as level-set evolves it
needs to be redistanced.

In [1, 2] the level-set method is used to model a rigid-body floating on a water surface. This water surface
is handled using a level-set. In this research we adopted a strongly coupled modelling approach. Meaning
that both the flow; interface evolution; body motion and mesh deformation were solved at the same time.
In agreement with [4, 5, 6] – and other FSI literature– this approach resulted in a robust solver. In a pure
two-fluid problem, that is without a floating object, the strongly coupled approach proved to be more robust
that traditional where interface evolution is solved after the flow problem is solved.

However, the redistancing of the level-set was not included in the strongly coupled part of the solver,
this was done at the end of each time step. Due to the redistribution of mass associate with redistancing,
momentum and energy conservation are virtually impossible to control. Certainly, the energy errors are
troublesome as these might trigger instabilities in the solver. Therefor there is a desire to be able to include
the redistancing step in the strongly coupled part of the method. This should open the way to construct
methods that are either energy conservative or guaranteed to be energy dissipative. This should lead to
more robust, and hopefully more accurate, methods.
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In this paper we present four alternative approach to arrive at an approximate distance field without
directly solving a redistancing problem. These approaches are formulated in such a way that they potentially
solve the non-smoothness on irregular grids.

The paper is structured in the following way. In section 2 we give a short introduction to the level-set
approach and the smooth Heaviside. In section 3 we show that a naive definition of the smooth Heaviside
can actually be non-smooth. A potential solution to this problem is presented.

In section 4 we build on the result from the previous section and introduce four alternative approaches
to redistance the level-set field. All these approaches have in common that the difficult non-linear Eikonal
equation is not solved directly. The Eikonal equation is translated to simple projection problems that should
achieve the same: obtaining a distance field suitable for defining a smooth Heaviside.

In section 5 we give a short description of the numerical formulations and the Finite Element and
Isogeometric discretisations used to solve the convection and redistancing problems in the next section. In
this section, section 6, we first solve a simple redistancing problem on irregular grids and then solve the
vortex in a box problem using different discretisations and different redistancing approaches. Using these
test cased we identify which methods work best, and what are the appropriate numerical parameters. For
this method a mesh convergence study is performed.

In section 7 we conclude and sketch a perspective for further use of the proposed methods

2. The level set method

In the level-set method an surface of lower dimension, such as an interface between two distinct materials
is indirectly parametrised using a variable defined in the entire domain. This variable is denoted as φ and
defines a surface as follows,

Γi = {x ∈ Ω : φ = 0} (1)

This automatically leads to the following distinct subdomains,

Ω− ={x ∈ Ω : φ < 0}
Ω+ ={x ∈ Ω : φ > 0} (2)

allowing for instance the prescription of different physical parameters in each subdomain. For instance the
density

ρ =

{
ρ0 if x ∈ Ω−

ρ1 if x ∈ Ω+ (3)

An alternative view would be to introduce the Heaviside

H(φ) =

 0 if φ < 0
1
2 if φ = 0
1 if φ > 0

(4)

and use convex interpolation to define a density

ρ = ρ0(1−H(φ)) + ρ1H(φ) (5)

this has the advantage of automatically handling the interface itself in a natural way.
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2.1. Smoothed Heaviside

In numerical methods the sharp interfaces as defined in the previous section can lead to problems. For
instance when determining a mass matrix,

Mab =

∫
Ω

ρNaNbdΩ ≈
∑

i=1..nip

ρ(xi)Na(xi)Nb(xi)wi (6)

when the density changes instantly the quadrature is a very bad approximation of the intended integral.
In order to alleviate this problem the sharp Heaviside, as defined in eq (4) , a smoothed Heaviside is

used instead. This smoothed Heaviside is often defined as,

Hε(φ) =


0 if φ < −ε

1
2 (1 + sin(πφ2ε )) if φ = 0

1 if φ > ε
(7)

where ε is the smoothing distance. Instead on instant switch the switch is spread over an finite layer around
the interface. In order to have strict control over the width of this interface layer, we require φ, the level-set
variable, to be a signed distance function. This means it needs to satisfy,

‖∇φ‖ = 1 (8)

this is the Eikonal equation. As the smoothing is introduced to deal with numerical issues, such as quadra-
ture, it is natural to specify the finite interface layer in terms of mesh size h,

ε = αh (9)

where α is an O(1) parameter. In structured equidistant meshes the meshsize can be defined unambiguously.
However, in arbitrary meshes this is not always straightforward. In [7, 8, 1] we have chosen to use

h =
‖∇φ‖√
∇φ ·G∇φ

(10)

where G is the metric-tensor,

G =

(
∂ξ

∂x

)T
∂ξ

∂x
(11)

this definition tries to incorporate directional information in its definition. Effectively, the direction ∇φ
‖∇φ‖ is

used to extract a length scale out of the metric-tensor.

3. Monotonicity on arbitrary meshes

In this section we further discuss the smoothing of the Heaviside on arbitrary meshes. For this exposition
it is useful to rewrite the smoothed Heaviside slightly,

Ĥ(φ̂) =


0 if φ̂ < −α

1
2 (1 + sin(π2

φ̂
α )) if φ̂ = 0

1 if φ̂ > α

(12)

where

φ̂ =
φ

h
(13)
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is the scaled distance. In other words if φ is the actual distance to the interface then φ̂ can be thought of as
the same distance but expressed in elements. However, the scaling occurs locally, the variation of h along
the path is not taken into account. Therefore this rescaled distance is only an effective estimate if h only
varies mildly (or not at all).
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Figure 1: Original scaled distance and smooth Heaviside on a uniform and non-uniform mesh

In figure 1 a scaled distance and the resulting ”smooth’ Heaviside are plot. The top plots show the results
on a uniform mesh. In this case the scaled distance is a straight line and the smooth Heaviside is indeed
smooth. The bottom plots , however, show the results obtained on a non-uniform mesh. In this case the
scaled distance and more importantly the ”smooth” Heaviside show a saw-tooth behaviour. This defeats the
purpose of the smoothing. Although, one could argue that the quadrature on each element is well behaved
as the jumps occur at element interfaces. This is true, however, this will result in an inconsistent numerical
method, unless the density jumps at the interface are handelled correctly [9].

3.1. Path dependent rescaling

In order to solve the problems as indicated in the previous section. We should translate eq (13) to a
pure local relation,

dφ̂ =
dφ

h
(14)
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where the total scaled distance can– in principle – be found by path integration,

φ̂ =

∫
dφ

h
(15)

which is not trivial.
Instead we take another route to obtain φ̂. Alternative to eq (14) we can also state,

∇φ̂ =
∇φ
h

(16)

which immediately results in an alternative Eikonal equation for the scaled distance,

‖∇φ̂‖ =
‖∇φ‖
h

=
1

h
(17)

where we used ‖∇φ‖ = 1. In principle any reasonable selection of h should work.
However, inspired on the definition for h as given in eq (10), we can define h in such a way that eq (17)

gets replaced with an attractive alternative. We choose

h =

√
∇φ̂ ·G−1∇φ̂

‖∇φ̂‖
(18)

where

G−1 =
∂x

∂ξ

(
∂x

∂ξ

)T
(19)

is the inverse of the metric-tensor defined in eq (11). The same rational behind eq (10) is behind eq (18). We

use the direction ∇φ̂
‖∇φ̂‖

to obtain the relevant mesh size out of the inverse metric tensor, which parametrises

the rotation, scaling and distortion of the element at hand.
Defining ∇ξ as the gradient in the reference direction, we can use the chain rule to arrive at,

∇ξφ̂ ≡
∂φ̂

∂ξ
=
∂φ̂

∂x

∂x

∂ξ
= ∇φ̂∂x

∂ξ
(20)

which can then be substituted in eq (18) to obtain the following definition for h,

h =
‖∇ξφ̂‖
‖∇φ̂‖

(21)

Combining this with the scaled Eikonal equation (eq (17)) we get,

‖∇ξφ̂‖ = 1 (22)

which is again the Eikonal equation, but in terms of the parametrised space. Which states φ̂ is a distance
in terms of mesh edges, which was exactly what we where looking for in the first place.

Figure 2 shows the resulting scaled distance and smooth Heaviside when the alternative scaling is used.
The mesh is the same as in fig 1. Both the distance and Heaviside do not show a saw-tooth behaviour and
the Heaviside is actually smooth, as intended. The scaled distance is not a straight line, which is in fact
correct, because of the metric defined by the non-uniform mesh.
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(a) Corrected scaled distance on a non-uniform mesh
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(b) Corrected smooth Heaviside on a non-uniform mesh

Figure 2: Modified scaled distance and smooth Heaviside on a uniform and non-uniform mesh

4. Circumventing explicit redistancing

In the previous section we addressed the issue of monotone smoothing of the Heaviside. An equally
important issue is that of the distance property of φ or better φ̂. As the levelset is evolved in time using
equations such as,

∂φ

∂t
+ u · ∇φ = 0 (23)

or equivalent it is not a given that the distance property is maintained during the simulation. In order to
keep explicit control over the interface layer, we need to restore the distance property. Even if φ magically
remains a distance function the path dependent scaling of the distance function still requires us to solve an
Eikonal equation, namely eq (22),

‖∇ξφ̂‖ = 1 on Ω− ∪ Ω+ (24)

this equation is augmented with the following embedded boundary condition,

φ̂ = 0 on Γi = {x ∈ Ω : φ = 0} (25)

which forces the interface to remain fixed in the scaling/redistancing step.
Al kinds of different approaches to solve the Eikonal equation have been developed, see for instance [10]

and references there in. Most methods introduce a pseudo time τ and march in time using,

∂φ̂

∂τ
+ a∇φ̂ = S (26)

where a is an effective convection velocity and S is a source. Both a and S are carefully chosen to guarantee
convergence towards the desired solution.

Note: as shown in [1] the source term needs to include an penalty term penalizing deviation of the
interface in order to guarantee a steady state solution. This issue is often circumvented by limiting the
pseudotime steps.

This redistancing procedure has several drawbacks. For starters it is quite costly, even when limited in
space (only redistance near the interface) or time (only redistance every so many timesteps). Additionally,
careful attention needs to be paid to the interplay of different parameters associated with the time marching
algorithm making the procedure somewhat fragile. Last but not least it is difficult to find the right balance
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between redistancing on the one hand and maintaining the interface on the other hand. Therefor it ideally
the explicit redistancing is perhaps bast to be circumvented.

4.1. General idea

In the following sections we present 4 alternative procedures to achieve this. All 4 alternatives hinge on
the idea that we relate the unknown φ̂ with the known φ using,

φ̂ = φε (27)

where ε is a unknown multiplicative scaling, which is required to be strictly positive. It is easily seen that φ̂
is vanishes when φ vanishes. This means that the interface location is trivially conserved. There is no need
to balance redistancing with maintaining the interface.

The multiplicative scaling can be found by enforcing parametrised Eikonal equation eq (22),

‖∇ξφ̂‖ = 1 on Ω− ∪ Ω+ (28)

and applying the chain rule. As we are only interested in what happens near the interface we can assume
φ ≈ 0 which results in the following relation for the multiplicative scaling,

ε =
1

‖∇ξφ‖
(29)

In the following section 4 different alternative approaches based on this general idea are presented.

4.2. First alternative: Direct redistancing

The first option is straightforward pointwise scaling,

φ̂ =
φ

‖∇ξφ‖
(30)

which has the risk of resulting in divisions by zero in some occasions. Additionally, on standard C0 continuous
discretisations this will likely lead to a discontinuous φ̂ field and consequently a discontinuous H(φ̂) field.

4.3. Second alternative: Projected redistancing

We can obtain a continuous distance fields from the discontinuous φ̂ of the previous section, by projecting
it on a C0 discretisation. This can be done by solving the following projection problem,

φ̂−∇ξκd∇ξφ̂ =
φ

‖∇ξφ‖
(31)

or by solving the following equivalent weak form,

Find φ̂ ∈ Vh such that:

(w, φ̂)Ω + (∇ξw, κd∇ξφ̂) =

(
w,

φ

‖∇ξφ‖

)
Ω

∀w ∈ Vh (32)

where κd is a smoothing parameter and Vh is an appropriate discrete space. Due to the projection and the
associated discretisation errors the interface location only remains in the same location in an approximate
sense. This means the interface is not necessarily maintained during the redistancing step.
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4.4. Third alternative: Projected scaling

The properties of continuity and interface conservation can be achieved simultaneously, by projecting
the scaling coefficient on a continuous discretisation. This can be done with the following projection,

ε−∇ξκd∇ξε =
1

‖∇ξφ‖
(33)

or by solving the following equivalent weak form,

Find ε ∈ Vh such that:

(w, ε)Ω + (∇ξw, κd∇ξε) =

(
w,

1

‖∇ξφ‖

)
Ω

∀w ∈ Vh (34)

again κd is a smoothing parameter and Vh is an appropriate discrete space. The sought after distance field
can easily be computed as,

φ̂ = φε (35)

4.5. Fourth alternative: Projected inverse scaling

The last alternative approach is a small modification on the previous alternative. We are not projecting
the multiplicative correction, but its reciprocal value. This can be done with the following projection,

ε−∇ξκd∇ξε = ‖∇ξφ‖ (36)

or by solving the following equivalent weak form,

Find ε ∈ Vh such that:

(w, ε)Ω + (∇ξw, κd∇ξε) = (w, ‖∇ξφ‖)Ω ∀w ∈ Vh (37)

again κd is a smoothing parameter and Vh is an appropriate discrete space. The sought after distance field
can easily be computed as,

φ̂ =
φ

ε
(38)

5. Numerical algorithm

In order to solve the convection problem given in eq (23) we choose to use finite elements and Isogeometric
analysis. For completeness we describe the weak formulation and associated numerical parameters adopted.
Then we briefly discuss the Isogeometric analysis shape functions that are used. Adoption of Isogeometric
analysis allows the selection of C1 continous discretisations, which wil turn out to be beneficial.

5.1. SUPG formulation

The convective problem from eq (23) is solved using a SUPG formulation [11]. This problem is state as
follows:

Find φ ∈ Vh such that:

(w + τu · ∇w, φt + u · ∇φ)Ω + (∇ξw, κc∇ξφ)Ω = 0 ∀w ∈ Vh (39)
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where Vh is an appropriate discrete space, τ is the stabilisation parameter computed as

τ =
(
∆t2 + u ·Gu

)−1/2
(40)

and κc is the discontinuity capturing parameter computed as

κc = C |φt + u · ∇φ| . (41)

Note that the residual-based nature choice of the discontinuity capturing parameter makes the total method
strongly consistent. This discontinuity capturing is inspired on similar discontinuity capturing reported [12]
and is dimensionally consistent with more traditional discontinuity capturing parameter such as reported in
for instance [13, 14].

The equations are integrated in time using Crank-Nicolson, where for convenience we introduce the mass
correction in the time derivative,

φt =
φn+1 − (φn + φ′n)

∆t
(42)

in this way φ′n+1 as an instantaneous correction necessary for maintaining mass conservation. The resulting
nonlinear system is solved using PETSc [15, 16].

5.2. Volume conservation

Often, for instance when dealing with incompressible fluids, it is a priori know that the volume of each
subdomain is conserved. That is

V0 =

∫
Ω

1−H(φ̂)dΩ

V1 =

∫
Ω

H(φ̂)dΩ (43)

should be both conserved during the simulation. This mass conservation is not guaranteed in the discrete
setting and it can happen that due to accumalation of volume errors one constituent completely disappears.
To prevent this from happening we add a global constant to our convected level-set field φ in order to restore
global conservation. This global constant is found by solving the following non-linear equation,∫

Ω

H(φ̂(φn+1 + φ′n+1))dΩ =

∫
Ω

H(φ̂(φn + φ′n))dΩ (44)

this is done using a Newton-Raphson procedure. As this is a scalar equation, this routine is quite fast.

5.3. Isogeometric analysis

Isogeometric analysis, introduced in [17], is the idea to use shape functions used in CAD directly in the
simulation. Since its introduction a large body of research is directed towards this general idea, see for
instance [18] and references there in. One of the more popular choices for CAD shape functions are the so
called NURBS, see for instance [19] for more information, which are also adopted in this work.

In [20] it has been has been shown that for NURBS similar approximation properties can be proofed
as for standard finite element. While in [21] it has been demonstrated in a fundamental level that show
superior convergence properties in terms of accuracy per degree of freedom. A large body of work exist
conforming the benefits of adopting NURBS shapefunctions – or isogeometric analysis in general.
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6. Numerical experiments

6.1. Distortion test

In order to assess the four alternative approaches for redistancing we apply them to distorted meshes,
where the meshsize is uniformly reduced in toward both the x and y axis. The underlying level-set functions
is given as,

φ = x− y (45)

which results in an interface running from the bottom left to the top right.
The contour lines of the Heaviside due to the redistancing in terms of mesh length is given in figures 3,

4,5 and 6. To exaggerate the results we have selected a relatively wide interface width, namely α = 3.

(a) Direct redistancing (b) Projected redistancing (c) Projected scaling (d) Projected inverse scaling

Figure 3: Contour lines for the different redistancing approaches, all results are on de C1 −Q2 mesh without any smoothing.

(a) Projected redistancing (b) Projected scaling (c) Projected inverse scaling

Figure 4: Contour lines for the different projection approaches, all results are on de C1 −Q2 mesh with smoothing κd = 1.

In figure 3 the contours for all four methods on a C1 − Q2 mesh are presented. From this it can be
clearly seen that the direct redistancing results in a discontinuous Heaviside, illustrated by the contour lines
that terminate at element edges. This shows that even on C1 meshes the direct scaling does not necessarily
provide a smooth Heaviside. For the other three approaches the contour lines are nicely continuous and
there is hardly any distinction between the three projection based methods. On a C0 −Q1 mesh the result
for all four approaches will look analogous.

In figure 4 the effect of moderate smoothing is presented. Projected redistancing clearly suffers from
this inclusion of smoothing. While the two scaled projection methods are largely unaffected, although for
projected inverse scaling the contour lines converge a bit less at the origin due to the smoothing. With
increased smoothing projected inverse scaling will suffer more from this effect, as shown in figure 5.
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(a) (b) (c)

Figure 5: Contour lines for the scaling approaches, all results are on de C1 −Q2 mesh with high smoothing κd = 10.

(a) Projected scaling (b) Projected inverse scaling

Figure 6: Contour lines for the different redistancing approaches on a triangular mesh with smoothing κd = 1.

In figure 6 the two scaled projection methods on a triangular mesh are presented. The triangular meshes
are generated with gmsh [22] In this case the irregularity of the triangular meshes highly favours the inclusion
of some modest smoothing.

6.2. Problem description: Vortex in a box

To assess the efficacy of the proposed redistancing approaches we apply all methods on the vortex in
a box problem. Given the conclusions of the previous section we focus only on the three projection based
alternatives, as the direct approach failed to deliver smooth Heaviside functions.

The problem setup and parameters are taken from [23]. The computational domain is a unit square and
φ is initialised such that its zero level set is a circular disc of radius 0.15 centered at (0.50, 0.75). The flow
velocity is time-dependent and is prescribed to be u = (u, v), where

u = cos

(
πt

8

)
sin(2πy) sin(πx)2

v =− cos

(
πt

8

)
sin(2πx) sin(πy)2 (46)

Until t = 4 this velocity field stretches the disc into a very thin spiral, after this time the flow reverses and
the spiral is deformed back into a perfect circle at t = 8.

We solve this problem on different meshes. On the one hand we have a sequence of quadrilateral NURBS
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elements with linear-C0 or quadratic-C1 tensor product based shape functions. Additionally we solve the
problem on triangular elements. Which should indicate the generality of the approach.

Initially we solve select an 80 × 80 element mesh for the NURBS meshes and a equivalent triangular
mesh with 16794 linear elements 8558 nodes. In this triangular mesh the target edge length is identical to
the edge length in the NURBS meshes. This mesh size is selected because it is sufficiently accurate to draw
meaningful conclusion, while on the other hand it is still coarse enough to see the numerical errors and judge
the behaviour of the methods with the naked eye.

6.3. Projected redistancing
Figure 7 shows snapshots of the smooth Heaviside at maximum distortion for the different smoothing

parameters κ for a 80x80 C0 linear mesh.

(a) κd = 0.1 (b) κd = 1 (c) κd = 10

Figure 7: Contour plots of the smooth Heaviside for projected redistancing on a 80x80 C0 linear mesh

It can be seen there is a delicate balance between not enough smoothing and to much smoothing. When κ
is small there is not enough smoothing and the distance field shows oscillations, while for the higher values of
κ the diffusion caused by the smoothing moves the interface more then desired. For the other discretisations
– P1 triangles and C1 −Q2 quadrilaterals – we get similar results, leading to the same conclusion.

−2.0

−1.0

0.0

1.0

2.0

0 1 2 3 4 5 6 7 8

φ
′

(×
10
−

3
)

t

Figure 8: Correction required for volume conservation for the 80× 80 linear mesh with κd = 1.

For all simulations the volume is conserved up to machine precision, even when the solution is highly
deformed due to the smoothing. This demonstrates effectivity of the volume correction method presented
in section 5.2. The correction required for volume conservation is of the order 10−3 per time step. A typical
time trace of this correction is given in figure 8.
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6.4. Projected scaling

Figure 9 shows snapshots of the smooth Heaviside at maximum distortion for the different smoothing
parameters κ for a 80x80 C0 linear mesh.

(a) κd = 0.1 (b) κd = 1 (c) κd = 10

Figure 9: Contour plots of the smooth Heaviside for projected scaling on a 80x80 C0 linear mesh

It can be seen that for this approach there is no problem when a large smoothing parameter is used.
However, when the smoothing parameter is too small the solution becomes spotty and irregular similar as
in the previous section. This monotoon behaviour with respect to the smoothing parameter makes this a
viable approach. For the other discretisations – P1 triangles and C1 − Q2 quadrilaterals – we get similar
results, leading to the same conclusion.

−2.0

−1.0

0.0

1.0

2.0

0 1 2 3 4 5 6 7 8

φ
′

(×
10
−

4
)

t

Figure 10: Correction required for volume conservation for the 80× 80 linear mesh with κd = 1.

The interface conservative nature of the redistancing approach is also apparent in the time trace of the
correction parameter required to conserve volume. A typical time trace is depicted in figure 10. When
comparing with the time trace of the previous section, in figure 8, we see that the required correction is
roughly an order of magnitude less.

6.5. Projected inverse scaling

Figure 11 shows snapshots of the smooth Heaviside at maximum distortion for the different smoothing
parameters κ for a 80x80 C0 linear mesh. For this approach both the smoothing does not have a significant
influence on the answers, both high and low smoothing limit give very acceptable answers.
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(a) κd = 0.01 (b) κd = 1 (c) κd = 100

Figure 11: Contour plots of the smooth Heaviside for projected inverse scaling on a 80x80 C0 linear mesh

(a) κd = 0 (b) κd = 1 (c) κd = 100

Figure 12: Contour plots of the smooth Heaviside for projected inverse scaling on a 80x80 C1 quadratic mesh

(a) κd = 0.01 (b) κd = 1 (c) κd = 100

Figure 13: Contour plots of the smooth Heaviside for projected inverse scaling on a triangular mesh with 4541 elements

Figure 12 shows the contours for the same smoothing range but now on the C1 −Q2 mesh. The results
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Figure 14: Correction required for volume conservation for the 80× 80 linear mesh with κd = 1.

look very similar. For the triangular mesh the results, as shown in figure 13 , are less smooth due to
unstructured nature of the mesh. Therefor smoothing has a more pronounced effect for this mesh, where
the higher smoothing results in better and smoother answers. However, as shown in section 6.1 there is also
an upper limit to the desired smoothing.

The better behaviour of the projected inverse scaling compared with the projected scaling is also apparent
when we look at the time trace of the correction required for volume conservation, see figure14. This
correction value is smaller, but also varies significantly less violently over time.

6.6. Convergence study

Using the results form the previous sections we conclude focus our attention only on the approaches that
showed the most potential. This are is projected inverse scaling which is suitable for all mesh types. For the
quadrilateral meshes, there is smoothing is absent κd =, while for the triangular mesh we use a relatively
high smoothing ofκd = 10. Results form the previous paragraph indicate these smoothing values lead to
satisfying results.

In this section we will investigate the convergence of this approach. We look at two different measures
for the correctness of the solution at the final time T = 8. First, we look at the area mismatch between
actual and anticipated area indicated by the level-set. The anticipated value is the initial area at T = 0.
This measure is computed as,

L1(Ĥ) =

∫
Ω

|H(φ̂
T

)−H(φ̂
0
)|dΩ (47)

and is physically the most relevant in future application.
Additionally, we look how far the local distance field meandered from the anticipated value. Again the

initial solution is used as reference. For this we use the following norm.

L∞(φ) = max
x∈Ω
|φT − φ0| (48)

The convergence data for a sequence of meshes is give in table 1 and plotted in figure 15. For the
triangular mesh the indicated element count is the target element count for the mesh generator. The
resulting meshes have 242, 1054, 4262 and 16794 elements and 141, 568, 2212 and 8558 nodes, respectively.

The convergence results are slightly disappointing, for the linear meshes the convergence approaches first
order for both norms, while for the quadratic NURBS mesh both norms converge with a slightly higher right
of around 1.5. This is less than is reported in [7]. This might be explained by the local volume conservation
routine used in that work, while in this paper a global volume conservation is employed.
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Linear triangle Linear quad Quadratic quad

Elems L1(Ĥ) Rate L∞(φ) Rate L1(Ĥ) Rate L∞(φ) Rate L1(Ĥ) Rate L∞(φ) Rate

10 1.26e-1 3.44e-1 1.34e-1 3.88e-1 1.26e-1 3.06e-1
20 1.06e-1 0.26 2.54e-1 0.44 1.03e-1 0.38 2.37e-1 0.71 6.19e-2 1.03 1.49e-1 1.04
40 6.80e-2 0.64 1.42e-1 0.84 5.37e-2 0.94 1.20e-1 0.98 1.89e-2 1.72 5.44e-2 1.45
80 3.20e-2 1.09 7.95e-2 0.84 2.52e-2 1.09 6.68e-2 0.85 7.46e-3 1.34 1.78e-2 1.61

Table 1: Convergence of the level-set method
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Figure 15: Mesh convergences plots of the projected inverse scaling approach.

7. Conclusions

In this paper four approach to get a distance field in terms of element lengths are presented. These
approaches attempted to solve two issues at the same time. To get truly smooth heavisides on arbitrary
meshes, and to get a distance field without solving the difficult Eikonal equations directly.

In order to get smooth Heavisides on arbitrary meshes the standard Eikonal equation has been recast
in terms of a mesh-metric, thereby taking the local meshsize into account when computing a distance field
in terms of element lengths. Solving the Eikonal equation is circumvented by introducing a multiplicative
scaling of the level-set. In this paper four different approaches for performing this scaling are investigated.
This is done for linear triangular meshes, linear quadrilateral meshes and C1-continuous quadratic meshes.
Form this the following conclusions can be drawn:

• Direct redistancing.In this approach the original levelset function is corrected using local derivative
information, resulting in a simple relation for the scaled distance field. However, this approach fails
to deliver a smooth Heaviside, even on C1 meshes. Therefore, despite its simplicity this approach has
to be discarded.

• Projected redistancing In this approach the discontinuous scaled distance field from the direct redis-
tancing approach is projected on a continous discretisation. This does corrects the smoothness issues
but introduces other problems. On the distorted mesh the use of smoothing resulted in spuriously
diverging contour lines at the boundary. Additionally, in the vortex problem insufficient smoothing
results in a irregular solution while increasing the smoothing leads to excessive problems to conserve
the interface location. Therefore, this approach has to be discarded as well.

• Projected scaling In this approach not the scaled distance field itself, but only the scaling is projected.
This solves the problem of excessive interface movement at higher smoothing numbers. Unfortunately,
low smoothing can still result in irregular solutions. Therefore we conclude that this is in principle a
viable approach, but not the most desirable.
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• Projected inverse scaling In this approach not the scaling but its reciprocal value is projected. In
this approach the presence of smoothing plays a less prominent roll. In the absence of smoothing the
approach still gives high quality solutions. Similar to the projected scaling approach the interface is
precluded from moving. Therefore we conclude that this is approach has all the desired properties and
is the approach of choice.

A convergence study using the selected approach is performed looking at the L1 convergence of the
Heaviside, this is effectively the mismatched area. Additionally we look at the L∞ norm of the level-set. It
is shown that the method is first order on when using linear triangles and quadrilaterals While on quadratic
quadrilaterals the method is slightly higher order, approaching an order of 1.5. This slightly reduced order
of accuracy might be due to the global volume conservation.

In the future the presented level-set approach will be to solve two-fluid flow including (flexible) floating
objects. By avoiding a solution of the redistancing problem, the new approaches should facilitate stong
coupling of the entire problem. Opening a way for strict energy control at the two-fluid interface.
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