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ABSTRACT

Background: Personality plays a pivotal role in our understanding of human actions and behavior. Today, the applications of personality are widespread, built on the solutions from psychology to infer personality. Aim: In software engineering, for instance, one widely used solution to infer personality uses textual communication data. As studies on personality in software engineering continue to grow, it is imperative to understand the performance of these solutions. Method: This paper compares the inferential ability of three widely studied text-based personality tests against each other and the ground truth on GitHub. We explore the challenges and potential solutions to improve the inferential ability of personality tests. Results: Our study shows that solutions for inferring personality are far from being perfect. Software engineering communications data can infer individual developer personality with an average error rate of 41%. In the best case, the error rate can be reduced up to 36% by following our recommendations.

CCS CONCEPTS

• Software and its engineering → Programming teams; • Human-centered computing → Natural language interfaces; • Social and professional topics → Cultural characteristics; • Computing methodologies → Simulation evaluation.
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1 INTRODUCTION

Personality is an indicator of how we think, feel, and do [62] with widespread applications. In software engineering, for example, individual developer personality is used to understand contribution patterns [44], work preferences [36], and work satisfaction [2], while collectively, it is used to improve team composition [19, 22].

There are two widely used methods to infer personality: questionnaire and psycholinguistic test. A questionnaire is a gold standard to measure personality (e.g., [53]) in which people are asked a series of questions, responses to which indicate personality. This approach, however, is time-consuming and relies heavily on the response rate. On the other hand, a psycholinguistic test fetches a sizeable amount of text written by a person to a ‘model’ to generate personality scores (e.g., [44]; also see Figure 1).

Psycholinguistic models are widely used in different contexts (e.g., software engineering [44] and social media platforms such as Twitter [23, 24]), often replacing its alternative questionnaire. In software engineering, models based on psycholinguistic tests are widely used to measure developer personality [9, 44].

While applied to the technical discussions in software engineering, these models are trained on casual conversations (e.g., essays and blog posts [62]). Therefore, how well these models infer developer personality is questionable. To assess the inferential ability of the models used for measuring developer personality in software engineering, this paper solicits answer to the following research question:

Do psycholinguistic tests (trained on different text source(s)) reliably infer developer personality from SE communications data?

We analyzed developer discussions on collaborative software projects at GitHub using three state-of-the-art and practice psycholinguistic models for inferring personality. We studied the Personality Insights tool developed by IBM Watson and two models from academia: Golbeck et al. [23] designed for small text sizes such as Twitter posts and Yarkoni et al. [62] designed for longer texts such as blog posts. We also generated ground truth by conducting a questionnaire for a subset of developers to validate the personality inferences from the three models.

We answer the research question in terms of four sub-questions (see Figure 1 for an overview), exploring the characteristics of (1) the input text fetched into a model, (2) the model itself, and (3) the person whose personality is measured. First, we explored the influence of textual features that do not appear in a usual conversation and are otherwise a part of software engineering communications (e.g., technical jargon) or the syntax used on the platform the discussion ensues (e.g., markdown). Our first question is:

RQ1. Do characteristics of the software engineering communications data influence inferred personality?
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With our recommended data-sanitization steps, the error rates can be reduced (in our case, up to 36%). We observed that the three state-of-the-practice models to each other and the ground truth to find:

Q1: How accurate are the personality scores inferred from psycholinguistic tests?
Q2: Is one model better than other in inferring developer personality from software engineering data?
Q3: Does the reliability of inferred personality change with the size of the input text?
Q4: Does English proficiency relate to the reliability of personality inferred from psycholinguistic tests?

Our study shows that psycholinguistic tests can be administered to infer developer personality from software engineering communications data with an error rate of 25-48%, with some exceptions. With our recommended data-sanitization steps, the error rates can be reduced (in our case, up to 36%). We observed that the three models perform comparably and optimally with an average word count between 600 to 1200 and that English proficiency influences the inferred personality traits.

This paper is organized into seven sections. Starting with an introduction in Section 1, we describe the background information and related work in Section 2. Section 3 presents our study design followed by results and their discussion in Section 4 and 5 respectively. We highlight the limitations and threats to validity of our study in Section 6. Finally, in Section 7 we present our conclusions and directions for future work.

2 BACKGROUND AND RELATED WORK

There are many ways to express personality, of which the Big Five Personality model (or BFP) is the most widely used. The Big Five personality framework has gained acceptance among trait psychologists for its validity and reliability [28, 39]. It comprises five traits, namely Openness to Experience, Conscientiousness, Extraversion, Agreeableness, and Neuroticism (in short: OCEAN). Following is an explanation for the five personality traits:

- **Openness to Experience** is characterized by intellectual curiosity, imagination, and open-mindedness. It is also referred to as Intellect/Artistry, or Openness [54]. Its opposite, close-minded people often have a narrow range of creativity and intellectual interest.
- **Conscientiousness** is characterized by the preference of order, structure, persistence to a goal, and responsibility. Low conscientiousness is linked with comfort, flexibility, and spontaneity but also sloppiness and lack of reliability [54].
- **Extraversion/Extroversion** is characterized by energy creation from external means, social engagement, and assertiveness. Highly extraverted people feel comfortable in social environments, experience positive emotions more often than introverted people [54].
- **Agreeableness** is characterized by the tendency to experience positive emotions and to experience negative emotions. Lower agreeableness is linked to emotional stability. Lower neurotic people tend to stay calm and resilient, also referred to as emotional stability [54].
- **Neuroticism** is characterized by the general concern for other’s well-being and social harmony. Disagreeable people have less concern for the regard of others and social norms of politeness [54].

Studies show that the personality structure of an individual is, in part, a function of the linguistic characteristics the individual shares with a group of people [27]. Further, Pennebaker [43] adds that the smallest and stealthiest words in our vocabulary define something about our personality; words like ‘with’ and ‘together’ often indicate the author having better social skills, having more social friends, and the author usually rate themselves as more outgoing. With this as basis, automatic methods called ‘psycholinguistic models’ identify personality from a text by transforming the words used into personality scores.

Many studies in software engineering (e.g., [10, 42, 44]) and beyond (e.g., [23]) have used psycholinguistic tests for inferring personality. In software engineering, one of the first studies showed that communications data can be used to infer personality [46]. Today, software communications data are used to infer developer personality (individually and as a group) to characterize developers and their participation patterns [10, 44], and its effect on project success [63], including intermediate steps such as pull request acceptance [30].

As the studies exploring the role of personality in software engineering continue to grow, it is crucial to understand the promises and perils of existing solutions and explore future directions, if necessary.

3 STUDY DESIGN

To investigate the inferential ability of psycholinguistic tests on software engineering communications, we compare the test scores from three state-of-the-practice models to each other and the ground truth. This section presents how we infer developer personality using psycholinguistic tests and gauge ground truth using a questionnaire. Next, we describe the data collected for analysis followed by the statistical tests to investigate each research question. A curated list of data and scripts used for analysis (in compliance with the GDPR) is available at respectively [60] (data) and [59] (scripts).

3.1 Psycholinguistic Tests

At the core of psycholinguistic tests are models that take written text as input and transform it to generate five numbers, representing the five personality traits (see Figure 1). In this study, we use three widely used models: two from academia (Yarkoni [62] and Golbeck et al. [23, 24]) and one from industry (IBM) - Personality Insights.3

![Figure 1: shows the working of the psycholinguistic test. Q1-4 points to the aspect studied by a research question.](https://www.ibm.com/watson/services/personality-insights/)
The two academic models are based on Linguistic Inquiry and Word Count tool (LIWC)\(^4\). LIWC calculates the percentage of words in a text indicating emotions and part of speech, among others \(^5\) (also referred to as word categories). These word categories are correlated with personality traits; therefore, calculating a weighted sum of word categories and correlation coefficient indicates personality.

While the two models are structurally the same, they are different in the text sources for training. Yarkoni trained its model on long essays \(^6\), while Golbeck trained it on short Tweets \(^7\), \(^8\). These differences in text culminates into correlations, hence differences in the weights of the two models. Likewise, we can expect differences to culminate in software engineering text which is different from tweets and essays due to the use of markdown, SE-specific terms, formality, and structure of pull requests.

Unlike the two academic models, Personality Insights (or PI) is not trained on one type of text source and is expected to be more general-purpose compared to the two academic models. It uses an open vocabulary and a machine learning model that continues to learn new words, phrases, topics, and categories \(^9\). This model acts as a black box generating personality scores for a given text. Preprocessing. The three models generate five real numbers each, indicating the five personality traits. However, these numbers do not have a meaning in themselves and show personality relative to a population. For example, imagine two people, Alice and Bob, with an extraversion score of 1.25 and -2.3. How do we interpret the two scores? How big is the extraversion score 1.25 compared to the extraversion score -2.3?

To make the inferred personality scores meaningful, we bring them to a comparable scale, assuming that the sample population represents all personality types. We transform the numeric scores for each separate personality trait using min-max normalization to values including and between 0 and 1. In the revised scale, extraversion score 0 refers to an introvert, relative to the studied population. Similarly, score 1 refers to an extrovert, and a score of 0.5 refers to an average personality trait with combined introvert and extrovert characteristics.

### 3.2 Questionnaire

We use personality traits inferred from a questionnaire (also a gold standard) as our ground truth. Currently, there are two widely used questionnaires for inferring personality: NEO-PI-R \(^10\) and Big Five Inventory (BFI) \(^11\)–\(^13\). We choose to use BFI driven by two factors. One, we intended to reach a wider audience since only then can we reliably interpret the inferential ability of psycholinguistic tests. Two, we realize that people are less likely to react to our questionnaire since answers to our questions indicate their personality, and they may have privacy concerns. BFI is the shorter of the two methods, as filling in the questionnaire takes 5-10 minutes, compared to the 30-40 minutes required for the NEO-PI-R questionnaire. Furthermore, BFI’s reported reliability and validity are comparable to NEO-PI-R \(^4\), \(^6\), \(^21\). We hypothesize that by selecting a less time-intensive questionnaire, we can reduce the number of participants dropping out, enabling us to reach a wider audience. We further incentivized participation by offering an Amazon gift card of 25 USD as prize. To mitigate privacy concerns, we informed our prospective survey respondents on our objective, implementation details, and their right to withdraw, in compliance with GDPR\(^3\) and as approved by the University Ethics Board via Data Privacy Impact Assessment.

Our survey comprises 44 questions indicating personality (Openness (10), Extraversion (8), Agreeableness (9), Conscientiousness (9), and Neuroticism (8)). An example question in our survey is: ‘I am someone who is talkative.’ The answer to each question is a value between 1 and 5, with 1 representing ‘strongly disagree’ and 5 - ‘strongly agree.’

Personality is then calculated as a sum of the answers to the following question numbers for a given personality trait \[^8\], \[^31\], \[^32\]\) (see the survey in replication package for detail).

- Openness: 5, 10, 15, 20, 25, 30, 35R, 40, 41R, 44
- Conscientiousness: 3, 8R, 13, 18R, 23R, 28, 33, 38, 43R
- Extraversion: 1, 6R, 11, 16, 21R, 26, 31R, 36
- Agreeableness: 2R, 7, 12R, 17, 22, 27R, 32, 37R, 42
- Neuroticism: 4, 9R, 14, 19, 24R, 29, 34R, 39

Here, ‘R’ is a reversed score calculated as 6 - <score>. In addition to the questions relating to personality, we also asked questions indicating proficiency in English: (1) ‘English is my mother tongue’ (2) ‘I am fluent in written English’, and (3) ‘In what country did you spend most your youth?’. The first two questions accepted a three-point Likert scale (‘yes’, ‘no’, and ‘maybe’) as valid answers. We also informed the participants about the compliance of our investigation to the GDPR.

### 3.3 Data Collection

We select contributors to infer personality by mining their communication history relating to software development and can gather ground truth by running a questionnaire. For some contributors, we cannot infer personality. This includes contributors who did not communicate on GitHub, or their communication history was insufficient or unavailable. We analyze development activities on GitHub for our analysis \[^35\], as is also used by the recent studies on personality (e.g., \[^30\], \[^44\]).

We collected information on the top 3% of projects with most development activities from GHTorrent \[^25\] (version June 2019). We set a lower bound of 33 pull requests for project selection (same as the new dataset for pull request research \[^64\]) since such projects are less likely to exhibit communicative intentions amongst developers. Projects deleted at the time of creating the dataset were left out, as we could not trace the comments back to GitHub anymore. Ultimately, we collected data from 8,436 projects developed in Java, JavaScript, Python, Ruby, Go, and Scala. The selected projects may have more contributors. However, we leave out contributors who did not write any comments or whose comments are not available for analysis.

For each selected contributor, we had at least one written comment (in a pull request, issue, or commit) and possibly many comments available in the selected projects. While each contributor comment can suggest personality, we combine all available sentences and present them as the input to the three models for improved reliability.

\(^3\)https://gdpr-info.eu/

\(^4\)http://liwc.wpengine.com/
Table 1: presents the distribution of survey responses continent-wise and English proficiency inferred from self-perceived fluency and mother tongue English.

<table>
<thead>
<tr>
<th>Continent</th>
<th>Fluent</th>
<th>Mother tongue</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Europe</td>
<td>102</td>
<td>7</td>
</tr>
<tr>
<td>Asia</td>
<td>49</td>
<td>9</td>
</tr>
<tr>
<td>North-America</td>
<td>40</td>
<td>0</td>
</tr>
<tr>
<td>South-America</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>Africa</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>218</td>
<td>18</td>
</tr>
</tbody>
</table>

Preprocessing. Before fetching the comments’ data to the model, we manually analyzed the comments and found two outlier behavior. First, some contributors had written less than 100 words, even after combining the texts from all written comments. Since shorter texts are less likely to reliably infer personality (e.g., PI tool denies request with less than 100 words [13]), we removed contributors with shorter texts from our analysis. Second, we found some accounts with an extraordinarily large size of text (e.g., ‘lintr-bot’, a bot for static code analysis for R). Upon closer inspection of these comments, we found that texts in such accounts have repetitive statements and texts such as “I am a bot” suggesting that these accounts are not operated by humans but by bots. We manually identified and after inspection removed all such accounts based on keyword search ‘bot’ and otherwise large text size. Finally, we analyze 4,081,957 comments written by 28,337 contributors from 8,436 projects.

Survey. From the 28,337 contributors, we chose a representative sub-sample worldwide, accounting for the observed regional differences in personality traits [34, 50]. Using K-Means clustering, we created six clusters on the world map, one centroid for each continent (except Antarctica). The location information for these contributors is inferred using the Bing Map API service\(^6\), in combination with the information available on GHTorrent [25]. We randomly selected 2,050 participants from the six clusters, equally from each cluster for whom we could infer email addresses. We invited 2,050 participants to answer our research question.

To boost the survey response rate, we send customized emails to contributors at 10:00 AM in their timezone [20]. In the end, 267 people filled our questionnaire (a 13% response rate). A detailed description of the demographics of our survey respondents is presented in Table 1. Our participants over-represent Europe and the USA, but we have a representation of each continent.

3.4 Statistical tests

To answer the four questions, we need information on: (1) do there exist differences in the personality scores calculated using two methods? (2) if a difference exists, how big is the effect? and (3) overall accuracy of a method.

To check whether there exists a statistically significant difference in the personality scores inferred using two methods, we use the Student t-test [56] or the Wilcoxon signed-rank test [61]. When the data is (near) normally distributed, we use the Student t-test and Wilcoxon signed-rank test otherwise. We use a combination of the Shapiro-Wilk test and Q-Q plots to infer the non-normality of the data.

If there are statistically significant differences in the distribution of personality scores inferred using any two models, we calculate effect size to indicate the actual differences in personality scores. We report effect size $r$ [48], Cohen’s $d$ [14, 15], or Cramér’s $V$ [18] depending on data distribution and choice of method (see Table 2 for interpreting effect sizes). Cohen’s $d$ is used for normally distributed data, and we use $r$ otherwise [14, 15]. Cramér’s $V$ is used for nominal data.

Finally, we report the accuracy of a method compared to the ground truth. We report accuracy in Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE). MAE considers each error equally, and by calculating an average of the errors, it gives an average impression of the overall error. RMSE, in contrast, takes the square root of the average squared error, which means that more significant errors count more than minor errors. Collectively, the two metrics present an overall and nuanced view of errors with values closer to zero, indicating similarity in scores. In this paper, we report MAE and both MAE and RMSE in the technical report [58]. All statistical tests are conducted in R, details on which are available in the replication package.

3.5 Characteristics of SE communications data

RQ1. Do characteristics of the software engineering communications data influence inferred personality?

Psycholinguistic tests for inferring personality are trained on natural language text. When applied to GitHub communications data, the written text has two other sources of variability: (1) technical words relating to software engineering, and (2) GitHub flavored language (i.e., markdown markup language\(^7\)). So, suppose the model proposed by Golbeck et al. were to infer personality. It can incorrectly take exclamation mark (used to integrate images as ![...](...) as an indicator for high conscientiousness, high neuroticism, and low openness to experience [23].

To systematically identify factors that can potentially influence the inferred personality score, we looked into four directions. First, we identified preprocessing steps used by the previous studies in software engineering [3, 5, 11, 49, 51]. Second, we searched for terms in LIWC dictionary that can be incorrectly represented in software engineering text. We looked for extreme/outlier personality scores to identify such elements and propose preprocessing steps based on our findings. Third, we investigated the influence of elements that raise privacy concerns (e.g., emails and IP addresses - European GDPR [17, 41]). Finally, we investigate the effect

\(^6\)https://www.bingmapsportal.com/Application

\(^7\)https://daringfireball.net/projects/markdown/
of removing elements for improved efficiency and reduced storage requirements.

We identified twelve preprocessing steps indicating (a) the influence of software engineering on the written text, (b) platform-specific features (e.g., Markdown), and (c) identifying/personal information. We identified removing (1) numbers [3, 5, 49, 51], (2) hashtags [5, 11], (3) URLs [3, 5, 11, 49], and (4) @-references [3] from previous studies. Relating to the terms incorrectly represented in software engineering, we identified removing (5) quotes, (6) code blocks, and (7) images as part of Markdown characteristics. For privacy reasons, we explore removing (8) email addresses and (9) IP addresses. Finally, for efficiency, we propose removing (10) upper case, (11) variants of white space (e.g., ‘t, ‘n, and ‘l) replacing it with a single white space, and (12) double white space and space before punctuation. Some or all of these steps can potentially influence the inferential ability of the psycholinguistic models for inferring personality in software engineering.

Approach. To gauge the impact of a preprocessing step, we compute personality scores with and without the step. If we find statistically significant differences in the distribution of scores (for paired observations), we explore whether the scores are better with or without the preprocessing step. Next, we compare the scores to the ground truth to see if the proposed change is for the better. We report the accuracy of the inferred personality scores using Mean Absolute Error and Root Mean Squared Error.

3.6 Comparison of models

RQ2. Is one model better than other in inferring developer personality from software engineering data?

We compare the scores inferred from each model to the ground truth and report accuracy in MAE and RMSE. But before we answer this question, we process the data in two ways. One, we applied the appropriate preprocessing steps identified in the previous research question to the input written text. Two, we manually investigate the distribution of scores in the three models to identify any need for transformation to bring the data from the three models to the same scale. We apply mean-centering such that the new mean for a single white space, and (12) double white space and space before punctuation. Some or all of these steps can potentially influence the inferential ability of the psycholinguistic models for inferring personality in software engineering.

Approach. To gauge the impact of a preprocessing step, we compute personality scores with and without the step. If we find statistically significant differences in the distribution of scores (for paired observations), we explore whether the scores are better with or without the preprocessing step. Next, we compare the scores to the ground truth to see if the proposed change is for the better. We report the accuracy of the inferred personality scores using Mean Absolute Error and Root Mean Squared Error.

3.6 Comparison of models

RQ2. Is one model better than other in inferring developer personality from software engineering data?

We compare the scores inferred from each model to the ground truth and report accuracy in MAE and RMSE. But before we answer this question, we process the data in two ways. One, we applied the appropriate preprocessing steps identified in the previous research question to the input written text. Two, we manually investigate the distribution of scores in the three models to identify any need for transformation to bring the data from the three models to the same scale. We apply mean-centering such that the new mean for a single white space, and (12) double white space and space before punctuation. Some or all of these steps can potentially influence the inferential ability of the psycholinguistic models for inferring personality in software engineering.

Approach. To gauge the impact of a preprocessing step, we compute personality scores with and without the step. If we find statistically significant differences in the distribution of scores (for paired observations), we explore whether the scores are better with or without the preprocessing step. Next, we compare the scores to the ground truth to see if the proposed change is for the better. We report the accuracy of the inferred personality scores using Mean Absolute Error and Root Mean Squared Error.

3.7 Size of input text

RQ3. Does the reliability of inferred personality change with the size of the input text?

Golbeck is trained on Twitter messages of size 50 to 5724 words [23], while Yarkoni is trained on blog posts with at least 50,000 words [62]. The text size mentioned above refers to the concatenation of available Twitter messages and blog posts for an author. PI requires all material text size [13]. In our dataset, we have 4,346 contributors who had written at least 3000 words are candidate for analysis. We select the first ‘n’ words for each text size to identify differences in personality score inferred using different text sizes. If vast differences exist, we compare the accuracy of the increased text size to the ground truth.

3.8 English proficiency

RQ4. Does English proficiency relate to the reliability of personality inferred from psycholinguistic tests?

We explore English proficiency in two ways. Our first definition links English mother tongue, often referred to as the child’s native or first acquired language [40], to English proficiency. Second, we explore fluency, referring to one’s ability to express oneself easily, as an indication of English proficiency. The first definition is objective and captures the sub-population who innately speak English. The second definition is somewhat subjective but caters to the sub-population who acquired English proficiency by other means.

Survey responses to the question on English proficiency classified contributors into three groups: (1) English proficiency -yes, (2) English proficiency - no, and (3) English proficiency - maybe. We left the option ‘maybe’ since it showed considerable overlap with the yes and no groups, as inferred from the English Proficiency Index. We compared the personality scores for the groups (yes and no) to each other to identify if there exist differences in inferred personality. We use unpaired tests for this question (i.e., Wilcoxon summed rank test and unpaired t-test). If there exist differences, we calculate its extent (by comparing it to ground truth) to find the influence of English proficiency on inferred personality.

4 RESULTS

RQ1. Do characteristics of the software engineering communications data influence inferred personality?

Eliminating platform-specific features (e.g., quotes and code block) improved inferred personality scores. Other factors did not affect personality scores but otherwise improved efficiency (e.g., double white space) and lowered privacy concerns (e.g., email address).

Our investigation of twelve preprocessing steps shows either improvement in the inferred personality score or improvements in efficiency and reduced privacy concerns without influencing the inferred personality score. Table 3 presents the maximum percentage improvements in the inferred personality traits (calculated as mean absolute error) when a preprocessing step is applied. The reported scores represent the maximum for the five personality traits (OCEAN) applied on the three models. Table 3 also shows the percentage of the text population that is affected by the preprocessing step. Remember that the characteristics of the text do not change with the choice of model or personality trait. We report findings from 11 out of 12 preprocessing steps. We do not present results from removing quoted text since this text is written by someone else. We do not consider the quoted text as a representation of the analyzed person’s personality.
Table 3: Reports maximum percentage improvement in MAE and population affected for all traits for a preprocessing.

<table>
<thead>
<tr>
<th>Preprocessing step</th>
<th>Improvement MAE (%)</th>
<th>Population (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code blocks</td>
<td>&lt;36%</td>
<td>&lt;100%</td>
</tr>
<tr>
<td>Remove URLs</td>
<td>&lt;18.2%</td>
<td>&lt;99.9%</td>
</tr>
<tr>
<td>Remove images</td>
<td>&lt;11.1%</td>
<td>&lt;99%</td>
</tr>
<tr>
<td>Remove numbers</td>
<td>&lt;9.1%</td>
<td>&lt;99.9%</td>
</tr>
<tr>
<td>Remove @-ref</td>
<td>&lt;6.7%</td>
<td>&lt;93.9%</td>
</tr>
<tr>
<td>Remove IP</td>
<td>&lt;5.3%</td>
<td>&lt;95.5%</td>
</tr>
<tr>
<td>Remove hashtags</td>
<td>&lt;5%</td>
<td>&lt;91.4%</td>
</tr>
<tr>
<td>Lowercase parsing</td>
<td>0%</td>
<td>&lt;0.1%</td>
</tr>
<tr>
<td>Whitespace parsing</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Remove emails</td>
<td>0%</td>
<td>&lt;0.1%</td>
</tr>
<tr>
<td>Remove spaces</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

We found that removing code blocks, quotes, images, URLs, and numbers improves the models’ accuracy. The first three factors – code blocks, quotes, images – are platform and software engineering-specific features, and as expected, their removal improves inferred personality scores. We recommend to always remove quotes and code blocks as they can reflect another person’s personality. Likewise, by removing the markdown text indicative of images, which otherwise can be linked with personality, we reduce the chances of misclassification. Removing URLs also improved our inference, a factor identified in prior studies [3, 5, 11, 49]. We believe that the improvement is attributed to the words in the URL which are otherwise misclassified as a part of the communication.

Another factor identified in the existing studies is the removal of numbers [3, 5, 49, 51]. Generally, our analyses show that removing numbers improves the inferred personality scores, except for Yarkoni’s extraversion and agreeableness. For Yarkoni’s extraversion and agreeableness, we observed that removing numbers made the inference less accurate. See the technical report for details [58]. On further investigating Yarkoni’s model, we found that the word category Number correlates to extraversion and agreeableness [62], and hence the observation. ‘Number’ has no relation to any other personality trait in the other two models. Golbeck does not use it and there is no effect on PI.

Other preprocessing steps did not influence the personality score but improved another property. We found that removing the upper casing and spaces before punctuation and conformance of white space did not influence inferred personality (refer to Table 3) but improved processing speed and reduced storage needs. The remaining factors: hashtags [5, 11] and @-references/username [3] (identified in the literature) and email addresses and IP addresses (found in this study), did not influence personality score but reduced privacy concerns by eliminating personally identifiable information.

For the remainder of this study, we applied all twelve preprocessing steps identified above on the input text by removing them from the text. The only exceptions are Yarkoni’s extraversion and agreeableness for which we retained the word category ‘number’.

When on the same scale, we found that most traits can be inferred with a 25-48% error rate from the ground truth with 95% confidence, except Golbeck neuroticism (68%) and PI agreeableness (54%) (see Table 4). Table 4 also shows error rates at 90% and 99% confidence. With error margins this high, one must be cautious in interpreting personality scores, particularly with the two extreme cases: PI extraversion and Golbeck neuroticism. For these two traits, the high error rate renders the results meaningless.

When inferring individual personality, in the worst case, this implies that a person deemed high on agreeableness can actually be low on agreeableness. This problem, however, can somewhat subside when seen collectively (as is in the case of group or team personality). In case of group personality, aggregation of scores can reduce the effect of error margins contingent on the choice of aggregation technique (e.g., median instead of mean). This group personality are the personal characteristics or qualities shared by the members of the group, and the group personality composition has been observed to influence group effectiveness in domains outside of software engineering [26]. We believe that personality inferred from the three psycholinguistic tests will be a better representation of the team than individuals.

Other than the above, we also observed that transformations reduced the effect of large outliers, improving the scores. For future research, we recommend applying transformation(s) to minimize the effects of outliers.

Figure 2 presents the distribution of personality scores for each of the three models and the ground truth. Figure 2 shows that PI and Yarkoni have a similar distribution compared to Golbeck. Generally, Golbeck has a high average personality score indicating big outliers, except for neuroticism.

Figure 2 also indicates a similar distribution in personality scores, albeit at different scales. Therefore, before comparing any two models, we mean-centered the scores. We observed that while the differences among the three methods are still statistically significant, the differences in MAE and RMSE decrease to have a negligible effect when mean-centered. The differences among the models with and without mean-centering is shown in Figure 3. This suggests that the three models perform comparably but at different scales. A detailed comparison of the differences among the models with and without mean centering is available in the technical report [58].

Table 4: Maximum absolute error in inferring personality scores at 90%, 95%, and 99% confidence intervals.

<table>
<thead>
<tr>
<th></th>
<th>PI</th>
<th>Yarkoni</th>
<th>Golbeck</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>O</td>
<td>C</td>
<td>E</td>
</tr>
<tr>
<td>90%</td>
<td>23</td>
<td>36</td>
<td>39</td>
</tr>
<tr>
<td>95%</td>
<td>34</td>
<td>43</td>
<td>46</td>
</tr>
<tr>
<td>99%</td>
<td>42</td>
<td>53</td>
<td>55</td>
</tr>
</tbody>
</table>

When the same scale, we found that most traits can be inferred with a 25-48% error rate from the ground truth with 95% confidence, except Golbeck neuroticism (68%) and PI agreeableness (54%) (see Table 4). Table 4 also shows error rates at 90% and 99% confidence.

RQ2. Is one model better than other in inferring developer personality from software engineering data?

The three models perform comparably when brought to the same scale.
Promises and Perils of Inferring Personality on GitHub

Figure 2: presents the personality traits distribution for the three psycholinguistic tests. Row 1 shows the ground truth (GT) in comparison to PI, Yarkoni and Golbeck. Each histogram presents the distribution of personality scores for a single trait.

Figure 3: MAE scores for each personality trait with and without mean-centering.

Generally, the inferred personality scores increased with text size. However, for Yarkoni conscientiousness and Golbeck neuroticism, we did not find a consistent pattern and hence no optimal text size.

Table 5: Optimal text size for personality inferences

<table>
<thead>
<tr>
<th>Trait</th>
<th>PI</th>
<th>Yarkoni</th>
<th>Golbeck</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>600</td>
<td>100</td>
<td>3000</td>
</tr>
<tr>
<td>C</td>
<td>?</td>
<td>600</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>1200</td>
<td>1200</td>
<td>600</td>
</tr>
<tr>
<td>A</td>
<td>3000</td>
<td>3000</td>
<td>600</td>
</tr>
<tr>
<td>N</td>
<td>1200</td>
<td>600</td>
<td>?</td>
</tr>
</tbody>
</table>

Our comparison of personality scores inferred with text sizes 100, 600, 1200, and 3000 words show that an optimal text size for PI and Yarkoni mostly ranges from 600 to 1200 words. After 1200 words, we did not see significant improvements in personality score. For Golbeck, the optimal text size is 600 words. This is a lower word count compared to the previous estimates by PI [13] and Yarkoni [62] that shows no significant improvements in MAE after 3000 words. Golbeck does not provide such an estimate, but we have no reason to believe it needs more than 3000 words.

RQ3. Does the reliability of inferred personality change with the size of the input text?
Inferential ability of PI and Yarkoni is optimal at 600-1200 words and 600 words for Golbeck. Text with less than 100 words gives unreliable estimates, while beyond 3000 words, we expect no further improvements.

RQ4. Does English proficiency relate to the reliability of personality inferred from psycholinguistic tests?
Fluency in English influences openness to experience scores. Other traits are inferred more accurately for non-fluent people by PI and Yarkoni and by Golbeck for fluent people.

We observed that, depending on the model, English proficiency is linked to the differences in personality traits. Generally, PI and Yarkoni generate somewhat less accurate scores for fluent people in comparison to the ground truth. Golbeck, on the contrary, generates less accurate scores for non-fluent people (refer to the technical report for all the scores [58]). Specifically, PI agreeableness and
Table 6: presents traits for which inferred personality changes with the choice of model and its effect size.

<table>
<thead>
<tr>
<th>Trait</th>
<th>Fluency</th>
<th>Mother tongue</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Difference effect size</td>
<td>MAE Yes</td>
</tr>
<tr>
<td>PI A</td>
<td>small</td>
<td>-.32</td>
</tr>
<tr>
<td>Yarkoni</td>
<td>medium</td>
<td>-.18</td>
</tr>
<tr>
<td>Golbeck</td>
<td>large</td>
<td>.13</td>
</tr>
</tbody>
</table>

Yarkoni neuroticism present worse scores for people fluent in English by a small and medium amount, respectively (see Table 6). In the case of Golbeck openness to experience, we observe significant differences relating to fluency and medium differences for mother tongue in favor of fluent people.

Table 7: Mean openness scores for each method and the ground truth for fluent and non-fluent people and people with and without English as their mother tongue.

<table>
<thead>
<tr>
<th>Method</th>
<th>Fluent Yes</th>
<th>No</th>
<th>Mother tongue Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI</td>
<td>.63</td>
<td>.63</td>
<td>.65</td>
<td>.63</td>
</tr>
<tr>
<td>Yarkoni</td>
<td>.68</td>
<td>.64</td>
<td>.68</td>
<td>.67</td>
</tr>
<tr>
<td>Golbeck</td>
<td>.7</td>
<td>.67</td>
<td>.71</td>
<td>.7</td>
</tr>
<tr>
<td>Ground truth</td>
<td>.71</td>
<td>.64</td>
<td>.74</td>
<td>.7</td>
</tr>
</tbody>
</table>

That said, openness to experience generally changes with fluency for all the three models, with less fluent people being inferred as less open to experience (see Table 7 for details). We observed a similar pattern for the ground truth. The mean score of fluent people ($M = 0.71$) is significantly lower than the mean of non-fluent people ($M = 0.65$), $V = 6.55$, $p < 0.05$. This could indicate that the differences found for openness are introduced by the population, not by the methods used. In addition, mother tongue English is linked to higher openness to experience than the sub-population whose mother tongue is not English, except for PI, which shows the same (refer Table 7).

This finding in itself is not surprising, as several studies have shown the link of cultural background [47] and geographical location [50] to the openness to experience, which can be linked to English proficiency. Earlier studies found lower openness scores for the people in East-Asia than for the people in Europe [34, 50]. Mak and Tran [38] further added that Asians with high English proficiency (in terms of fluency) are reportedly more open to experience than the sub-population.

Our ground-truth, however, did not show a significant difference in the means among Europe ($M = 0.70$), Asia ($M = 0.69$) and America ($M = 0.73$). This also applied to the three methods, which did not significantly differ in the inferred personality scores between continents. We do not have information about the culture and demographics of our participants to study its influence.

Our findings imply that when inferring personality using psycholinguistic tests, we can incorrectly infer personality scores for two reasons: differences in the background of the participants (including English proficiency) and the limitations of the model itself.

5 DISCUSSION AND IMPLICATIONS

Our study shows that irrespective of the choice of psycholinguistic test (with different text size requirements) and the application of proposed preprocessing steps, personality traits can be inferred with an average error rate of 41% at 95% confidence. While we found that twelve out of the thirteen preprocessing steps can improve personality inference up to 36% (in the best case), personality traits such as Golbeck neuroticism can have an error rate up to 68%.

With error margins this high, individual personality inferences are far from an accurate depiction. Notably, the high error rates found here corroborate with the existing research inferring personality using psycholinguistic tests in software engineering [44], but also broadly [37]. Other than the limits of the psycholinguistic tests, our study further highlights the role of English proficiency. The current personality traits make an implicit assumption that the written text is only a reflection of author. In reality, proficiency in English - an individual characteristic, can influence the written text and hence the inferred score.

With such fault margins, we urge people to be careful with concluding from the inferred personality scores. Therefore, a peril of all covered proposed psycholinguistic methods, currently, is their ability to predict all personality types accurately for individuals. A such, we should be very much aware that the inferred personality can be very different from the actual personality. Therefore, we issue a stark warning that this approach should not be used for making decisions relating to individuals. In the case of personality inference on an individual level, one must be careful to use the scores as an indicator, not a truth value. While considering the possible error, the personality scores can be effectively used for team formations or group-related research. However, we do expect that the approach can work better when analyzing the personality at a group level. When personality is measured for a group, depending on the choice of aggregation techniques (e.g., median instead of mean), psycholinguistic models can offer a reasonable estimate.

Next, we present recommendations on choosing a model and optimally inferring developer personality from software communications data.

What model should I choose? Any of the three
How to infer developer personality optimally? Clean the data, choose any of the three models with optimal text size and interpret the findings in relation to author’s English proficiency and known error margins.

We recommend a three-step process starting with preprocessing the software communications data based on the 12 steps identified in this study. Next, apply any model or choose a model that reportedly works best for a specific personality trait of interest. For instance, studies interested in personality trait neuroticism should avoid Golbeck’s model (see Table 4). Depending on the choice of model, choose a minimum text size for optimally reliable scores. For example, when using Golbeck, 600 words will suffice while using 600-1200 words for Yarkoni. Ultimately, once the personality scores are found, it is essential to interpret them within the specific context of the person whose traits are inferred and the error margins when using psycholinguistic tests.

This brings us to the next question that while we can infer developer personality from software communications data, and (2) Should we apply? The answer to the first question is tricky. On the one hand, studies on personality have shown that studies of this kind can bring to an individual and community phenomenon. Further, by highlighting the limits of psycholinguistic tests for inferring personality in software engineering, our study opens up avenue for next steps (see Section 7 for future work).

5.1 Implications

Research: Our study presents the promises and perils of mining GitHub communications data for inferring developer personality. These findings can serve as a guideline for future research building on psycholinguistic tests for understanding a software engineering phenomenon. Further, by highlighting the limits of psycholinguistic tests for inferring personality in software engineering, our study opens up avenue for next steps (see Section 7 for future work).

Practice: Our study shows the practical usability of the existing solutions and the ethical concerns that one should consider prior to use. Further, our study offers a frame of reference on (1) how to infer personality scores optimally (based on the existing psycholinguistic models)? and (2) how to interpret it?

Education: Our study shows how signals (in our case derived from software communications data) can infer complex concepts, such as personality and means of doing it.

5.2 Comparison to related work

If we consider earlier studies on personality among software engineers, the found scores are not unexpected. In the study by Calefato et al. [9] the mean openness found among their participating developers (M = 0.79) is reasonably close to the mean openness found for this study (M = 0.71). Similarly, their mean for conscientiousness (M = 0.6) and agreeableness (M = 0.64) are close to our means for conscientiousness (M = 0.63) and agreeableness (M = 0.68). As earlier studies show similar distributions of scores, this indicates that our extraction process for personality traits from text works reasonably well.

In terms of the accuracy of automatically extracting personality traits from text, we compare our work against the large-scale analysis of personality in software engineering by Calefato et al. [10]. In their comparison of personality models, they observe an accuracy ranging from 40–70%, which is globally in line with our own results.
6 LIMITATIONS AND THREATS TO VALIDITY

Construct validity. Our analysis is as good as the ground truth. We used a lightweight questionnaire - which is the closest we had to the gold standard with scalability. Another choice we made relates to the written text. We selected the first 'n' number of words written by a person to gauge their personality. Had we chosen the middle 'n' words or the last 'n' words, our findings could have been different, but mostly since studies show that personality evolves over time, although slowly [9, 45]. Another related factor is the size of the text. We selected contributors whose written text (at least 100 words) is available for analysis. This, on the one hand, defines the limit of our approach. On the other hand, it can systematically exclude some personality traits. The same argument applies to surveys, where the respondents may have self-selection bias.

Internal validity. Our study presents inferred personality scores by applying preprocessing steps. While we systematically identify these steps, we might have missed steps that do not fall in our purview (e.g., SHA references or emojis). These words do not contribute to personality scores but add to word count, thereby likely influencing the inference. Another factor that can potentially inflate the reported percentage improvements is the normalization of personality scores. While we normalize the data to help understand the personality scores, change in a person’s personality score after preprocessing can influence the normalized scores of others. This is a necessary trade-off, but we advise our readers to remember this potential side-effect while gauging the potential of preprocessing steps.

External validity. Finally, the usefulness of our results is as good as the sub-populations to which it apply. We have no reasons to believe why and how software communications data on other platforms will differ from Github (other than the differences in the features of the platform), suggesting that our findings should be generalizable. Also, we believe that the factors found important here should apply to other platforms, although their relative relevance can change. We will need more studies to substantiate these claims.

To counter self-selection, we have performed random undersampling on the majority class to ensure that each continent is equally represented.

Knowing the limits of the existing solutions, future research should take one of the two possible directions. One, propose a solution specific to software engineering (e.g., process the software engineering text to resemble natural conversations or modify the model to perform optimally on software engineering communications data). Alternatively, look for personality cues in places other than text (e.g., software code and activity patterns) as indicators of personality.
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