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Abstract—Recently, frequency-modulated continuous wave (FMCW) radar-based hand gesture recognition using deep learning has achieved favorable performance. However, many existing methods use extracted features separately, i.e., using one of the range, Doppler, azimuth or elevation angle information, or a combination of any two, to train convolutional neural networks (CNNs), which ignore the interrelation among the 5D time-varying-range-Doppler-azimuth-elevation feature space. Although there have been methods using the 5D information, their mining of the interrelation among the 5D feature space is not sufficient, and there’s still room for improvements. This paper proposes a new processing scheme of hand gesture recognition based on 5D feature cubes which are jointly encoded by a 3D fast Fourier transform (3DFFT) based method. Then a CNN is proposed by building two novel blocks, i.e., spatiotemporal deformable convolution (STDC) block and adaptive spatiotemporal context-aware convolution (ASTCAC) block. Concretely, STDC is designed to cope with hand gestures’ large spatiotemporal geometric transformations in the 5D feature space. Moreover, ASTCAC is designed for modeling long-distance global relationships, e.g., relationships between pixels of the feature at upper left corner and lower right corner, and exploring the global spatiotemporal context, in order to enhance the target feature representation and suppress interference. Finally, our presented method is verified on a large radar dataset including 19760 sets of 16 common hand gestures, collected by 19 subjects. Our method obtains a recognition rate of 99.53% on validation dataset, and that of 97.22% on test dataset, which is significantly better than state-of-the-art methods.

Index Terms—Frequency-modulated continuous wave (FMCW) radar, hand gesture recognition, spatiotemporal deformable convolution, spatiotemporal context modeling.

I. INTRODUCTION

HAND GESTURE recognition (HGR) has important application value in human-machine interaction [1-3], e.g., it can be used in sign language recognition [4], home automation [5] driving automation [6] and many other scenarios.

Researchers can achieve HGR based on visual equipment or other sensors [7]. Visual-equipment-based methods need to acquire hand gestures’ images or videos first. However, visual-equipment-based methods are sensitive to light conditions. Sensor-based approaches require the use of sensors, such as WiFi-based sensors, electromyography (EMG), to measure hand gestures’ accelerations, positions or velocities. However, WiFi-based methods are susceptible to interference because their waveforms are specially designed according to the purpose of communication [8]. EMG-based methods [9] could only work under contact conditions, which is not convenient and may put the user at risk of exposure to bacteria and virus.

Because of the advantages such as small size of antennas and the ability of working under non-contact and non-light conditions, HGR solutions based on Frequency-modulated continuous wave (FMCW) radars, such as Google’s Soli [10], are promising, and have aroused widespread interests in the consumer electronics industry and the microwave communities.

FMCW radar-based HGR methods usually have two key steps: (1) beat signal pre-processing is used to process the complex raw radar data stream for presentation as input of feature extract models, (2) multiple parallel processing feature extraction architectures are used to extract the information separately, and feature-level or decision-level fusion is employed for hand gesture prediction and classification.

However, in terms of beat signal pre-processing, many existing methods extract features separately, such as range, Doppler, azimuth and elevation information, or a combination of any two [11]-[20], and these methods ignore one or several dimensions of information in the time-varying 5D feature space. Although there have been methods such as [21]-[23] which explore using the 5D feature representation, their mining of the
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interrelation among the 5D feature space is not sufficient, and there is still room for improvement. For example, [22][23] use a multi feature encoder to encode the selected the first K points’ 5D features of the gesture which have the greatest magnitudes in the range-Doppler spectrograms. However, the fixed manually selected K points are susceptible to dynamic interference and difficult to adapt to complex scenes.

In terms of feature extraction and classification, traditional methods, such as Hidden Markov Models (HMM) [25], Support Vector Machines (SVM) [26], can only classify a few simple gestures. More complex gesture categories can be recognized via convolutional neural network (CNN) based methods [22]-[24] or Long Short-Term Memory (LSTM) based methods [27][28] from thousands of data samples. However, using separately extracted range, Doppler and angle information to train CNNs, these methods are usually 2D-CNN based, and they cannot take a 5D feature representation as input. Even inputs in [22][23] consider the 5D feature, their used simple CNN networks have difficult in effectively extracting the key information that characterizes different gestures.

This paper proposes a new processing scheme of HGR based on 5D time-varying-range-Doppler-azimuth-elevation feature cubes which are jointly encoded by using a 3D fast Fourier transform (3D-FFT) based method. And a modified CNN is proposed by building in two novel blocks. We summarize main contributions of this paper as follows.

1) A 3D-FFT based beat signal pre-processing method is introduced for jointly encoding range, Doppler, azimuth and elevation angle information into the time-varying 5D feature space.

2) A spatiotemporal deformable convolution (STDC) block is introduced to improve the ability of recognition network to model spatiotemporal geometric transformations in the 5D feature space by learning extra offsets, drawn inspiration form Dai et al. [29] and Ying et al. [42].

3) An adaptive spatiotemporal context-aware convolution (ASTCAC) block is proposed to improve the ability of recognition network to capture both global and local contextual information.

The rest of this article is organized as follows. First, in Section II we review the related works. Then in Section III we introduce the STDC block and the ASTCAC block, respectively. Moreover, in Section IV we introduce the experimental settings, and analyze the performance of the proposed STDC and ASTCAC block. Finally, in Section V, we give our conclusion and discuss some future works.

II. RELATED WORKS

A. FMCW Radar Beat Signal Pre-Processing

Generally, FMCW radar beat signal pre-processing contains estimation of range, Doppler and angle information, and suppression of static and dynamic interference. Typical process is summarized as follows.

First, FMCW radar transmit chirp signals and the range-Doppler maps can be obtained via range-FFT and Doppler-FFT (2D-FFT) for each receiver [48]. Then CA-CFAR detectors are used for target detection. After target detection, target’s range and radial velocity information can be measured [48].

Fig. 1 show our used antenna layout and the equivalent virtual array under TDM-MIMO mode. The vertically arranged transmit-receive antenna pairs are used for elevation angle estimation, and the horizontally arranged transmit-receive antenna pairs are used for azimuth angle estimation. Azimuth (elevation) information of the target is estimated by azimuth-FFT (elevation-FFT) or other super-resolution algorithms, such as multiple signal classification (MUSIC) algorithm [31].

Note that during the switching time of different transmit antennas, the amount of phase change owing to moving hand gestures’ Doppler frequency are coupled to each receive antenna, resulting in a defocusing effect of the spectrum [32]. This phase change would have effect on the elevation angle estimation in our case, and we carry on phase compensation before elevation angle estimation.

In this paper, we choose azimuth-FFT (elevation-FFT) method over other azimuth (elevation) angle estimation methods mainly because, (1) despite of other super-resolution estimation algorithms perform better angle resolution than azimuth-FFT (elevation-FFT) method, however, the large amount of calculation imply that they may be unable to achieve real-time processing, (2) it is difficult to perform 2D-FFT based range-Doppler estimation in parallel with MUSIC-based angle estimation for jointly encoding range, Doppler, azimuth and elevation angle information into the time-varying 5D feature space, hence the interrelation information among range-Doppler-azimuth-elevation domains is neglected, this may degrades the performance of HGR.
To suppress static interference such as walls, we use an inter frame difference method, which can be described as:

\[ F^k = F^{k+1} - F^k \tag{1} \]

where \( F^k \) represents the \( k \)th radar frame, \( F^{k+1} \) represents the \( k+1 \)th frame after inter frame differential operation. There is still dynamic interference, such as moving bodies or arms, after suppressing static interference. Generally, when a subject is making a gesture, distance between bodies and radar is larger than that of hands, while velocity of bodies is smaller than that of hands. Based on this prior information, we can suppress the dynamic interference by filtering out the scatters with larger distance and velocities.

As input of our CNN-based feature extraction models, the data structure of our used 5D feature cubes are described as follows: as shown in Fig. 2, there are 4 channels in the feature cube of each frame channel (time channel), namely the amplitude channel, elevation channel, the first azimuth channel and the second azimuth channel, representing the amplitude of the range-Doppler spectrograms, the estimated elevation information, the estimated azimuth information from the upper horizontally arranged transmit-receive antenna pairs, and that from the lower horizontally arranged transmit-receive antenna pairs. The x-axis of each channel data is the range axis and the y-axis of each channel is the Doppler axis. That is to say, if we visualize the 4 channels of each frame’s feature cube data, we get range-Doppler maps (RDMs), range-Doppler-elevation maps (RDEM) and range-Doppler-azimuth maps (RDM) accordingly. The feature cubes of each frame are concatenated along the time axis to generate the finally 5D feature cubes, which can be considered as a tensor type with a shape of T×H×W×C, where T is the time dimension, i.e. number of frames, H and W are the dimensions of range and Doppler domain respectively, C is the number of channel, i.e 4 in our case.

Fig. 3 shows the pipeline of the proposed FMCW radar beat signal pre-processing method.

**B. 3D CNNs**

Different with 2D spatial convolutional kernels used in 2D CNNs, 3D convolutional kernels used in 3D CNNs [33][35] are extended to three dimensions, and the added dimension is the time dimension. 3D convolutions use a three-dimensional sliding window to scan the spatiotemporal data at the same time, which can capture unified spatiotemporal characteristics. Hence 3D CNNs are suitable for video-related tasks, such as action recognition. However, training 3D CNNs is more difficult than 2D CNNs due to the sharply increased parameters. Until the emergence of large-scale video datasets [50][51], 3D CNN based methods outperform 2D CNN based methods gradually. Ji et al. first proposed C3D network [33] for human action recognition. Later, Hara et al. proposed Res3D network [36] based on ResNet network [37], Carreira et al. propose I3D network [34] based on the Inception network. Fig. 4 (a) and (b) show an illustration of 2D and 3D convolution.

**III. HAND GESTURE RECOGNITION NETWORK**

We can represent the 5D feature cubes as a tensor \( X \in \mathbb{R}^{T,H,W,C} \). We argue that it is more suitable to model spatiotemporal feature extraction based on 3D CNNs than 2D CNNs when using the 5D feature cubes as input. Although 3D CNNs are usually computationally expensive, we can exploit some efficient variations, such as replacing 3D convolutions with separable convolutions or S3D network [38], to tradeoff model complexity with speed and accuracy.

In this paper, we choose S3D-like network as our backbone, and we first perform some adaptive modifications to the original S3D network to make it suitable for 5D feature cube inputs. Then we elaborate the STDC block and the ASTCAC block to further improve the accuracy of HGR.
A. Modified 3D network

In original 3D network, $3\times3\times3$ convolutions are replaced with one $3\times1\times1$ convolution in temporal domain and one $1\times3\times3$ convolution in spatial domain. This block is called temporal separable convolution (Sep-Conv) block as shown in Fig. 5 (b). What’s more, S3D uses a 3D temporal separable inception (Sep-Inc) block as basic block, which is shown in Fig. 5 (c). These structures are proved to tradeoff model accuracy with complexity better in action recognition tasks compared with conventional 3D CNNs [38].

The original S3D network has two Sep-Conv blocks, nine Sep-Inc blocks, four max pooling layers, one average pooling layer and one $1\times1\times1$ convolution layer.

However, in 5D feature cubes, the input length along the spatial dimensions is much longer than those along the time dimension. When using 5D feature cubes as input, retaining origin S3D network configurations may result in premature down-sampling in the time dimension. Hence we have to modify these configurations. Concretely, strides in the spatial dimensions of the first two Sep-Conv layers and max pool layers are both modified from 1 to 2, while strides in the time dimension remain unchanged at 1, as illustrated in Fig. 5 (a).

B. STDC Block

Fig. 6 shows two sets of RDAMs (i.e. visualizations of the 3rd channel of the 5D data cubes) of push right gestures made by different subjects. In order to show the time-varying features contained in multi-frame RDAMs in one figure, we start from the first frame and take 5 of the 31 frames at equal intervals, and draw these 5 frames in the same figure. The curve formed by the red arrows indicates the trajectory of the palm.

It can be seen that the trajectories of the gestures in Fig. 6 (a) and (b) show similar characteristics, the range first decreases and then increases, and the radial velocity changes from negative to positive. This can be seen as the common feature of push right (PS-R) gesture reflected by RDAMs. However, the PS-R gesture in Fig. 6 (a) has a larger range of range-Doppler change, while the range of azimuth angle change in Fig. 6 (b) is larger. This indicates that the large spatiotemporal deformation during gesture movement. It is related to the subject’s personal habit of making gestures, e.g., the size of the palm of the subject is different, the speed of the gesture is different, and the angle of the gesture relative to the radar line of sight is different. Similar with PS-R gestures, other types of gestures also have in-class commonalities and differences reflected in RDAMs.

However, it’s tough for conventional 3D convolutions to handle abovementioned huge spatiotemporal deformations, because their sampling process on the feature map is usually performed on regular, rectangular sampling grid. To this end, we try to augment conventional 3D convolutions with learnable 3D sampling offsets to model complex geometric transformations, inspired by Dai et al.[29] and Ying et al [42]. Different from [42] which applies deformable convolution in low-level video super resolution task and only performs kernel deformation in spatial dimension, we use STDC block for a high-level, FMCW radar-based HGR task, and for radar data. What’s more, we perform kernel deformation in both spatial and temporal dimensions.

Next we introduce STDC in detail. Suppose there are $n_3$ 3D convolution kernels $F \in \mathbb{R}^{n_3 \times h_0 \times w_0 \times k_0 \times k_0 \times k_0}$ with the kernel size of $h_0 \times w_0 \times k_0$. Note that for simplifying the presentation, we omit the channel dimension with reference to [30], i.e. for $X \in \mathbb{R}^{T \times H \times W \times C}$ we assume the channel dimension $C=1$ here. A 3D convolution operation which takes $X=\{x_{0:t}\}$ as input and outputs $O=\{o_{0:t,\omega}\}$ can be written as:

$$O = F \odot X,$$

$$o_{t,h,w} = \left[ q_{t,h,w}^{0} \ldots q_{t,h,w}^{n_3} \right]^T,$$

where $t_0, h_0, w_0$ represents the start spatiotemporal position of the 3D convolution, $q_{t_0,h_0,w_0}^{\mu}$ denotes the output of the $\mu^{th}$ 3D convolution kernel at position $t_0, h_0, w_0$. Since we have $n_3$ 3D convolution kernels, the output feature map $O=\{o_{0:t,\omega}\}$ have $n_k$ channels.

From (2) we can know that the conventional 3D convolutional operation is restricted to fixed spatiotemporal sampling grid when sampling input feature cubes, which degrades the ability of feature representation.

To better perceive the long-distance and diverse change motion characteristics in 5D feature cubes, the proposed STDC block learns offsets $\{ (\Delta T, \Delta H, \Delta W) | t,h,w=1,\ldots,k \}$ (k is
We get the output feature map \( T \cdot H \cdot W \cdot C \) by another transformation \( F \), and the query feature map \( Q \) can be obtained via matrix multiplication to reduce computation.

**C. ASTCAC Block**

In addition to the obvious spatiotemporal deformations of gestures, local differences of different gesture types in the 3D feature cubes are not obvious and there are still clutter and interference after signal processing. To enhance the target feature representation and suppress interference, we need to mine global spatiotemporal context information. However, conventional convolutions can only extract local context and cannot model long-distance global relationships, e.g., relationships between upper left corner and lower right corner pixels of the feature.

Recently, previous channel-wise feature re-weighting methods (such as SE-Net [45]) are proved efficient to perceive global context for re-weighting feature channels. However, previous methods usually model the long-distance global relations with global-consistent feature re-weighting vector. Different from previous methods, we propose the ASTCAC block, a spatiotemporally-varying feature weighting factors based method, to mine higher level spatiotemporal contextual information.

We show the detailed ASTCAC architecture in Fig. 7. Instead of using the fully-connected-layers (FC-layers) to predict all ASTCAC kernel parameters as previous dynamic kernels do [46], we generate the ASTCAC kernel parameters via matrix multiplication to reduce computation. Next is the specific implementation of the ASTCAC block.

Assume the size of kernel is \( s \times s \times s \). First, we transform input feature \( X \) into the key feature map \( K \) and the query feature map \( Q \) via a spatial attention block (SAB). In detail, first, by transmission \( T_k \), \( X \) is used to generate the spatial-attention feature map \( A \). \( T_k \) is implemented with non-linear project function and Sigmoid activation function. Then we perform Hadamard product between \( A \) and \( X \) to get \( E \). Let key feature map \( K = E \). At the same time, by another transformation \( T_q \) which is implemented by independent non-linear project function, we get the query feature map \( Q \) which can capture spatiotemporal distributions of \( K \). Particularly, the non-linear project functions can be implemented with 1x1x1 convolutions. The pipeline of SAB is shown in Fig. 7.

After generating \( K \) and \( Q \), we reshape them to 2D vectors \( K \in \mathbb{R}^{T \cdot H \cdot W \cdot C} \) and \( Q \in \mathbb{R}^{T \cdot H \cdot W \cdot C} \) respectively. We argue that each column of \( K \) represents one of the \( C \)-dimensional characteristics of \( X \), and each column of \( Q \) captures one of the \( s^3 \)-dimensional spatiotemporal features.
Then, for extracting the interrelation between each column of \( \mathbf{Q}' \) and \( \mathbf{K}' \) among the overall \( T \times H \times W \) spatiotemporal positions, a dot product is performed:

\[
\mathbf{S}'(i,j) = \sum_{q=1}^{Q} \mathbf{Q}(q,i) \times \mathbf{K}(q,j) \quad (4)
\]

where \( i = 1,2,...,s', j = 1,2,...,C \). Because we have \( s' \) query vectors, we can capture \( s' \) features of the overall spatiotemporal distributions of \( \mathbf{K}' \) which has \( C \) feature channels. (4) can also be rewritten as a form of matrix multiplication [47]:

\[
\mathbf{S}' = \mathbf{Q}'^T \mathbf{K}'
\]

where \( \mathbf{S}' \in \mathbb{R}^{s' \times C} \), \( \mathbf{Q}'^T \) denotes the transpose matrix of \( \mathbf{Q}' \).

After that, to obtain the final predicted ASTCAC kernels, we reshape \( \mathbf{S}' \in \mathbb{R}^{s' \times C} \) into \( \mathbf{S} \in \mathbb{R}^{s' \times s' \times C} \), and a batch normalization layer is used to modulate \( \mathbf{S} \). \( \mathbf{S} \) is the predicted ASTAC kernels. We can use \( \mathbf{S} \) to generate the global spatiotemporally-varying weighting factor \( \mathbf{M} \in \mathbb{R}^{T \times H \times W \times C} \) for all \( T \times H \times W \) locations.

Importantly, when generating \( \mathbf{M} \), a depth-wise convolution is operated between \( \mathbf{S} \) and \( \mathbf{X} \) to ensure each channel of \( \mathbf{S} \) can independently modulate the corresponding channel of \( \mathbf{X} \), and save computation at the same time. The depth-wise convolution is first introduced by [52] to reduce computation. As shown in the red dashed box of Fig. 7, the depth-wise convolution works as follows, first \( \mathbf{S} \in \mathbb{R}^{s' \times s' \times C} \) is split into \( C \) kernels, and each kernel has a dimension of \( s \times s \times s' \). Subsequently, these \( C \) kernels are applied over each channel of the input \( \mathbf{X} \in \mathbb{R}^{T \times H \times W \times C} \) independently to obtain an intermediate feature map, followed by a \( 1 \times 1 \times 1 \) convolution to project the intermediate feature map’s channels onto a new channel space and get the output of the depth-wise convolution. The output of the depth-wise convolution is further passed through one Sigmoid activation function to obtain \( \mathbf{M} \in \mathbb{R}^{T \times H \times W \times C} \). Finally, \( \mathbf{M} \) and \( \mathbf{X} \) are multiplied by elements to get the output feature map \( \mathbf{Y} \).

IV. EXPERIMENTS AND ANALYSES

A. Experimental Platform

As shown in Fig. 8, we use the Texas Instruments (TI) single chip AWR1642BOOST-ODS radar system to collect hand gesture data [49], which is equipped with two transmit antennas and four receive antennas. Descriptions about the antenna layouts are already shown in Fig. 1. We set the ADC sampling frequency to 10MHz under complex 2x sampling module. Under this configuration, we obtain complex raw radar data. We list detail radar configuration parameters in Table I.

A spacious indoor environment, as shown in Fig. 8, is used for data collection. The subject sits directly in front of the radar and collects data according to the prescribed gestures. After collecting data, we use MATLAB to implement the 3D-FFT based FMCW radar beat signal pre-processing algorithm to generate 5D feature cubes dataset. Then we use the PyTorch framework to build the HGR network.

B. Dataset

We organize 19 graduate students for basic skill training on radar systems and radar signal processing. The training included an experiment operation and data processing based on this platform. With their help, we built a dataset with rich diversity. 16 kinds of hand gestures containing both azimuth and elevation movements are used, as shown in Fig. 9, and the total number of realizations is (16 classes) \( \times \) (19 subjects) \( \times \) (65 times), namely 19760.

The collected dataset is divided into train dataset, validation dataset and test dataset according to a certain proportion of 4:1:3. The train dataset and validation dataset are used to train
Our HGR model, and the generated model is used to classify the gestures in test dataset after training.

C. Experimental Results and Analysis

We implement our models on a server which is equipped with 3NVIDIA TITAN RTX graphics card. We use Adam optimizer and cross entropy error function for back propagation. Our used batch-size is 32 and learning rate is 0.0001. What’s more, we train each of the models for 100 epochs.

Fig. 10 (a) and (b) show visualizations of multi-frame RDAMs of a left and right gesture respectively, the azimuth angle of the right gesture increases over time, while that of the left gesture decreases over time. Fig. 10 (c) and (d) show multi-frame RDEMs of an up and down gesture respectively. The elevation angle of the up gesture increases over time, while that of the down gesture decreases over time. These angular changes can be considered as the feature enjoyed by specific kind of gestures, especially by those with obvious angular changes. This kind of information are learned by feature extraction models and are guided for classification.

In order to effectively evaluate the performance of the proposed STDC and ASTCAC blocks, we make the following ablation studies. We first train the modified S3D network on our built dataset. The recognition accuracy on validation dataset is 98.80%, the accuracy on test dataset is 95.33%, as listed in Table II and Table III, respectively.

Then, to analyze the rationality of the proposed STDC block, we plug STDC block in the modified S3D network. We argue that it is unreasonable to directly replace all conventional convolutional layers with STDC blocks, because too many STDC blocks will inevitably bring additional parameters, thereby affecting the convergence of the model [44]. In order to find out in which part of the network structure is most suitable to replace the conventional convolution with STDC blocks, we gradually replace the conventional convolution layers with STDC blocks from shallow layers to deep layers [44]. As listed in Table IV, when using more STDC blocks from shallow layer to deep layers gradually, the recognition accuracy is improved steadily, and we get the best accuracy when conventional convolutions in Sep-Inc 3b layer and 3c layer are replaced with STDCs. According to the experimental results, two STDC blocks are good enough for this architecture. We call this model S3D+STDC, which achieve an accuracy of 99.12% on validation dataset, 96.31% on test dataset, as shown in Table II and Table III respectively. Similarly, to demonstrate the effectiveness of the ASTCAC block, we gradually embed ASTCAC block after conventional convolutional layers on the basis of S3D. As listed in Table II and Table III, the best recognition accuracy (99.01% on validation dataset and 96.47% on test dataset) is obtained when we plug one ASTCAC module after Sep-Inc 4f layer. We called this architecture S3D+ASTCAC model.

Combination of these two complementary blocks can further improve the recognition accuracy. According to above analysis, we replace Sep-Inc 3b and Sep-Inc 3c layers with deformable versions, and plug one ASTCAC block after Sep-Inc 4f. We call this structure S3D+STDC+ASTCAC model. The recognition accuracy on test dataset is significantly improved from 95.33% to 97.22%, as listed in Table III. Fig. 11 illustrates the confusion matrix of the recognition result on the test dataset with this network.
TABLE III

<table>
<thead>
<tr>
<th>Methods</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
<th>(f)</th>
<th>(g)</th>
<th>(h)</th>
<th>(i)</th>
<th>(j)</th>
<th>(k)</th>
<th>(l)</th>
<th>(m)</th>
<th>(n)</th>
<th>(o)</th>
<th>(p)</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D-CNN (RTM+DTM)</td>
<td>92.64</td>
<td>80.11</td>
<td>73.83</td>
<td>75.86</td>
<td>81.80</td>
<td>81.24</td>
<td>78.68</td>
<td>98.29</td>
<td>95.36</td>
<td>91.74</td>
<td>93.77</td>
<td>87.08</td>
<td>63.94</td>
<td>58.98</td>
<td>65.12</td>
<td>62.80</td>
<td>80.08</td>
</tr>
<tr>
<td>2D-CNN (RTM+DTM+ATM+ETM)</td>
<td>91.05</td>
<td>91.81</td>
<td>97.95</td>
<td>94.64</td>
<td>96.36</td>
<td>97.32</td>
<td>86.1</td>
<td>97.56</td>
<td>96.64</td>
<td>92.27</td>
<td>94.23</td>
<td>97.63</td>
<td>87.90</td>
<td>94.54</td>
<td>88.56</td>
<td>92.36</td>
<td>93.56</td>
</tr>
<tr>
<td>3D-CNN (MPCA)</td>
<td>92.25</td>
<td>88.46</td>
<td>95.24</td>
<td>86.01</td>
<td>86.81</td>
<td>92.18</td>
<td>83.13</td>
<td>97.59</td>
<td>95.26</td>
<td>92.75</td>
<td>94.87</td>
<td>93.09</td>
<td>87.39</td>
<td>85.10</td>
<td>85.78</td>
<td>87.68</td>
<td>90.22</td>
</tr>
<tr>
<td>3D-CNN+LSTM</td>
<td>93.17</td>
<td>93.88</td>
<td>94.01</td>
<td>91.81</td>
<td>97.61</td>
<td>95.45</td>
<td>89.43</td>
<td>99.67</td>
<td>94.71</td>
<td>97.99</td>
<td>97.56</td>
<td>94.64</td>
<td>88.00</td>
<td>90.70</td>
<td>94.04</td>
<td>96.52</td>
<td>94.32</td>
</tr>
<tr>
<td>2D-CNN (Multi-feature encoder) [23]</td>
<td>95.28</td>
<td>97.13</td>
<td>97.73</td>
<td>89.54</td>
<td>96.20</td>
<td>92.71</td>
<td>89.65</td>
<td>98.03</td>
<td>96.31</td>
<td>94.43</td>
<td>95.17</td>
<td>97.17</td>
<td>91.04</td>
<td>94.67</td>
<td>94.64</td>
<td>95.89</td>
<td>94.72</td>
</tr>
<tr>
<td>3D (5D feature cubes)</td>
<td>92.78</td>
<td>98.34</td>
<td>98.75</td>
<td>96.03</td>
<td>96.63</td>
<td>98.10</td>
<td>88.24</td>
<td>98.63</td>
<td>95.72</td>
<td>93.57</td>
<td>97.91</td>
<td>96.6</td>
<td>91.34</td>
<td>96.05</td>
<td>93.21</td>
<td>93.34</td>
<td>95.33</td>
</tr>
<tr>
<td>5D +STDC (ours)</td>
<td>95.89</td>
<td>98.74</td>
<td>98.98</td>
<td>98.31</td>
<td>96.72</td>
<td>97.57</td>
<td>91.04</td>
<td>98.23</td>
<td>98.88</td>
<td>95.96</td>
<td>96.18</td>
<td>96.99</td>
<td>93.24</td>
<td>94.58</td>
<td>96.89</td>
<td>92.72</td>
<td>96.31</td>
</tr>
<tr>
<td>5D +STDC +ASTCAC (ours)</td>
<td>95.76</td>
<td>98.69</td>
<td>99.41</td>
<td>97.55</td>
<td>96.81</td>
<td>97.60</td>
<td>89.68</td>
<td>98.55</td>
<td>99.59</td>
<td>95.43</td>
<td>97.65</td>
<td>97.64</td>
<td>93.18</td>
<td>95.83</td>
<td>95.95</td>
<td>94.16</td>
<td>96.47</td>
</tr>
<tr>
<td>5D +STDC +ASTCAC (ours)</td>
<td>96.74</td>
<td>98.91</td>
<td>99.46</td>
<td>98.38</td>
<td>97.80</td>
<td>98.91</td>
<td>91.26</td>
<td>98.90</td>
<td>100.00</td>
<td>96.20</td>
<td>98.35</td>
<td>98.35</td>
<td>94.54</td>
<td>96.31</td>
<td>97.13</td>
<td>94.24</td>
<td>97.22</td>
</tr>
</tbody>
</table>

TABLE IV

<table>
<thead>
<tr>
<th>Position</th>
<th>Accuracy on test dataset(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>95.33</td>
</tr>
<tr>
<td>Sep-Cov 2</td>
<td>96.00</td>
</tr>
<tr>
<td>Sep-Inc 3b</td>
<td>96.23</td>
</tr>
<tr>
<td>Sep-Inc 3b, Sep-Inc 3c</td>
<td>96.31</td>
</tr>
<tr>
<td>Sep-Inc 3b−3c, Sep-inc4b−4f</td>
<td>96.31</td>
</tr>
</tbody>
</table>

We summarize the recognition accuracies on the validation dataset and test dataset of different network settings in Table II and Table III. Through the above quantitative analysis, it can be seen that STDC and ASTCAC can help to improve recognition accuracy, especially when we use them into a deeper layer.

V. DISCUSSION AND CONCLUSION

In this paper, we try to improve existing radar-based HGR methods from two perspectives of radar signal processing and recognition network designing.

To evaluate our methods, we first collect a large dataset of 16 kinds of gestures containing both azimuth and elevation movements, and the total number of realizations is (16 classes) × (19 subjects) × (65 times), namely 19760. Compared with model performances evaluated on small datasets with just hundreds or thousands of realizations or collected by several subjects such as [8][22][23], our dataset is more challenging and results performed on our dataset are more convincing.

Since verification results on a large and independent test dataset can assess the model’s generalization ability and its robustness, we focus on analyzing results on the test dataset.

From experimental results we can know that, first, HGR methods with combination of range, Doppler, azimuth and elevation angle information as inputs (such as RTM+DTM+ATM+ETM or the 5D feature cubes, where RTM DTM, ATM and ETM represent range-time-maps, Doppler-time-maps, azimuth-time-maps and elevation-time-maps respectively, note that in [20] they only use RTM+DTM+ATM because their linear antenna array can’t estimate azimuth and elevation angle at the same time, and here we use RTM+DTM+ATM+ETM for comparisons) outperform methods with single range, Doppler, azimuth or elevation information as inputs, or combination of any two (such as RTM+DTM). This shows that providing more dimensions of information is beneficial for radar based HGR, in line with the expected conclusion. Actually, for gestures with similar features in range-Doppler domain, it’s necessary to introduce angular information for better recognition results.

Moreover, although there’re already methods considering using the 5D feature representation, such as 3D-CNN (MPCA) [22], 3D-CNN+LSTM [23] and 2D-CNN (multi-feature encoder) [22]. However, our methods outperform all of these.
methods. The 3D-CNN (MPCA) only gets an accuracy of 90.22%, and this may be explained by that this method suffers from the high dimensionality of the extracted 5D feature tensor [22]. The 2D-CNN (multi-feature encoder) method gets an accuracy of 94.72% on the test dataset, 4.5% higher than that of 3D-CNN (MPCA), a little (0.4%) higher than that of 3D-CNN+LSTM, comparable with that of S3D (5D feature cubes), but still lower than that of our methods, such as S3D+STDC, S3D+ASTCAC and S3D+STDC+ASTCAC. Note that the multi-feature encoder used in [22] and [23] directly extract the first K points’ range, Doppler, azimuth and elevation information with the greatest amplitudes in the incoherently integrated range-Doppler spectrogram of different receive antennas to represent the features of the gesture, while the selected K points may not only encode features of gesture targets but also that of dynamic interference. Although their multi-feature encoder reduces the dimensionality of the hand gestures’ features and reduces the amount of calculation, this has an impact on recognition accuracy.

In conclusion, owing to effective 3D-FFT based beat signal pre-processing method, and the carefully designed STDC and ASTCAC blocks, our methods improves by 2.50% (97.22% versus 94.72%) on the test dataset than the best result of other methods using 5D feature representation, and this improvement may help the HGR systems play robustly in practical application scenarios, especially in high-risk application scenarios such as autonomous driving, where small increase in recognition accuracy may have a chance to avoid driving accidents and ensure driving safety.
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Fig. 10. Examples of visualization of multi-frame RDMAs and RDEMs.

Fig. 11. Confusion matrix of recognition results of S3D+STDC network on test dataset.
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