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And God said: "Let there be light,"
and there was light.

God saw that the light was good.

Genesis 1:3-4, Bible, NIV (2011)
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SUMMARY

The field of optics studies the properties of light and the interaction between light and
matter. This interaction goes two ways: matter can influence light, but light can also
influence matter. The experiments described in this thesis are based on a number of
interactions between light and the material tungsten disulphide (WS2). WS2 consists of
layers that are only loosely connected, which means you can peal them off layer by layer.
Subsequently, you will end up with a WS2 flake of only three atoms thick, a so-called
monolayer. Because of the negligible height of the material, WS2 is commonly called a
two-dimensional material.

WS2 exhibits the electronic properties of a semiconductor. The electrons in a semicon-
ductor material do not possess enough energy to conduct a current, but experience a
barrier. One of the interactions between light and WS2 that we describe, is photolumi-
nescence. This process involves two steps: first, the material absorbs the light and uses
the energy to let the electrons cross the energy barrier. Second, after some time when
the electron relaxes back to its original energy level, the energy is released in the form
of a light particle. Some of the energy in this process is lost to heat and friction, so the
released light particle has a somewhat lower energy and therefore another color than the
original light.

One of the main advantages of WS2 is related to the polarization of light. Light can be
described as a wave, with a propagation direction and a direction in which it oscillates.
For instance, the light beam can propagate in the z-direction, while oscillating in the x-
direction: it is linearly, horizontally polarized. If the direction in which the light oscillates
rotates uniformly, the result is circularly polarized light. The rotation direction deter-
mines whether the light is right-handed or left-handed circularly polarized. During the
photoluminescence process, in most materials all information about the absorbed light
is lost, including information about the polarization. The interesting property of WS2

is that it has some kind of memory for the polarization direction of circularly polarized
light. WS2 possesses two memory boxes to store information on the polarization direc-
tion of the absorbed light, the so-called valleys. One of the valleys interacts exclusively
with left-handed, and the other with right-handed circularly polarized light.

Hence, WS2 could be used for storing and transporting information, where the polariza-
tion direction of light forms a computer bit. In Chapter 3 we describe two experiments:
one where we store information in the WS2, and one where we read the information
from the WS2. To this end, we combine the WS2 with so-called nanowires made of silver
or zink oxide. The light flows through the wires like water through a canal or electricity
through an electrical wire. By looking at the direction in which the light is propagating
through the nanowire and on which side it exits the wire, we can read out from which
WS2 valley the light originated.

xi



xii SUMMARY

Unfortunately, WS2 does not have a perfect memory for the polarization direction of
light: if you shine left-handed circularly polarized light on WS2, part of the resulting pho-
toluminescence will be right-handed circularly polarized. In Chapter 4 we study how the
memory capacity of WS2 varies over the monolayer, and how it depends on temperature.
Furthermore, we study the interaction between the two valleys of WS2, by shining a com-
bination of left-handed and right-handed circularly polarized light on it. By determining
exactly what is the polarization state of the photoluminescence light, we gain access to
the so-called coherence between the two valleys.

Next to photoluminescence, WS2 can also interact with light in other ways. As men-
tioned before, the energy of a light particle can be used to help an electron cross the
energy barrier. When the negatively charged electron crosses the barrier, it leaves a pos-
itively charged ’hole’. As the electron and the hole have opposite charges, they are at-
tracted by each other. In WS2 the strength of the attraction is so large, that a new par-
ticle, called an exciton, is formed. In Chapter 5 we describe a special interaction be-
tween light and this exciton, where they combine to form a so-called exciton-polariton.
This exciton-polariton behaves like a wave, propagating through the monolayer of WS2.
Because this wave is confined in an ultrathin layer, the interaction between light and
the WS2 exciton is extremely strong. We calculate the properties of exciton-polaritons,
namely the amplitude, the wavelength and how that depends on the frequency, and how
far the wave propagates before it fades out. Combining the monolayer of WS2 with an-
other two-dimensional material called boron nitride allows for adjusting the mentioned
properties as you wish.

In the last two chapters of this thesis we describe the interaction of light with three di-
mensional structures, fabricated by growing multiple layers of WS2 on top of each other.
To our surprise, these structures barely exhibit any photoluminescence, but only so-
called Raman scattering. To understand Raman scattering, it is important to know that
the atoms in a material are always slightly vibrating. Different vibrations are possible in
a material, for instance atoms that move towards or away from each other. With a Ra-
man interaction, light initiates such a vibration, also called a phonon, but the light looses
some of its energy by doing so. By comparing the energy of the light before and after the
interaction, you know the amount of energy that the phonon is using to vibrate.

We use Raman scattering to visualise differences in geometry and orientation of WS2

structures. In Chapter 6 we study the Raman scattering of pyramid-like WS2 structures.
The triangular pyramids consist of steep walls with a crater in the middle. We observe
that both the intensity and the energy of the various Raman phonons are different in the
middle than at the walls of the hollow pyramids. Finally, in Chapter 7 we study the Ra-
man scattering of flower-like WS2 structures. The flower structures contain petals with
different orientations: some are standing up, some are lying down, and everything in
between. By studying the interaction of WS2 flower sturctures with different kinds of po-
larized light, we can distinguish between flower petals of different orientations.



SAMENVATTING

Het vakgebied van de optica bestudeert de eigenschappen van licht en de interactie van
licht met materie. Deze interactie gaat twee kanten op: materie kan licht beinvloeden,
maar licht kan ook materie beinvloeden. De experimenten uit dit proefschrift berusten
op verschillende interacties van licht met het materiaal wolfraam disulphide (WS2). WS2

bestaat uit laagjes die losjes aan elkaar vast zitten, waardoor het mogelijk is om ze één
voor één van elkaar af kan pellen. Uiteindelijk houd je dan een schilfer WS2 over van
maar drie atomen dik, een zogenaamd monolaagje. Omdat het materiaal zo verwaar-
loosbaar dun is, wordt WS2 ook wel een twee dimensionaal materiaal genoemd.

WS2 heeft de elektronische eigenschappen van een halfgeleider. De elektronen in een
halfgeleider materiaal hebben niet genoeg energie van zichzelf om vrij stroom te gelei-
den, maar ondervinden een barrière. Eén van de interacties van licht met WS2 die wij
beschrijven, is fotoluminescentie. Dit proces bestaat uit twee stappen: eerst absorbeert
het materiaal het licht en gebruikt die energie om elektronen de energiebarrière te laten
oversteken. Als het elektron na enige tijd weer terugvalt naar zijn oorspronkelijke ener-
gieniveau, komt de energie weer vrij in de vorm van een lichtdeeltje. Hierbij gaat er wel
wat energie verloren aan warmte en wrijving, dus het vrijkomende lichtdeeltje heeft een
wat lagere energie en daarmee een andere kleur dan het oorspronkelijke.

Eén van de grote voordelen van WS2 heeft te maken met de polarisatie van licht. Licht
kun je beschrijven als een golf, met een bewegingsrichting en een richting waarin de
golf uitwijkt. De lichtbundel kan bijvoorbeeld bewegen in de z-richting, en golven in de
x-richting: het is lineair gepolariseerd. Als de richting waarin het licht golft gelijkma-
tig verandert, noem je dat circulair gepolariseerd licht. De draairichting bepaalt of het
licht rechtsom of linksom circulair gepolariseerd is. Nu gaat bij de meeste materialen
tijdens het fotoluminescentieproces alle informatie over het geabsorbeerde licht, waar-
onder de polarisatie, verloren. Het interessante van WS2 is dat het een soort geheugen
heeft voor de polarisatierichting van circulair gepolariseerd licht. WS2 heeft twee geheu-
genvakjes om de informatie over de polarisatierichting van het geabsorbeerde licht in
op te slaan, zogenaamde valleien. De ene vallei reageert alleen op linksom, de andere
alleen op rechtsom circulair gepolariseerd licht.

Je zou WS2 dus kunnen gebruiken voor het opslaan en transporteren van informatie,
waarbij de polarisatierichting van licht een computerbit vormt. In Hoofdstuk 3 beschrij-
ven we twee experimenten: één waarbij je informatie opslaat, en één waarmee je infor-
matie weer uitleest uit het WS2. Hiervoor combineren we WS2 met zogenaamde nano-
draadjes, gemaakt van zilver of van zinkoxide. Het licht loopt dan door die draadjes zoals
water door een gracht of elektriciteit door elektriciteitsdraden loopt. Door te kijken naar
de bewegingsrichting van het licht in de nanodraad en aan welke kant het de draad uit
komt, kunnen we aflezen uit welke WS2 vallei het licht afkomstig was.

xiii



xiv SAMENVATTING

WS2 heeft helaas geen perfect geheugen voor de polarisatierichting van licht: beschijn
je het WS2 bijvoorbeeld met linksom circulair gepolariseerd licht, dan komt er ook een
beetje rechtsom gepolariseerde fotoluminescentie terug. In Hoofdstuk 4 bestuderen we
hoe de geheugencapaciteit van WS2 varieert in een monolaagje, en hoe het afhangt van
de temperatuur. Daarnaast bestuderen we de interactie tussen de twee valleien van
WS2, door er een combinatie van linksom en rechtsom gepolariseerd licht op te schij-
nen. Door vervolgens te analyseren wat de polarisatie van het fotoluminescentielicht is,
leren we iets over de zogenaamde coherentie tussen de twee valleien.

Naast fotoluminescentie kan WS2 nog meer interacties aangaan met licht. Zoals gezegd,
kan de energie van een lichtdeeltje gebruikt worden om een negatief geladen elektron
de energiebarrière over te helpen, laat het een positief geladen ’gat’ achter. Doordat het
elektron en het gat een tegengestelde lading hebben, worden ze tot elkaar aangetrok-
ken. In WS2 is die aantrekkingskracht zo groot, dat zich een nieuw deeltje vormt, wat
exciton heet. Hoofdstuk 5 beschrijft een bijzondere interactie tussen licht en dit exciton,
waarbij die samen op hun beurt weer een zogenaamde exciton-polariton vormen. Deze
exciton-polariton gedraagt zich als een golf, die door het monolaagje WS2 heen beweegt.
Omdat deze golf opgesloten zit in een ultradun laagje, is de interactie tussen het licht en
de excitonen van het WS2 extreem sterk. Wij berekenen de eigenschappen van exciton-
polaritonen, namelijk de golflengte en hoe die afhangt van de frequentie, de amplitude,
en hoe ver de golf komt voordat hij uitdooft. Door het monolaagje WS2 te combineren
met een ander tweedimensionaal materiaal, boor nitride, kun je de genoemde eigen-
schappen optimaal aanpassen.

In de laatste twee hoofdstukken van dit proefschrift beschrijven we de interactie van
licht met driedimensionale structuren, ontstaan door meerdere lagen WS2 op elkaar te
laten groeien. Tot onze verbazing blijken deze structuren amper fotoluminescentie te
vertonen, maar alleen zogenaamde Raman verstrooiing. Om Raman verstrooiing te be-
grijpen, is het belangrijk om te weten dat de atomen in een materiaal altijd een beetje
trillen. Er zijn veel verschillende trillingen mogelijk in een materiaal, bijvoorbeeld ato-
men die naar elkaar toe of van elkaar af bewegen. Bij de Raman interactie slaat licht zo’n
trilling aan, die ook wel een fonon heet, maar het licht raakt daardoor wel wat energie
kwijt. Door de energie van het licht voor en na de interactie met elkaar te vergelijken,
weet je met hoeveel energie die fonon staat te trillen.

Wij gebruiken de Raman verstrooiing om de verschillen in geometrie en orientatie van de
WS2 structuren te visualiseren. In Hoofdstuk 6 bestuderen we de Raman verstrooiing van
WS2 piramidestructuren. De driehoekige piramides bestaan uit steile wanden met een
krater in het midden. We observeren dat zowel de intensiteit als de energie van de ver-
schillende Raman fononen anders zijn in het midden dan bij de wanden van de holle pi-
ramides. Tenslotte bestuderen we in Hoofdstuk 7 de Raman verstrooiing van WS2 bloem-
structuren. De bloemstructuren bestaan uit bloemblaadjes met verschillende orien-
taties: sommigen staan rechtop en anderen liggen plat. Door de interactie van WS2

bloemstructuren te bestuderen met gepolariseerd licht, kunnen we de verschillen tus-
sen bloemblaadjes met verschillende orientaties zichtbaar maken.



1
INTRODUCTION

What is WS2 and how does it interact with light in the processes of photoluminescence,
Raman scattering and the formation of hybrid light-matter modes?

1
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2 INTRODUCTION

1.1. LIGHT
Light is essential for life on earth. Light and its interaction with matter is all around us: in
the sun, the rainbow and our own ability to see. Where optical phenomena as reflection
and refraction were already described by the ancient Greeks and Arabs, it took humanity
many ages to fully understand light-matter interaction at the atomic scale [1–3]. Light
has also been a driving force for scientific discoveries: bacteria and cells would have
never been seen without lenses, and the whole field of quantum mechanics would have
never started without the observation of absorption lines in sunlight [2]. Light is also
at the basis of various technologies that we use daily: no pictures, no movies, and no
internet without light.

In the field of optics, we study both light itself and its interaction with matter [3]. The
discovery of light amplification based on stimulated emission of radiation (LASER) [4]
has opened the way to new scientific discoveries. And despite its long history, light keeps
surprising us. Arguably, no other physical phenomenon can be described in so many
ways: as reflecting and refracting rays, as interfering and polarized electromagnetical
waves or as absorbing and exciting quantum mechanical particles [3]. In this thesis, we
investigate the interaction of light with tungsten disulphide nanostructures.

a b

SW

Figure 1.1: Tungsten Disulphide
a. Schematic representation of the interaction of light with a WS2 flake. b. Top view of a WS2 flake, with the W
(orange) and S (green) atoms in a hexagonal lattice called 2H.

1.2. TMD MATERIALS
Tungsten disulphide (WS2) is a Transition Metal Dichalcogenide (TMD) material, com-
monly used as a lubricant. TMDs combine a transition metal atom (Mo, W, ...) with two
chalcogenides atoms (S, Se, ...). TMDs belong to a larger class of van der Waals materials,
the most famous of which is graphene [5], the discovery of which resulted in the Nobel
prize for the discoverers Geim and Novoselov in 2004 [6]. Van der Waals materials con-
sist of layers, that are only held together by van der Waals forces and can therefore be
easily ’peeled off’ until a single atomically thin layer of material (a monolayer) is left (see
Section 1.3.1) [5, 7]. For instance, graphene as a monolayer of graphite, can be produced
using scotch tape and the lead of a pencil. Therefore, van der Waals materials are called
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two dimensional (2D), atomically thin but with in-plane dimensions of micrometers or
even millimeters [5, 8].

2D van der Waals materials possess many promising properties: they are extremely elas-
tic [9], they exhibit various interesting electrical properties [5], they can be combined to
form electronic devices [8, 10, 11], and they can be stacked together to form new ma-
terials with new properties [7]. The electrical properties of 2D materials vary: whereas
graphene is metallic, hexagonal boron nitride (hBN) is insulating and TMDs are semi-
conductors. TMDs materials therefore have an electronic bandgap, which governs the
interaction with light [12]. In this work, we focus on the intriguing optical properties of
WS2 nanostructures.

Figure 1.1a depicts a schematical representation of the interaction of a WS2 flake with
light. Figure 1.1b presents a schematic top view of the flake, with the W (orange) and S
(green) atoms in a hexagonal lattice. This atomic structure, called 2H, is the structure of
naturally occuring TMDs materials. Alternative atomic structures of WS2 exist, namely
3R and 1T [13, 14].

20 μm 50 μm 20 μm

a b c

glass

glassWS2

WS2

wire

hBN
silicon

pyramid
WS2

WS2

WS2

Figure 1.2: Optical microscopy images of WS2 samples
a. Exfoliated WS2 flakes on a glass substrate. A silver nanowire is deposited on top of the flake marked in
blue/yellow in the upper right corner. As the flake marked in blue is a monolayer of WS2, it can hardly be
distinguished from the glass. The flake marked in yellow is a trilayer. The large, roughly triangular flake marked
in red/pink exhibits parts with different thicknesses, as becomes apparent from the variations in contrast.
The pink part of the flake contains 5 layers of WS2, the rest of the flake is thicker. b. WS2 flakes (marked in
red/yellow) with an hBN flake of 150 nm stamped on top (transparent) on a glass substrate. The lightest part of
the WS2 flake (marked in yellow) under the hBN is a trilayer, the rest of the flake marked in red is thicker. The
other WS2 flakes present on the substrate are marked in green. c. CVD-grown monolayer WS2 flakes (marked
in blue) and pyramid-like structures (white) on a Si/SiN substrate.

1.3. FABRICATING WS2 STRUCTURES

1.3.1. EXFOLIATION AND STAMPING
As the layers of 2D materials are held together only by van der Waals interactions, one of
the ways of creating few-layered samples is mechanical exfoliation from a bulk crystal,
e.g., using adhesive tape [7, 15]. The specific exfoliation recipe used, dictates the size and
quality of the resulting few-layer sample. Firstly, proper cleaning of the substrate using
chemicals and oxygen plasma has an important influence [7, 15]. Secondly, heating the
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substrate and tape with 2D flakes while in contact improves the yield of exfoliated flakes
[7, 15]. Furthermore, the resulting sample is influenced by the choice of tape, substrate
and bulk crystal.

Figure 1.2a depicts exfoliated WS2 flakes on a glass substrate. The variations in contrast
points to the differences in thickness, where thinner flakes have a lighter colour. The
large triangular flake in the image (marked in red) contains a region of five layers of WS2

(marked in pink). The other parts of this flake are thicker than five layers, as becomes
apparent from the darker grey colour. The flake in the top right corner, marked in blue,
is a monolayer of WS2 and can hardly be distinguished from the glass. The darker part of
this flake, marked in yellow, is a trilayer.

Stacking different 2D materials or placing nanostructures on top is relatively straightfor-
ward using a dry-transfer stamping technique [7, 16]. We use this method to place the
silver and ZnO nanowires on top of few-layered WS2 in Chapter 3. To this end, nanowires
are deposited on a flat PDMS stamp, that is brought into contact with the WS2 on a sub-
strate and carefully released [7, 16]. In Fig.1.2a, a nanowire can be observed that is de-
posited on top of the monolayer flake (marked in blue) .

Alternatively, a pick-up-and-stamp method using semispherical PDMS/PC stamps can
be used for stacking of 2D materials or placing nanostructures on top [7, 16]. This offers
higher spatial positioning precision than a flat PDMS stamp, but has the disadvantage
that the sample needs to be heated, leaving more residuals. Figure 1.2b depicts exfoliated
WS2 flakes with an hBN flake (150 nm thickness) placed on top. Here the darker grey
flakes are WS2 (marked in green). The transparent hBN flake is deposited on top of the
thinner WS2 flake (marked in red/yellow), where the thinnest part is a trilayer (marked
in yellow). The lines on the hBN flake are cracks as a result of the transfer process.

1.3.2. CVD GROWN STRUCTURES
An alternative method to create samples of Van der Waals materials is Chemical Vapor
Deposition (CVD) [17–22]. Depending on the growth conditions, CVD can both repro-
duce flat layers as found in naturally occurring TMDs, and enable the growth of nanos-
tructures such as vertical walls, pyramids [23] and flower-like geometries [13]. Fig.1.2c
depicts CVD grown WS2 monolayers (marked in blue) and pyramid-like structures (white).

To grow the WS2 structures investigated in this work on a microchip, the following pro-
cedure is used [13]. For the monolayers and pyramids in Chapter 4 and 6, the microchip
is composed of a silicon frame with open windows, covered with a continuous silicon
nitride (Si3N4) film [23]. For the nanoflowers in Chapter 7, the microchip is composed
of a silicon frame with a large window, spanned by a silicon nitride film with an array of
holes, penetrating both through the silion frame and the silicon nitride film [13]. Before
the CVD growth procedure, WO3 is deposited on the microchip and the chip is placed in
the middle zone of a gradient tube furnace (Carbolite Gero). For the sulfurization pro-
cess, sulfur is placed in a crucible upstream from the microchip and a constant argon
flow of 150 sccm is applied. The zone containing the sulfur is heated to 220°C and the
middle zone is heated to 750°C, and kept at this reaction temperature for 1 hour after
which the system is naturally cooled down to room temperature [13].
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Figure 1.3: WS2 bandgap and photoluminescence
a. In the photoluminescence process, an electron is excited (orange dashed line) by the absorbed photon. After
decaying non-radiatively (blue wavy line) to the bottom of the conduction band, the electron relaxes to the
valence band either non-radiatively (blue wave line) or radiatively (blue arrow). In the latter case, the released
energy is emitted via a photon (red wavy line). b. In WS2, the negative electron and positive hole exhibit such a
strong Coulomb interaction, that they can bind together to form an exciton. Note that the energy of the exciton
is slightly lower than the energy of the bandgap transition. c. Photoluminescence spectra of exfoliated WS2
flakes with 1 - 6 layers. The intensity of the monolayer emission (in cyan) is much higher than the few-layer
WS2, therefore rescaled for an easy comparison. The few-layer WS2 exhibits emission both from the direct and
an indirect bandgap. The spectral position of the direct transition is at 630 nm, independent of the number of
layers. The spectral position of the indirect transition is 700 nm for a bilayer (in yellow), and between 790 and
850 nm for 3 - 6 layers of WS2.

1.4. INTERACTION OF WS2 AND LIGHT
Light interaction with TMDs materials can have a number of appearances. Firstly, part of
the light impinging on a TMDs material is reflected and part of the light is transmitted,
being refracted while propagating through the material [3, 24]. Furthermore, the light
can be absorbed by the material or scattered by the atoms of the material [24]. After
absorption, the process of photoluminescence may occur (Section 1.4.1). The scattering
can be elastic (Rayleigh scattering) and inelastic (Raman scattering) (Section 1.4.3) [24,
25]. Finally, hybrid light-matter modes, polaritons, can be formed between WS2 and
light.

1.4.1. PHOTOLUMINESCENCE
In Chapter 3 and 4, the light-WS2 interaction leads to the process of photolumines-
cence (PL): the absorption and emission of light by a TMDs material. Photolumines-
cence is schematically depicted in Fig.1.3a, where the energy of absorbed light is used
to excite electrons from the valence band to the conduction band (orange dashed line).
After relaxation within the conduction band (blue wavy line), the electrons relax back
to the valence band either non-radiatively (blue wavy line) or radiatively (blue arrow).
In the latter case, the energy resulting from the electron decay is emitted as light via
spontaneous emission (red wavy line) [24, 25]. This system will experience a so-called
Stokes shift, whereby the emitted photon has a lower energy than the excitation pho-
ton. It is important to note that absorption does not always lead to luminescence, as
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the electron can also relax back to the valence band via non-radiative decay [24, 25] (see
Chapter 4).

An interesting property of TMDs materials is the formation of stable excitons at room-
temperature [26–29]. Here, the electrons and holes, created after the absorption of a
photon, bind together via Coulomb interaction to form a pair that behaves similarly to
a hydrogen atom [24], as depicted schematically in Fig.1.3b. In TMDs materials these
stable electron-hole pairs exhibit such a strong Coulomb interaction and possess such
a high binding energy that they exist even at room temperature [26–29]. Note that the
energy of the exciton is slightly lower than the bandgap energy, because of the attrac-
tive Coulomb interaction between the negative electron and positive hole. In TMDs, the
conduction band is nearly spin degenerate, but the valence band splits due to a remark-
ably high spin-orbit coupling [30]. Multiple types of exciton exist, namely the A and the
B exciton at the transition between the conduction band and the higher and lower va-
lence band respectively (see Fig.1.7a in Section 1.5.2) [31–33], and charged excitons or
so-called trions [34–37]. In this work we focus on the neutral A exciton. The transition of
the B exciton has a lower wavelength (530 nm) than that of the A exciton, and therefore
falls outside of our experimental detection region. The presence of trions is visible at
cryogenic temperatures in the spectra of monolayer WS2 in Chapter 4, but trions are not
studied specifically.

In the few-layer regime, TMDs materials experience a transition from an indirect to a
direct bandgap semiconductor [12, 31, 33, 38]. The energy of the exciton associated
with the direct bandgap transition typically lies in the (near) visible wavelength range
in TMDs materials, making them attractive for optical experiments. Figure 1.3c depicts
photoluminescence spectra of WS2 flakes with 1 - 6 layers. The few-layer WS2 exhibits
emission both from the exciton resonance around 630 nm and from the indirect bandgap
transition, whereas the monolayer only emits from the exciton resonance. Note that
the observed photoluminescence intensity of the WS2 monolayer (in cyan in Fig.1.3c)
is much higher than that of the few-layer WS2. The spectral position of the indirect
bandgap is around 700 nm for the bilayer (in yellow), and ranges from 790 to 850 nm
for 3 - 6 layers of WS2 (see also [39, 40]).

1.4.2. EXCITON-POLARITONS
In Chapter 5, the interaction between light and WS2 results in the formation of a hybrid
light-matter mode. Here, an exciton in the WS2 valley and a photon interact strongly and
form a so-called exciton-polariton [41, 42]. Like the better known plasmon-polariton,
the resulting mode, propagating in the WS2 plane, decays exponentially away from the
plane and therefore spatially exists only close to the material [43–46]. Polaritons are
found in different classes of 2D materials: plasmon-polaritons are commonly studied
in graphene, phonon-polaritons in hexagonal boron nitride and exciton-polaritons in
TMDs materials [45, 46]. The interest in polaritons lies in the confinement of a (hybrid)
electromagnetic mode in an atomically thin material, orders of magnitude smaller than
the wavelength of the light. The large exciton binding energy creates an enormous inter-
action strength and enhances the light-matter interaction [46]. Polaritons in 2D materi-
als hold the promise of applications in nanophotonics, as they can be used for lasing [47],
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sensing [48] and many ways of light concentration and manipulation [49, 50].

1.4.3. RAMAN SCATTERING
In Chapter 6 and 7, we investigate the Raman response of WS2 nanostructures. Here, the
excitation light is not absorbed like in the case of photoluminescence. Rather, it is scat-
tered inelastically by collective vibrations of the WS2 atoms, also called phonons. Not
all vibrational modes of the atoms are Raman active, this depends on the symmetries of
the modes with respect to the symmetries of the crystal [25, 51]. On a single molecule
level, the vibrating atoms consist of positively charged cores and mobile negative charge,
that can be described as oscillating dipoles that can interact with electromagnetic radi-
ation [51]. Raman scattering is depicted schematically in Fig.1.4a, where the impinging
photons cause a transition from the initial to the final state via a virtual state, interact-
ing with phonons in the material, either loosing energy (Stokes process, see Fig.1.4a) or
gaining energy (anti-Stokes process, not depicted) [24, 25]. The phonon energy can thus
be determined by comparing the frequencies of the incident and scattered light.
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Figure 1.4: Raman scattering of WS2
a. In Raman scattering a transition occurs from the initial to the final state via a virtual state. The energy
difference between the incoming and outgoing light is used to excite a vibration or phonon. b. The two Raman
active optical modes of WS2. Both the W (orange) and S (green) atoms participate in the in-plane E2g mode,
whereas only the S atoms vibrate in the out-of-plane A1g mode (compare Fig.1.1). c. Raman spectrum of a

WS2 nanoflower (see Chapter 7), with the two characteristic modes E1
2g and A1g , and a number of higher order

phononic modes involving the LA(M) mode.

The characteristic Raman-active vibrational modes of WS2 which can be measured in
the back-scattering configuration [52–54], are depicted in Fig.1.4b. The E1

2g mode cor-
responds to the in-plane vibration of both the W and the S atoms, and the A1g mode
corresponds to the out-of-plane vibration of the S atom. Relevant is also the longitudi-
nal acoustic mode LA(M), as the spectral position of two times LA(M) (2LA(M)) is very
close to the E2g mode of WS2 [55]. Figure 1.4c depicts the Raman response of a WS2

nanoflower, where the two characteristic Raman features are marked. The spectral fea-
ture at 350-355 cm−1 is a combination of the E2g and 2LA(M). The spectral feature at
417 cm−1 is the A1g mode. The other spectral features are higher order phononic modes,
involving the LA(M) phonon (see Chapter 6 and 7).
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Raman spectroscopy is commonly used to characterize the structural properties of TMDs
materials, because the spectral position of the Raman features can be used to determine
the number of layers. The largest spectral differences exist between monolayer, bilayer
and trilayer [53, 56, 57]. Furthermore, TMDs Raman features may provide information
on defect density [58, 59] and strain [60, 61] in a TMDs flake. The TMDs spectral Ra-
man features are influenced by many factors. Both spectral position and (relative) peak
intensity of TMDs Raman features depend on the temperature [57, 62–66] (see Chapter
6 and 7). The TMDs Raman response is influenced by the polarization of the excitation
light, as the E2g mode and the A1g respond differently to horizontally or vertically po-
larized light [32, 55], and to circularly polarized light with opposite handedness [67–69]
(see Chapter 7). Important for this work is the influence of the excitation wavelength
on the Raman response. Raman features are greatly enhanced when the excitation is in
resonance with an excitonic transition [32, 56, 70–74] (see Chapter 6 and 7).
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Figure 1.5: Temperature dependence of monolayer WS2 photoluminescence
a-b. Photoluminescence spectra of the emission of a CVD-grown WS2 monolayer for a. 594 nm excitation and
b. 561 nm excitation. The photoluminescence intensity for 594 nm excitation is an order of magnitude larger
at 4 K than at room temperature. c. The photoluminescence intensity as a function of temperature for both
excitation energies, where the intensity corresponds to the peak maximum, and the bars indicate the spatial
variations over the monolayer flake rather than the error. At lower temperatures, the PL intensity increases
by a factor of 4 for 561 nm excitation (in green), and a factor of 9 for 594 nm excitation (in orange). d. The
spectral position of the exciton shifts to lower wavelengths upon decreasing the temperature. Note in a. that
the spectrum taken at 4 K is partially cut off by the optical filter.
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1.5. INFLUENCING PHOTOLUMINESCENCE

1.5.1. TEMPERATURE DEPENDENCE
Figure 1.5a-b presents temperature-dependent photoluminescence (PL) spectra of a CVD-
grown WS2 monolayer, for two different excitation wavelengths. When decreasing the
temperature from room temperature (red spectra) to 4 K (blue spectra), the spectral po-
sition of the exciton peak shifts to lower wavelengths and the PL intensity increases.
Note that in Fig.1.5a, the spectrum taken at 4 K is partially cut off by optical filters in
the set-up (see Chapter 2). Comparing Fig.1.5a and b, it becomes apparent that the PL
intensity of a WS2 monolayer is higher for excitation with 594 nm than with 561 nm ex-
citation. At 4 K (blue spectra), the PL intensity for a 594 nm excitation is an order higher
than for a 561 nm excitation. Figure 1.5c depicts the photoluminescence intensity of the
WS2 monolayer for 594 nm (in orange) and 561 nm excitation (in green). The monolayer
PL intensity increases with decreasing temperature for both excitation energies. For a
561 nm excitation, the PL intensity at 4 K is four times higher than at room temperature
(compare Fig.1.5b), and for a 594 nm excitation, the PL intensity is even an order of mag-
nitude higher at 4 K.

The difference between the PL intensity with different excitation energies can be at-
tributed to the fact that the 594 nm excitation is more in resonance with the transition of
the WS2 A-exciton. Figure 1.5d depicts the spectral position of the measured photolumi-
nescence from the exciton as a function of temperature. Upon decreasing temperature,
the exciton peak position shifts to lower wavelengths (see also [34–36]). The shift ex-
plains the large increase in intensity upon decreasing the temperature, as using a fixed
excitation wavelength will tune the excitation more into resonance with the WS2 exci-
ton. The more resonant the excitation wavelength to the excitonic resonance of WS2,
the more of the excitation light is absorbed and the more the measured PL intensity in-
creases. The 561 nm excitation is spectrally relatively far away from the exciton reso-
nance both at room temperature and at cryogenic temperatures. The 594 nm excitation
is already relatively close to the excitonic resonance at room temperature. When de-
creasing the temperature, the spectral position of the excitonic resonance shifts to lower
wavelengths, tuning the excitation even more into resonance. Therefore the influence
of the excitonic resonance on the PL intensity is more apparent for a 594 nm than for a
561 nm excitation.

Figures 1.6a-c depict temperature dependent PL spectra of an exfoliated bilayer, trilayer
and five layers of WS2 for 594 nm excitation. The spectra exhibit two peaks: the high
intensity peak in the wavelength range of 614-630 nm corresponds to PL from the exci-
ton associated to the direct bandgap, and the low, broad intensity peak at higher wave-
lengths corresponds to PL from the indirect bandgap transition (see Fig.1.3c). The sharp
features around 610 nm on top of the direct bandgap emission are the result of the Ra-
man response from the WS2 and from the silicon substrate. When comparing the spec-
tra at room temperature (in red) to the spectra at 4 K (in blue), it becomes apparent that
the PL intensity from the exciton increases with decreasing temperature. However, the
emission from the indirect bandgap remains constant, thus changing the intensity ra-
tio between light from the direct and indirect bandgap. Figure 1.6d depicts the spectral
position of the indirect bandgap emission for WS2 samples of different layer thickness.
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Upon decreasing the temperature, the spectral position shifts to higher wavelengths (see
also [39, 75]), whereas the spectral position of PL from the exciton shifted to lower wave-
lengths. Thus the PL from the exciton and the indirect bandgap are spectrally further
away from each other at cryogenic temperatures than at room temperatures.
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Figure 1.6: Temperature dependence of few-layer WS2 photoluminescence
a-c. Photoluminescence spectra of the emission of a WS2 a. bilayer, b. trilayer and c. five layers (for 594 nm
excitation). The intensity of the direct bandgap emission increases at cryogenic temperatures, whereas the
intensity of the indirect bandgap emission remains constant. d. At lower temperatures, the spectral position
of the indirect bandgap emission shifts to higher wavelengths. Note that this shift is in the opposite direction
to the spectral position of the direct bandgap emission, which shifts to lower wavelengths as the temperature
decreases (see Fig.1.5).

1.5.2. VALLEY PSEUDOSPIN

MONOLAYERS

Arguably, the most intriguing aspect of the TMDs photoluminescence is the TMDs inter-
action with polarized light. Figure 1.7a schematically depicts the TMDs direct bandgap
valleys, that are situated at the K and K’ points in the Brillouin zone and are energy-
degenerate [76–79]. The conduction band is nearly spin degenerate but the valence band
splits due to a remarkably high spin-orbit coupling [30]. Because of time-reversal sym-
metry, the spin splitting in the valence band has opposite signs at the K and K’ valley,
making them nonequivalent. In TMDs inversion symmetry is broken as a result of the
atomic structure (see Section 1.2). This broken inversion symmetry ensures that spin
and valley and the associated excitons are strongly coupled at the K and K’ valleys (see
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Section 1.4.1). The combination of high spin-orbit coupling, time-reversal symmetry
and broken inversion symmetry results in a set of optical selection rules for the TMDs
semiconductor valleys [76–79]. A pseudospin and a spin can be attributed to the TMDs
valleys and the associated excitons, that allows the selective addressing of each valley
separately by using circularly polarized light of opposite handedness [80–82]. This selec-
tivity is depicted schematically in Fig. 1.7a, where the K and K’ valley can be addressed
with σ− and σ+ polarized light, respectively.
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Figure 1.7: Valley polarization of monolayer WS2
a. The optical selection rules of the WS2 semiconductor valleys dictate that the K and K’ valley can be ad-
dressed selectively using circularly polarized light of specific handedness. The transition of the lower valence
band (dashed lines) yields the B exciton, while the transition from the upper valence band (solid line) yields the
A exciton. b. Temperature dependence of the valley polarization for 594 nm (in orange) and 561 nm (in green)
excitation. The valley polarization increases with decreasing temperatures for both excitation wavelengths.
The valley polarization is position dependent (see Chapter 4): the bars indicate the spread of the valley polar-
ization over the monolayer flake rather than the error. c,d. Photoluminescence spectra of a CVD grown WS2
monolayer for c. 594 nm and d. 561 nm excitation, acquired at room temperature. The WS2 is excited with σ+
polarized light, and from the difference in the σ+ (in red) and σ− (in blue) emission, we determine a degree of
valley polarization of c 0.27 and d 0.18.

For potential applications of the valley pseudospin, it is essential to have a large asym-
metric occupation of electrons in the two valleys, i.e., a high valley polarization. To de-
termine valley polarization, the WS2 is excited with circularly polarized light, thus ad-
dressing only one specific WS2 valley, and the handedness of the resulting emission is
determined. The value of the valley polarization depends on many factors. The first fac-
tor is the kind of TMD: although the valley-dependent optical selection rules apply to all
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TMDs materials, WS2 exhibits a particularly high valley polarization at room tempera-
ture [77, 83, 84].

Figure 1.7c presents PL spectra of a CVD grown monolayer, excited withσ+ light at room
temperature. Comparing the emission spectra with different polarization handedness,
it becomes apparent that the emission with σ+ polarization (red in Fig.1.7c-d) has a
higher intensity than the σ− polarization (blue in Fig.1.7c-d). From the PL spectra we
determine a valley polarization α= ILH−IRH

ILH+IRH
, where ILH and IRH are the left-handed and

right-handed circularly polarized emission respectively. The determined valley polar-
ization is 0.27 for 594 nm excitation (Fig.1.7c) and 0.18 for 561 nm excitation (Fig.1.7d).
Figure 1.7c,d thus demonstrate the second factor influencing the value of the valley po-
larization, namely the excitation energy: the more the excitation is in resonance with the
exciton energy, the higher the valley polarization [28, 81, 85, 86].

Figure 1.7b presents the temperature dependence of valley polarization for an excita-
tion wavelength of 594 nm (in orange) and 561 nm (in green), respectively. Even though
at room temperature, the value of the valley polarization for 561 nm is lower than for
594 nm, with decreasing temperature valley polarization increases to around 0.35 for
both excitation wavelengths. It is therefore clear that the third factor influencing TMDs
valley polarization is temperature: for lower temperatures valley polarization increases
[77, 80, 85, 87] (see Chapter 4).

MULTILAYERS

The fourth factor influencing valley polarization is the WS2 thickness. As mentioned be-
fore, the broken spatial inversion symmetry in the TMDs atomic structure is essential
for coupling the spin and valley. When increasing the thickness of a TMDs material from
a monolayer to a bilayer and thicker, each layer is rotated by 180o with respect to the
previous one [77, 83]. The rotation of each TMDs layer means that the broken inversion
symmetry from monolayer TMDs is lifted, so few-layer TMDs do exhibit spatial inversion
symmetry. Therefore for most TMDs materials, increasing the thickness from a mono-
layer to a bilayer or thicker results in a loss (MoS2, MoSe2) or a lowering (WSe2) of valley
polarization [80, 81, 88–90]. In these TMD materials, high valley polarization in bilay-
ers can only be achieved by electrical gating [88, 91, 92]. Surprisingly, WS2 bilayers do
exhibit an appreciable valley polarization with values even larger than WS2 monolayers
[14, 40, 77, 83, 85, 87]. The proposed explanation of the difference between WS2 and the
other TMDs is the large spin-valley coupling strength with respect to the interlayer hop-
ping energy, allowing a few-layer WS2 system to be regarded as decoupled layers [77].
Moreover, increasing the thickness beyond a monolayer suppresses some of the valley
depolarization mechanisms in WS2, making valley polarization of few-layer WS2 more
robust than that of monolayers [77, 83, 85]. Therefore, for the coupling of optical spin to
the valley pseudospin in Chapter 3, we use few-layer WS2 [40, 93].

Figure 1.8a-c depicts PL spectra of exfoliated WS2 flakes of various thickness. The spec-
tra are obtained at room temperature, upon aσ+ polarized excitation with 594 nm wave-
length. Comparing the σ+ and σ− emission from the bilayer and trilayer in 1.8b-c, it be-
comes apparent that the exciton emission is polarized. However, the emission from the
indirect bandgap is unpolarized (see also [28, 83, 85]). In the same way as for the mono-
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Figure 1.8: Valley polarization of few-layer WS2
a-c. Photoluminescence spectra of an exfoliated WS2 a. monolayer, b. bilayer and c. trilayer. The spectra
are obtained at room temperature, for 594 nm excitation that is σ+ polarized. Note that the emission from the
direct bandgap is polarized, but the emission from the indirect bandgap is unpolarized. From the difference in
σ+ and σ− emission we determine the valley polarization. The valley polarization of the exfoliated monolayer
(a) is around 0.08, much lower than that of the CVD-grown monolayer in Fig.1.7c. The valley polarization of
the bilayer (b) is 0.21 and of the trilayer (c) 0.62. d. The valley polarization increases with an increasing number
of WS2 layers. With decreasing temperature, the valley polarization increases to a maximum of approximately
0.75. e-f. Photoluminescence taken at 4 K of the WS2 e. bilayer and f. trilayer. The valley polarization of the
bilayer increases with respect to the room temperature value to approximately 0.66. The valley polarization of
the trilayer also increases with respect to room temperature to 0.70.
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layers in Fig.1.7, we determine valley polarization of the exciton emission. The valley
polarization of the bilayer is 0.20 (Fig.1.8b) and of the trilayer is 0.62 (Fig.1.8c). In other
words, valley polarization increases with an increasing number of layers. This increase
becomes apparent from Fig.1.8d, that depicts the valley polarization of few-layer WS2

flakes at room temperature (red) and cryogenic temperatures (purple and blue).

Like for the monolayer, the valley polarization of few-layer WS2 increases with a decreas-
ing temperature (see also [28, 85, 87]). Figure 1.8e-f depicts photoluminescence spectra
taken at 4 K of the WS2 bilayer and trilayer. The valley polarization of the bilayer in-
creases tremendously with respect to the room temperature value, to 0.66. The valley
polarization of the trilayer also increases with respect to room temperature, but only to
0.70. A maximum valley polarization of 0.75 is reached at 4 K for 3-5 layers of WS2 (see
[85]).

Note that the valley polarization of the exfoliated monolayer in Fig.1.8a is much lower
(around 0.08) than that of the CVD-grown monolayer (around 0.27) in Fig.1.7c. The last
factors influencing the valley polarization are the sample preparation and the substrate.
Substrate roughness and sample preparation methods influence the quantum yield of
the WS2, e.g., the radiative and non-radiative decay rates (see also [83, 87]). As dis-
cussed in Chapter 4, valley polarization is destroyed due to valley hopping of electrons
from one valley to the other. If the (non-)radiative decay rate of the electron in the val-
ley is faster than the valley-hopping rate, effectively, the measured valley polarization is
higher. Therefore the measured valley polarization varies for different sample prepara-
tions and substrates.

1.6. WS2 AND LIGHT IN THIS THESIS
To summarize, we have described three results of the interaction between WS2 and light:
photoluminescence, the formation of exciton-polaritons and Raman scattering. The
chirality of the photoluminescence interaction between WS2 and light opens the way
for applications in nanophotonics and specifically valleytronics, the field of interacting
with and manipulating the valley pseudospin. In Chapter 3 we propose a way to op-
tically address and read out the valley pseudospin using silver and ZnO nanowires. In
Chapter 4 we confirm the existence of coherence between the WS2 valleys. Furthermore,
as described in Chapter 5, exciton-polaritons in WS2 hold the promise of applications in
nanophotonics that make use of the enormous light-matter interaction. Raman spec-
troscopy is commonly used as a characterization tool to confirm the nature of a material
and its properties. In Chapter 6 we go one step further, determining how structural and
morphological variations in WS2 pyramids manifest themselves in Raman spectra. In
addition, in Chapter 7 we describe how Raman spectroscopy can be used to probe the
orientation of WS2 nanoflowers.



2
EXPERIMENTAL SET-UP

How do we measure the position-dependent intensity and frequency of the photolumines-
cence and Raman response of WS2 nanostructures?
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2.1. ESSENTIAL COMPONENTS MICROSCOPE
To measure the photoluminescence of WS2 (Introduction, Chapter 3 and 4) and the Ra-
man response of WS2 (Chapter 6 and 7) we use a home-built set-up that combines spec-
troscopy with microscopy. Different versions of this set-up are used for the different in-
vestigations described in this thesis, but the basic components are presented in Fig.2.1.
We start with the excitation (I, in yellow), which is provided by either a continuous-wave
laser with a wavelength of 594 nm and a power of 1.6 mW/mm2 (Coherent OBIS 594 LS),
or a continuous-wave laser with a wavelength of 561 nm and a power of 3.6 mW/mm2

(Cobolt 08-DPL 561). It is essential for the excitation light to be collimated (see Section
2.3). The excitation light is reflected by a beam splitter or a dichroic mirror (II), and en-
ters an objective lens (III), that focuses the light on the sample (see Section 2.2). The
sample (IV) is mounted on a XYZ translation stage (Thorlabs TDC001 T-cubes at room
temperature, see Section 2.5 for cryogenic temperature). Light coming from the sam-
ple is collected in reflection using the same objective lens and passes through the same
beam splitter or dichroic. Light coming from the sample consists predominantly of the
reflected excitation light, with only a small contribution of the photoluminescence and
the Raman response. Since the latter have a different wavelength than the excitation, the
reflected light can be blocked using a combination of optical filters (V) and a dichroic
mirror. Finally, the light from the sample is imaged on a spectrometer (VI) (Princeton
Instruments SP2358) fitted with a CCD (charge-coupled detector) camera (VII) (Prince-
ton Instruments ProEM 1024BX3).

IV

I

IIIII V
VI

VII

Figure 2.1: Essential components set-up
Schematic representation of our home-built spectroscopy microscope set-up. The collimated excitation beam
(I, in yellow) is reflected by a beam splitter or a dichroic mirror (II) and enters an objective lens (III), where the
light is focused on a sample mounted on a XYZ translation stage (IV). As the photoluminescence and Raman
response from the sample (in red) have a different wavelength than the reflected excitation light, the reflection
can be removed using optical filters (V) and the dichroic mirror. The generated light is imaged on a spectrom-
eter (VI) and CCD camera (VII). Inside of the spectrometer (see dashed lines for the beam path inside of the
spectrometer VI), the light is diffracted by a grating (blue triangle) and guided to the CCD camera, where the
different wavelength components of the generated light are analyzed.
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The combination of spectrometer and CCD camera enables us to study both the spectral
properties and the intensity of the generated light. To study the light intensity, we use the
zeroth order of the spectrometer grating as a mirror, studying the non-diffracted part
of the light with the CCD camera. As this method does result in a loss of intensity, we
focus the light directly onto a CCD camera for parts of Chapter 3. The described basic
components of the set-up allow us to focus the excitation light on the sample and study
the frequency and intensity of the generated light from the WS2 sample.

2.2. FOCUSSING WITH THE OBJECTIVE LENS
For our experiments, we focus and collect the light of the sample using an objective lens.
We use either an oil-immersion objective lens (Nikon Plan Apochromat 100x NA=1.45,
Chapter 3), or an air objective (Zeiss 100x NA=0.85, Chapters 4, 6 and 7). Figure 2.2a
depicts schematically how the light enters the oil-immersion objective lens (1) and is
focused (2) through the oil (3) and the glass substrate (4) on the sample (5). As the oil,
the glass substrate and the glass lenses have comparable refractive indices, the use of an
oil-immersion objective lens ensures the least amount of refraction losses. Figure 2.2b
depicts how the light enters the air objective lens (1’) and is focused (2’) on the sample
(5’) that is deposited on top of the substrate (4’).

There are several differences between collection with the oil-immersion or the air objec-
tive. First of all the numerical aperture (NA), defined as N A = n sinθ, with n the refractive
index of the medium and θ the maximum semi-angle of the cone of light, collected from
or focused on the sample by the objective lens (see Fig.2.2a,b) [94]. Both objective lenses
are used to focus the excitation light on and to collect the sample emission from a diffrac-
tion limited spot. The size of this spot is given by the Abbe diffraction limit: d = λ

1.22N A
[94]. Therefore for a given wavelength, using the oil-immersion objective with a higher
NA (1.45) than that of the air objective (0.85) ensures that an area with smaller dimension
d is excited, and that emission is collected from this smaller area.

To understand the implications of the NA of the objective lens, it is important to note
that both the studied photoluminescence and the Raman scattering from WS2 can be
described by radiating dipoles [24]. When a dipole is located next to a dielectric inter-
face, e.g., on top of a substrate, it does not radiate uniformly into all 4π directions in
space [95–97]. In the emission pattern of a dipole at the air-glass interface, the emitted
intensity is concentrated at angles corresponding to NA=1.0 on the glass side [96, 97]. As
light at these angles can only be collected through the oil-immersion objective, the col-
lected intensity by such an objective is larger than by the air objective: around 4 times
for a dipole oriented in the transverse direction [97]. Furthermore, a dipole close to an
interface radiates more into the high n (glass) side than into the low n (air) side [95]. In
Fig.2.2a and b, it becomes apparent that in our set-ups, the oil-immersion objective col-
lects through the glass substrate, while the air objective the emission on the air side and
therefore has a much larger collection efficiency.

The influence of the type of objective on the collected efficiency becomes apparent when
comparing the spectra of a bilayer and five layers of WS2 acquired using the oil-immersion
and the air objectives in Fig.2.3. As mentioned in Section 1.4.1 of the Introduction, few-
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Figure 2.2: Focusing using an objective lens
a. Light enters an oil-immersion objective (1) and is focused (2) through the oil (3) and the glass substrate
(4) on the sample (5). b. Light enters an air objective (1’) and is focused (2’) through the air on the sample
(5’) that is lying on the substrate (4’). c. When tightly focusing circularly polarized light, the total spin angular
momentum (SAM) decreases. For an air objective with NA = 0.85 the total SAM decreases to 0.70, for an oil
objective with NA = 1.45 it decreases to 0.30. These calculations assume that the full back focal plane of the
objective lens is filled. Decreasing the excitation beam size decreases the effective NA. d. Total SAM of the air
objective and the oil-immersion objective for different beam waists. For a beam waist up to 2 mm, the total
SAM is above 0.80. e. As the effective NA decreases, the diffraction limited size of the spot on the sample does
increase tremendously. Therefore, as a trade-off between spin angular momentum and diffraction limited
spot, we use a beam diameter of 1 mm for both objective lenses.
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layer WS2 exhibits photoluminescence emission both from the direct transition around
630 nm, and from the indirect transition around 720 nm for a bilayer and 850 nm for five
layers of WS2. We observe that the measured intensity of emission from the direct tran-
sition is 50x larger for the oil-immersion objective (Fig.2.3a,b) than for the air objective
(Fig.2.3c,d). Surprisingly, the intensity difference acquired using the two different ob-
jectives is even larger (100x) for the emission from the indirect transition. This means
that for the bilayer, the emission from the direct vs. indirect transition exhibits the same
intensity in the spectrum in Fig.2.3a, acquired using the oil-immersion objective, but
the emission from the indirect transition exhibits only half of the intensity of the direct
transition in the spectrum in Fig.2.3c, acquired using the air objective. The relatively low
intensity of the indirect transition in the spectrum of the five layers of WS2 in Fig.2.3d
makes it less straightforward to distinguish it from the background when acquiring us-
ing the air than using the oil-immersion objective. We hypothesise that the intensity
differences between light from the direct and indirect transition collected using the two
objectives, can be explained by differences in radiation patterns.
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Figure 2.3: Comparing spectra oil and air objective
a-b. Spectrum of a. a bilayer and b. 6 layers of WS2, acquired using the oil-immersion objective. c-d. Spectrum
of c. a bilayer and d. 5 layers of WS2, acquired using the air objective. The intensity of the emission from
the direct transition is 50x larger for the oil-immersion than for the air objective. The intensity difference
acquired using the oil vs. air objective is even larger for the emission from the indirect transition, namely
100x. The relatively low intensity of the indirect transition makes it less straightforward to distinguish from the
background.
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Even though tight focusing with objective lenses with a large NA has many advantages on
the collected radiation intensity, it may have a significant disadvantage related to polar-
ization detection. When tightly focusing circularly polarized light (essential for studying
valley polarization and helicity), the spin density vector of the light will not be parallel
to the beam axis anymore, and therefore the total spin angular momentum (SAM) de-
creases [97–99]. Figure 2.2c depicts the total SAM for oil-immersion and air objectives
(calculations by T.Bauer [97]). For the air objective lens that we use, the SAM decreases
to 0.70. For the oil-immersion objective this is reduced even further to 0.30. Note that for
these calculations, the back focal plane of the objective lens is completely filled (the back
focal planes of the oil-immersion objective and air objective are 1.9 mm and 1.35 mm re-
spectively). When decreasing the beam size of the excitation entering the objective lens,
the effective NA decreases. Figure 2.2d depicts the total SAM for both objective lenses for
different beam waists of the excitation light. For incident beam waists up to 2 mm, the
total SAM is above 0.80. However, as depicted in Fig.2.2e, for small beam waists the size
of the diffraction limited spot on the sample does increase tremendously. Therefore we
use an incident beam diameter of 1 mm for both objective lenses, as a trade-off between
spin angular momentum and the size of the diffraction limited spot. Note that decreas-
ing the beam diameter only affects the size of the excitation spot. When collecting light
from the sample we still make use of the full NA of the objective lens, with the advantages
of more collected radiation from a smaller spot.

2.3. TUBE LENSES AND 4F SYSTEM
In practice, we use a more extended microscopy set-up than the basic microscope pre-
sented in Fig.2.1. We use two lenses 1a and 1b in a telescope-like configuration to adjust
the beam size to the desired diameter (see Section 2.2). To image the sample properly on
the CCD camera, it is essential that the excitation light is collimated [94], for which lens
1a and 1b are used as well. The sample emission is collected using the objective lens at
a focal distance f1 of the sample. The first tube lens 2a is at a distance f1 + f2 from the
back focal plane of the objective, and the second tube lens 2b is at a distance 2 f2 from
the first tube lens. The last lens 3 is at a distance f2 + f3 of lens 2b, focusing onto the
spectrometer slit or the CCD camera at the focal distance f3.

For optimal imaging of the sample, relevant factors are the field of view, the magnifica-
tion and aberrations. These factors are not only influenced by the objective lens, but
also by the accompanying lenses 2a, 2b and 3. Every objective lens is designed to work
with a specific accompanying lens, the so-called tube lens. Using the correct tube lens in
combination with the objective lens will ensure the optimal correction for spherical and
chromatic aberrations. The focal distance of the tube lens, the tube length, depends on
the company. For the Nikon oil-immersion objective it is 200 mm, for the Zeiss air objec-
tive it is 165 mm. Both of our objective lenses are specified to magnify the sample image
by 100 times. This magnification is achieved when the correct combination of objective
and tube lens is used.

Imaging an object with a lens can be described as performing a Fourier transform on the
electric field generated by that object [94]. Here a sine wave coming in under normal
incidence results in a delta peak in the focal plane on the optical axis, while a tilted sine
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Figure 2.4: 4F system
We use a more extended microscopy set-up than the basic microscope in Fig.2.1. Lenses 1a and 1b are used
to collimate the excitation beam and control its beam diameter. The sample emission is collected using the
objective lens at focal distance f1. The first tube lens 2a is at a distance f1 + f2 from the back focal plane of
the objective. The second tube lens 2b is at a distance 2 f2 from the first tube lens. In Chapter 3, we perform
k-space selection at a distance f2 after the second tube lens 2b. The last lens 3 is at a distance f2 + f3 of lens
2b, focusing onto the spectrometer slit or the CCD camera at the focal distance f3.

wave leads to a delta peak slightly shifted away from the optical axis. The plane at the fo-
cal distance of the lens, called the Fourier plane, therefore contains all the angular infor-
mation of the plane waves coming from the image [94]. Using two lenses as in Fig.2.1 can
be described as Fourier transforming twice, where the object is imaged on a camera [94].
The camera is placed at the focal distance of the second lens, which is called the image
plane. It contains all real-space, e.g., spatial information of the image. In the 4F system
in Fig.2.4, the image planes are at the focus in between lens 2a and lens 2b and at the
entrance of the spectrometer. The Fourier planes in Fig.2.4 are on the back focal plane of
the objective lens and between lens 2b and lens 3. One of the advantages of using the 4F
system is that the real-space and the reciprocal-space information of the image are fully
separated and decoupled. We use this property to perform k-space selection at a dis-
tance f2 after the second tube lens 2b (Chapter 3). Spatial selection could be performed
in the image plane between lens 2a and 2b. Furthermore, the use of a 4F system is also
motivated by practical considerations, as the space between lens 2b and 3 is suitable for
placing optical components such as filters and polarization components.

2.4. POLARIZATION-RESOLVED MEASUREMENTS
To perform polarization-resolved measurements, the correct placement of the polariza-
tion optics is essential. Figure 2.5 depicts a more extended version of the set-up. It
contains the optical components depicted in Fig.2.1 and in Fig.2.4, with an additional
mirror before the lens that focusses the sample emission on the spectrometer. The po-
sitions in the set-up where we place polarization components, are marked A,B,C. As
our excitation laser is not perfectly linearly polarized, we place a polarizer (Thorlabs
LPVIS100-MP2) at position A. Throughout this thesis, we place polarization components



2

22 EXPERIMENTAL SET-UP

for three types of experiments: to control the excitation polarization state, to analyze the
(position-dependent) polarization state of the generated emission, or a combination of
both.

For the first type of experiment we are not interested in the polarization state of the emis-
sion, but in position-dependent intensity information, upon excitation with linearly or
circularly polarized light respectively (Chapter 7, Section 7.2.2 and Chapter 3, Section
3.2.2). To excite the sample with linearly or circularly polarized light, we place a half-
wave plate (Thorlabs SAHWP05M-700) or a quarter-wave plate (Thorlabs SAQWP05M-
700), respectively, after the polarizer at position A.

In the second type of experiment we are interested in the polarization state of the emis-
sion, and therefore place polarization components in the collection path (in red). To
analyze the polarization direction of linearly polarized emission, theoretically the use of
a rotating polarization analyzer would be enough. However, as the spectrometer has a
different response to vertically vs. horizontally polarized light, we do not use a single
polarization analyzer, but a combination of a rotating half-wave plate and a fixed po-
larization analyzer at position C (Chapter 4, Section 4.2.2). In the same way we place a
combination of a quarter-wave plate and a fixed polarization analyzer position at C to
analyze the polarization handedness of circularly polarized WS2 emission (Chapter 3,
Section 3.2.3).

A

B C

Figure 2.5: Polarization-resolved experiments
To perform polarization-resolved measurements, the placement of the polarization optics is essential. As our
excitation laser is not perfectly linearly polarized, we place a polarizer at position A to excite our sample with
vertically polarized light. To excite our sample with linearly or circularly polarized light of different polarization
directions, we place a half-wave plate or a quarter-wave plate respectively after the polarizer at A. To analyze
the polarization direction of the emission, we place a half-wave plate and analyzer at C. To excite the sam-
ple with circularly polarized light and analyze the resulting polarization handedness, e.g. to measure valley
polarization (Chapter 3, 4) or Raman helicity (Chapter 7) we place a quarter-wave plate at B and a half-wave
plate and polarization analyzer at C. For the rotating quarter-wave plate experiment (Chapter 4), we place a
quarter-wave plate at C.
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The most executed polarization experiment in this thesis is measuring the valley po-
larization of the WS2 (Section 3.2.1 in Chapter 3 and Section 4.2.2 in Chapter 4). The
helicity of the WS2 Raman response (Chapter 7) is measured using the same set-up. To
this end, we excite the sample with circularly polarized light and analyze the polarization
handedness of the emission. Hence we place a quarter-wave plate at position B and a
combination of a rotating half-wave plate and a fixed polarization analyzer at position C.
Note that at position B, both the excitation and the emission light will pass through the
same quarter-wave plate. The advantage of this over placing two quarter-wave plates in
the excitation and the emission path respectively, is that the experiment becomes more
versatile against misalignment and small variations in retardance between individual
waveplates. Moreover, optical components such as (dicroic) mirrors and beam splitters
in general respond differently to vertically than to horizontally polarized light, e.g., they
reflect or transmit more intensity of one polarization than the other (see thorlabs.com).
As a consequence, perfectly circularly polarized light will, for example, reflect from a
non-perfect mirror as elliptically polarized. Therefore placing the quarter-wave plate at
position B makes the experiment more robust against experimental imperfections, as
the light is linearly and not circularly polarized in the main part of the set-up.

The described experiments to determine the polarization state of the emission provide
information about either linear or circular polarization direction and handedness, but
not about whether the light is partially unpolarized. To this end we perform the rotating
quarter-wave plate experiment, which yields all Stokes parameters that describe the full
polarization state of light (see Chapter 4, Section 4.2.3 and Appendix B). Hence, we place
a rotating quarter-wave plate (Thorlabs WPQ05M-633) and a fixed polarization analyzer
at position C.

2.5. THE CRYOSTATION
To investigate the optical response of WS2 at cryogenic temperatures down to 4 K (Chap-
ter 4, 6 and 7), we place our sample in a Montana cryostation S100. The cryostation
contains two parts: the sample space inside of a radiation shield, and the space around
it. Both spaces are pumped down to high vacuum. The sample space, containing the
sample mounted on piezo positioners, is cooled down to cryogenic temperatures. The
objective lens is mounted inside the cryostation, but outside of a radiation shield. This
allows for the objective lens to be held at room temperature, while at the same time per-
mitting the use of a high NA objective lens that needs to approach the sample to small
working distances. The use of oil and hence an oil-immersion objective lens is not pos-
sible at cryogenic temperatures and in vacuum.

To position and focus the sample, we use six piezo positioners in total, as the use of mo-
torized stages is not possible at cryogenic temperatures and in vacuum. The long range
(5 mm) stick-slip piezo’s (Attocube ANPx101RES/LT and ANPz102RES/LT) are used to
position the sample with respect to the focus of the excitation laser. These piezo posi-
tioners have the long range, but their step size (50 nm) is non-reproducible. Therefore,
we use the short range (60µm) piezo’s (Attocube ANSxyz100) to perform scans and char-
acterize position-dependent optical features of WS2 (see Chapter 4, 6 and 7). These piezo
positioners have a sub-nanometer step size. It is important to note however, that there
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is a cross coupling between the y and the x axis of these piezo positioners: when moving
in the y direction, the sample also moves partially in the x direction. This can be noted
when comparing the microscope and SEM images of the nanostructures with the scans
of the photoluminescence and Raman response.
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COUPLING THE VALLEY

PSEUDOSPIN TO THE TRANSVERSE

OPTICAL SPIN

How can you use the optical spin of guided modes in a nanowire to address and read out
the valley pseudospin state of WS2?

Parts of this chapter have been published in [93], copyright 2021 American Chemical Society.
Data acquired for this publication can be found at DOI: 10.4121/uuid:b45aadad-6687-40f2-8e60-fc1c2e583fdc
Parts of this chapter are based on [40].
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3.1. INTRODUCTION
As described in Section 1.5.2 of the Introduction, the valley-dependent optical selection
rules of 2D-TMDs provide easy access to their valley pseudospin using circularly po-
larized light [76–79]. The chirality of their interaction with light opens the way for ap-
plications in for instance photonic transistors [100, 101]. Moreover, analogous to spin in
spintronics, the valley pseudospin can be used as a promising qubit candidate to encode
and process information in the field of valleytronics [78, 102, 103].

For practical applications, on-chip access to and manipulation of valley pseudospins is
paramount. In the context of information storage, it needs to be possible to both read out
and to set up the valley pseudospin state. There have been several on-chip experimental
demonstrations of such a spin-dependent directional emission [104], using a plasmonic
resonator [105] or a metasurface [106, 107]. In this chapter, we describe two experiments
involving the manipulation of the valley pseudospin. In the first experiment, we experi-
mentally demonstrate the on-chip optical read out of the valley pseudospin state using
the transverse optical spin of a metal nanowire. Note that the method and analysis used
in this experiment are the same as previously described in [40], but the data presented
in this chapter are original. Reading out the spin state is done by deterministically con-
trolling the TMDs emission of each state in different directions. Thus, the direction of
the emitted photons reflects the originating spin/valley state.

For the realization of a chiral spin-photon interface, not only spin read-out but also spin
addressing or transport via chiral spin-photon interaction should be demonstrated, but
this still remains challenging. In the second experiment, reproduced from [93], we again
exploit the valley pseudospins in TMDs layers and the optical spin-orbit coupling near
a nanowire waveguide. We demonstrate local propagation-dependent, selective valley
addressing with near-field light. Combining addressing and read-out of the valley pseu-
dospin, real on-chip valleytronic devices with 2D TMDs come one step closer.

3.1.1. TRANSVERSE OPTICAL SPIN
In this chapter, we exploit the so-called spin orbit interaction of light. In traditional free-
space electromagnetic waves, the spatial and polarization degrees of freedom of light can
be treated independently [108]. However, in some cases this treatment does not hold, for
instance when a circularly polarized beam is reflected, refracted or focused (see Chap-
ter 2, Section 2.2), or when an optical mode propagates along a surface or in a waveg-
uide. The polarization of light in the described situations, affects its spatial degrees of
freedom like intensity and propagation path [108]. Figure 3.1a presents schematically
light guided in a wire (in grey). The electric field of the light in the wire (in green) not
only possesses a transverse component along y, like a free-space wave, but also a longi-
tudinal component along the propagation direction z. This longitudinal component is
evanescent [95], decaying exponentially in the y direction, and typically in quadrature
with the transverse component. The combination of the longitudinal and transverse
electric fields therefore yield an electric field angular momentum in the plane of propa-
gation (in yellow) [108, 109]. Note that free-space circularly polarized light is also spin-
ning, but around the propagation direction, e.g., it exhibits a longitudinal optical spin,
whereas this waveguide mode exhibits a transverse optical spin (in red). From the sketch
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Figure 3.1: Transverse optical spin of a nanowire
a. Schematic representation of light propagating through a wire (in grey). The field in the wire has both a trans-
verse component (in green, along y) and an evanescent and longitudinal component (in green, along z), which
is π/2 out of phase with the transverse component. This leads to a transverse spin angular momentum (in
red), making the electric field spin in the plane of propagation (in yellow) (see also [108]). b. Calculated highly
confined plasmonic guided mode in an Ag nanowire (reproduced with permission from [40]). c. Calculated
optical guided mode in a ZnO nanowire (see Fig.A.2 in Appendix A). d. Calculated intensity distribution of a
guided ZnO nanowire mode in the plane of the WS2 flake, i.e., between the nanowire and the glass substrate.
e-f. Calculated spin density of this optical mode, propagating in the direction of the arrow. The blue and red
colours indicate a clockwise and counter-clockwise rotating electric field, respectively. The spin-orbit interac-
tion in the nanowire results in a one-to-one relation between the local handedness (sign) of the optical spin
angular momentum locked with the propagation direction.



3

28 COUPLING THE VALLEY PSEUDOSPIN TO THE TRANSVERSE OPTICAL SPIN

in Fig.3.1a it becomes apparent that reversal of the propagation direction of the guided
light will flip the sign of the transverse spin. In other words, light with a transverse optical
spin exhibits spin-momentum locking. This spin-orbit coupling of light has been used to
steer light deterministically [110–113]. Furthermore, when transverse optical spin cou-
ples to an emitter with spin angular momentum, the interaction becomes chiral: the
local light-matter interaction depends on the propagation direction of the relevant light
modes [40, 110, 114–116].

In this chapter, we use a nanowire as a waveguide, silver for the first experiment and
ZnO for the second. The advantages for using each kind of nanowire are described in
Section 3.2.1. Fig.3.1b depicts the calculated plasmonic guided mode in an Ag nanowire
(reproduced with permission from [40]). In this metal nanowire, the guided mode is
confined to the lower wire corners at the interface between the nanowire and the glass
substrate. Fig.3.1c depicts a calculated optical guided mode in a ZnO nanowire (see also
Appendix A, Section A.1.2). Even though the specific guided modes in the Ag and the
ZnO nanowires are completely different in terms of electric field distribution, the guided
modes in both wires exhibit a transverse spin angular momentum that is locked with the
propagation direction of light.

To clarify the situation, Fig.3.1d presents the simulated intensity distribution of the rel-
evant guided optical mode for the plane between a dielectric waveguide and a glass
substrate. The intensity is highest in the center of the nanowire, and diminishes to the
sides. Fig.3.1e depicts the calculated spin handedness of this optical mode using the
non-normalized Stokes parameter S3 = ILH − IRH (arrow depicts propagation direction),
where ILH and IRH are the left-handed and right-handed circularly polarized emission
respectively . For x < 0, the handedness of the transverse optical spin is clockwise (blue
colour), whereas at the lower part of the picture near the nanowire, for x > 0, the hand-
edness is anti-clockwise (red colour). Because of time-reversal symmetry, changing the
propagation direction in the nanowire results in a reversal of all local rotation of elec-
tric fields (see Fig.3.1f). In short, the handedness of the local transverse optical spin is
locked with the propagation direction of light. The same spin-orbit locking holds true
for the modes of the Ag nanowire. The simulated intensity distribution and the spin
handedness around the Ag nanowire can be found in [40].

3.1.2. EXPERIMENTAL SCHEME
Figure 3.2 presents an overview of our experimental schemes. In both the experiments
of reading out and of initiating the valley pseudospin, we place a nanowire (in grey) on
top of few-layer WS2 (in green). In the first experiment, summarized in Fig.3.2a, we lo-
cally excite excitons in a specific WS2 valley, for instance the K valley (see Fig.1.7a in
Section 1.5.2) using circularly polarized excitation. The subsequent circularly polarized
WS2 photoluminescence (PL) is emitted partially into free space and partially into the
guided mode of the wire. It is important to note that the excitation light cannot cou-
ple directly to the guided nanowire mode due to the large k-vector mismatch. Through
the near-field, the WS2 can however emit into the guided mode of the wire [117]. As the
handedness of the local transverse optical spin of the wire mode is locked with the prop-
agation direction of light, the polarized WS2 emission will propagate through the wire in
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Figure 3.2: Coupling the transverse optical spin of guided modes in a nanowire to local valley pseudospins
in WS2 layers and vice versa
a-b. Sketch of the sample, with a nanowire on top of few-layer WS2. a. Valley-polarized excitons in WS2 are
excited using a circularly polarized laser beam. The light is emitted into the optical nanowire mode, the trans-
verse optical spin of which has the same handedness. Subsequently, the directional emission scatters from the
ends of the wire (lighting up in red). b. A laser beam launches an optical waveguide mode in the nanowire.
Through their transverse optical spin these modes locally excite the WS2 valley-pseudospins (lighting up in red
in the WS2).

a specific direction (arrow in Fig.3.2a), subsequently scattering from the right end of the
wire (lighting up in red in Fig.3.2a).

This system can be used to read out the local valley pseudospin of the WS2 in the follow-
ing way. In the case depicted in Fig.3.2a where the WS2 is excited at x > 0, the emission
from the right end of the nanowire is caused by the coupling of σ+ emission from the K
valley of the WS2. Changing the handedness of the excitation light will excite the K’ valley
of the WS2, that in turn will emit σ− light into the guided nanowire mode. As the hand-
edness of the transverse optical spin of the guided mode of the nanowire is locked with
the propagation direction of the light in the wire, σ− emission from the WS2 will couple
to the nanowire mode propagating to the left end. Therefore the directional emission
from the nanowire reflects the original spin/valley state of the excited WS2. Naturally,
the system is symmetric around the nanowire (see Fig.3.1d,e). Therefore, addressing the
WS2 on the other side of the nanowire (x < 0) will result in σ+ and σ− emission to couple
to the guided nanowire mode propagating to the left and to the right direction, respec-
tively.

An overview of the experimental scheme for the second experiment is presented in Fig.3.2b,
where a laser beam is focused at the nanowire end to launch guided modes in one direc-
tion. In this case, the k-vector mismatch between the excitation light and the guided
nanowire mode is overcome by the breaking of the translational symmetry at the end
of the wire, this allowing light scattering at the end of the wire into the mode. Subse-
quently, the propagating waveguide mode will have a transverse optical spin in its near-
field, which will selectively excite specific valley pseudospins in the WS2 flake. This lo-
cal excitation will yield reradiating photons through spontaneous emission, depicted in
Fig.3.2b by the red shading of the WS2 on both sides of the nanowire. Please note that
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we collect the emitted light in the far field on the glass side (see Chapter 2 for a descrip-
tion of our experimental set-up.) Exciting the nanowire on the right end will result in the
opposite propagation direction of the light in the wire. Due to spin-momentum locking
of the transverse optical spin, the opposite propagation direction enables us to flip the
valley pseudospins (compare Fig.3.1d,e).

3.2. RESULTS AND DISCUSSION

3.2.1. WS2 AND WIRE SAMPLES
For the first experiment we use chemically grown metal nanowires with a pentagonal
cross-section [40, 118]. The advantage of metal nanowires is the relatively high coupling
efficiency between the TMDs’ emission and the guided wire mode, due to the high local
density of states [117]. In our experiment, a single Ag nanowire is located on top of a
WS2 flake with approximately 5 layers, as depicted in the optical image in Fig.3.4a-c.
At room temperature the use of a multilayer WS2 flake is preferred over a monolayer,
since the multilayer exhibits a much higher degree of valley polarization due to spin-
layer locking effects (see Introduction, Section 1.5.2). Fig.3.3 depicts photoluminescence
spectra from the used WS2 flake, measured without the Ag nanowire. We use the WS2 PL
from the exciton (at 630 nm) that is associated to the direct bandgap. From the spectral
position of the indirect bandgap (at 870 nm) we determine the number of layers of the
flake. However, as described in Section 1.4.1 of the Introduction, the spectral differences
between WS2 flakes with four or more layers are smaller than for instance between a
monolayer, bilayer and trilayer of WS2. Therefore the thickness of 5 layers for this WS2

flake is an estimation. We determine a degree of valley polarization of 0.70 from the
difference in the σ+ (in red) and σ− (in blue) emission, after exciting the WS2 with σ+
light (see Section 1.5.2).
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Figure 3.3: WS2 spectra
Photoluminescence of the WS2 flake in Fig.3.4a, measured without the Ag nanowire. The grey area depicts
the spectral region of the excitonic photoluminescence that is used in our experiment. The spectral position
of the indirect bandgap emission indicates the number of WS2 layers, namely 5 (see Section 1.4.1). The WS2
is excited with σ+ light, and from the difference in the σ+ and σ− emission, we determine a degree of valley
polarization of 0.70 (see Section 1.5.2).
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For the second experiment, we use chemically synthesized ZnO nanowires with a hexag-
onal cross-section, commercially available from the company ACS Materials. A single
ZnO nanowire of radius 254 nm is located on top of a WS2 flake with approximately 5 lay-
ers, as depicted in the optical image in Fig.3.5a (for an AFM image of the ZnO nanowire,
see Appendix A, Fig.A.6a,b). The spectra of the used WS2 flake are similar to the one in
Fig.3.3a (see [93]). This WS2 flake also has approximately 5 layers and a valley polariza-
tion of 0.70.

There are several reasons to use dielectric waveguides [119] for the second experiment.
For the first experiment, the high coupling efficiency of the TMDs’ emission to the guided
nanowire mode is important. For the second experiment however, the influence of the
nanowire on the TMDs’ radiation efficiency is more relevant. Both a metal and a dielec-
tric waveguide will modify the radiation properties of excitons, such that much of the
exciton emission couples to the waveguide again. This results in a weak free-space radi-
ation signal. In addition, the proximity of a nanowire will affect the polarization prop-
erties of the radiated field [120]. In practice, this means that emission from a perfect
circular dipole would result in a reduced magnitude of S3 collected in the far field. Our
simulations show that dielectric waveguides have less influence than plasmonic waveg-
uides on the intensity and especially on the polarization of the collected light (see Ap-
pendix A, Section A.1.1 and Fig.A.1 for details). Therefore, the lower coupling efficiency
back to the dielectric waveguide modes as compared to a metal waveguide, will enable
us to observe direct radiation from the addressed excitons. Moreover, dielectric waveg-
uides also have a lower propagation loss.

3.2.2. EXPERIMENT 1: READ OUT OF THE VALLEY PSEUDOSPIN
We initiate a valley pseudospin by focusing a circularly polarized 594 nm excitation beam
on the WS2 flake next to the Ag nanowire. The yellow circle in Fig.3.4a-c depicts schemat-
ically the position of the excitation spot with respect to the nanowire: x< 0, x=0 and x > 0.
Using optical filters, we remove the excitation light in order to investigate only the exci-
ton photoluminescence of the WS2 (see grey area in Fig.3.3) and its interaction with the
nanowire. Fig.3.4d-f,k-m presents microscopy images of the WS2 exciton PL. The bright
region in the middle of the images is the PL that propagates from the WS2 directly into
the far field and our microscope camera. The small dots on either side of the bright
middle region are the result of exciton PL that is emitted into the guided mode of the
nanowire, propagates through the wire and is scattered from either of its ends (see also
[117]).

Figures 3.4e,l present a microscopy image of the exciton emission upon excitation on the
very middle of the nanowire, at x=0 and z=0 (compare Fig.3.4b). The WS2 exciton emis-
sion coupled to the guided nanowire mode propagates through the wire until it reaches
the wire ends, where it is scattered to the far field and imaged on our microscope cam-
era. From the intensity crosscuts at the position of the nanowire in Fig.3.4h,o it becomes
apparent that the intensity of the emission propagating in opposite directions in the
nanowire is the same. Figure 3.4d depicts the PL intensity and the intensity crosscut
when exciting the WS2 on the x < 0 side of the nanowire with σ+ polarization. From the
crosscut in Fig.3.4g it becomes apparent that the intensity of the emission propagating to
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Figure 3.4: Reading out the WS2 valley pseudospin
Data are acquired and analyzed with permission using the same method as [40].
a-c. Optical microscopy image of the WS2 sample (light grey) with the Ag nanowire (black). The yellow circle
indicates the position of the excitation spot in d-f. WS2 photoluminescence upon σ+ excitation and k-m.
upon σ− excitation. When exciting the WS2 close to the nanowire, a large part of the PL scatters from the
nanowire and couples to the far field directly (high intensity region in the middle), and part of the WS2 emission
is coupled to the guided mode of the nanowire and scatters from both one or the other wire end. g-i,n-p.
Crosscuts of the PL intensity at the position of the nanowire allow for a comparison of the intensity from the left
and the right end of the wire. When exciting in the middle of the nanowire in e,l, the intensity of the emission
scattering from both ends of the wire is the same (compare the intensity crosscuts in h,o). However, when
exciting either on the x < 0 or the x > 0 side of the nanowire (see a,c) with σ+ polarization, in d,g most of the
light scatters from the right end of the wire and in f,i most of the light scatters from the left end. The situation
is inverse when using σ− excitation: in k,n most of the light scatters from the left end of the wire, and in m,p,

most of the light scatters from the right end. j,q. Experimentally determined directionality D = Iwi r eL−Iwi r eR
Iwi r eL+Iwi r eR

as a function of distance from the nanowire, upon j σ+ and q σ− excitation, where the line is a sine fit as a
guide to the eye.
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the right end of the wire is higher than to the left end. When the excitation spot is moved
to the other side of the nanowire, i.e., to x > 0 in Fig.3.4f,i, more emission propagates to
the left than to the right end of the wire. Therefore, the directionality of the emission
can already be distinguished from the raw PL images. We define the directionality of the
emission coupled to the nanowire as D = Iwi r eL−Iwi r eR

Iwi r eL+Iwi r eR
, with Iwi r eL and Iwi r eR the maxi-

mum intensity from the left and right wire ends. Figure 3.4j depicts the directionality of
the emission upon σ+ polarization as a function of distance x from the nanowire. When
exciting at the x < 0 side of the nanowire, the directionality is around -0.70, and at the
x > 0 side it is around 0.50.

Fig.3.4k,n depicts the PL intensity and the intensity crosscut when exciting the WS2 at
the x < 0 side of the nanowire with σ− polarization, exciting the K’ instead of the K valley
of the WS2. In this case, the intensity is higher on the left than on the right end of the
wire, e.g., the opposite of Fig.3.4d,g. When exciting at the x > 0 side of the wire with the
same σ− polarization, the intensity is higher on the right than on the left end of the wire
(Fig.3.4m,p). Figure 3.4q depicts the directionality of the emission upon σ− polarization
as a function of distance from the nanowire. Now when exciting at the x < 0 side of the
nanowire the directionality is around 0.30, and at the x > 0 side it is around -0.40.

The directionality of the emission leads us to conclude that the valley pseudospin of the
WS2 is coupled to the transverse optical spin of the Ag nanowire, where the direction of
the emission guided through the wire reflects the originating spin state. In Fig.3.4j,q, the
value of the directionality is not exactly the same for all four cases of exciting at differ-
ent sides of the wire and coupling different WS2 valley pseudospins to the wire mode,
as would be expected. We attribute this asymmetry in the directionality values to ex-
perimental imperfections, such as the experimental challenge of determining the exact
middle of the nanowire and (both at x=0 and z=0) and therefore breaking the symmetries
of the system. When the nanowire is excited at another position than x=0, the WS2 emis-
sion propagates more the left or the right of the nanowire, as described above. When
the nanowires is excited at another position than z=0, light in the guided nanowire mode
will have to propagate a smaller distance and therefore will be absorbed less, leading to
a higher intensity on one side of the nanowire. As described in [40], there are several
reasons for the directionality not to reach the value of 1.0. The first reason is the WS2

valley polarization of 0.70 that dictates a theoretical maximum on the directionality. A
value of 0.70 for the valley polarization means that, even though the WS2 is excited with
circularly polarized light with a specific polarization handedness, only part of the emis-
sion originates from the excited valley and exhibits the polarization handedness of the
excitation. The part of the emission with opposite handedness, propagates in the oppo-
site direction through the wire and therefore reduces the total directionality. The second
reason is the finite size of the diffraction limited excitation spot: the laser beam does not
excite a single spot of WS2, but a small region (see [40]). Therefore the intensity on both
nanowire ends is a result of the convolution of the near-field transverse optical spin of
the guided nanowire mode, and the size of the excitation spot. The same factors will be
relevant in the second experiment of this chapter, and will be discussed in more detail in
Section 3.2.4.
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3.2.3. EXPERIMENT 2: LOCAL INITIATION OF THE VALLEY PSEUDOSPIN
We launch optical waveguide modes by shining a linearly polarized 594 nm excitation on
the ZnO nanowire end. To investigate the WS2 excitons excited via the transverse opti-
cal spin of the ZnO nanowire modes, free-space radiation of the excitons is collected and
imaged on a CCD camera (see Chapter 2, Section 2.4). Excitation light and light scattered
from the nanowire end is filtered out using optical filters (see Chapter 2), so only pho-
toluminescence is visible on the CCD camera. We want to measure the WS2 emission,
excited using ZnO wire modes that have transverse optical spin, but to avoid measuring
light coming from leaky optical modes in the ZnO wire directly. Therefore we place an
aperture at the Fourier plane of the optical setup, that reduces the numerical aperture of
our detection system to 0.75 (for images with the full NA of 1.45 see Appendix A, Section
A.2.3 and Fig.A.6). The degree of circular polarization of the emitted light is measured
using standard quarter waveplate projection (see Chapter 2, Section 2.4).
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Figure 3.5: Initiation of the local WS2 valley pseudospin
a. Optical image of the WS2 sample with the ZnO nanowire. The dotted lines coincide with the lines in b-
g, indicating the centre of the ZnO nanowire and the position of the WS2 flake. b,c,e,f. Left (right) handed
circularly polarized part of WS2 photoluminescence (the arrow points in the propagation direction of the light
in the nanowire). The emission intensity is not uniform along the nanowire, but exhibits maxima and minima
indicating mode interference. d,g. By subtracting intensities in c and b, we determine the effective polarization
handedness of the luminescence near the nanowire. The degree of circular polarization shows non-zero values
at the positions of high intensity. In d the upper part of the picture for x < 0 has a positive handedness (red
colour) and the lower part for x > 0 has a negative handedness (blue colour). In g, these values are exactly
flipped. We conclude that opposite WS2 valley pseudospins are emitting at opposite sides of the nanowire.
The handedness is as expected from the transverse optical spin of the ZnO nanowire modes (see Fig.3.1d,e).
Therefore, opposite valley pseudospins are addressed selectively by the near-field of the ZnO nanowire modes.

Figures 3.5b-c,e-f present PL images at the exciton wavelength (620-630 nm, grey re-
gion in Fig.3.3) on the WS2 flake in Fig.3.5a. Focusing laser light at the right end of the
nanowire, i.e. launching the waveguide modes propagating in the direction of the arrow,
left- and right-handed circularly polarized emission is selectively detected as shown in
Fig.3.5b and 3.5c respectively. Bright emission can be clearly seen along the nanowire,
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coming only from the region of the WS2 flake (see the dotted lines in Fig.3.5a), indicat-
ing that all emission comes from WS2. The emission intensity is not constant along the
nanowire, exhibiting maxima and minima, indicating mode interference (see below).
We conclude that we have excited the WS2 at both sides along the ZnO nanowire, us-
ing the near field of the ZnO nanowire modes. When exciting the nanowire at the left
end (Fig.3.5e,f) and thus changing the propagation direction of the light, left- and right-
handed circularly polarized emission are again selectively detected as shown in Fig.3.5e
and f. Note the strength of the exciton photoluminescence, indicating the cleanliness of
the interface between nanowire and WS2.

To investigate the spatial distribution of the spin density even further, we subtract the
intensity of the left-handed photoluminescence from the right-handed. Note that we do
not normalize the subtracted intensities, as would be the case for calculating the normal-
ized S3 Stokes parameter. This procedure is chosen to avoid noise to dominate the fig-
ure in the low-signal-intensity regions. The normalized S3, experimentally determined
close to the nanowire (for −1.5µm < x < 1.5µm) has values between -0.3 and +0.3 (see
Appendix A, Section A.2.1 Fig.A.4). Fig.3.5d demonstrates the handedness of the col-
lected light at the three positions of maxima intensity. On the upper (x > 0) and lower (x
< 0) side of the wire the handedness has a positive (red colour) and negative value (blue
colour), respectively. These opposite handednesses on either side of the waveguide are
only visible in the presence of WS2. Away from the waveguide ILH − IRH is roughly zero.
When flipping the propagation direction in Fig.3.5g, we observe a similar effect. Now,
however, the handedness at each position has flipped sign: it is negative (blue) and posi-
tive (red) above and below the wire, respectively. When comparing this to the calculated
transverse optical spin of the ZnO nanowire in Fig.3.1d-e, we note that the sign of the
spin density matches for both propagation directions in the nanowire: the WS2 excitons
emit light from the two valleys with a sign corresponding to the local transverse optical
spin of the nanowire. Where the transverse spin has a positive handedness, WS2 excitons
from the K valley emit σ+ light, and at negative handedness excitons from the K’ valley
emit σ−. As a control experiment, we collected emission from the indirect bandgap (see
Appendix A, Fig.A.5), which did not exhibit any non-zero spin density, as expected since
this bandgap is not spin polarized. Therefore we conclude that we have selectively and
controllably addressed WS2 excitons in their K and K’ valleys through the transverse spin
of the ZnO nanowire modes.

3.2.4. SIMULATION RESULTS
To estimate the efficiency of the valley-selective excitation of our system of the second
experiment, we theoretically modelled the experimental situation. The first thing that
catches the eye when comparing Fig.3.1c and our measured PL images Fig.3.5, is an in-
terference pattern in the detected PL. ZnO nanowires with a radius 594 nm support sev-
eral guided modes, in addition to a number of leaky modes[121]. Using the finite element
method (FEM), we identified two modes, whose combination of propagation constants
explains the observed beat length (see Section A.1.4). The interference pattern in the
mode intensity is reflected in the spatial distribution of the exciton population.
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Figure 3.6: Simulation results of the polarization-dependent exciton emission near a ZnO nanowire.
a,b. Simulation of the photoluminescence of excitons with left (right) handed circular polarization near a
254nm radius ZnO nanowire. Exploiting the reciprocity of light, we model in FDTD simulation the collection
through a diffraction-limited system with an effective NA of 0.75, by focusing a circularly polarized Gaussian
light source on a ZnO nanowire. The results are convoluted with the calculated near-field intensity distribution
of the mode beating pattern. c. Degree of circular polarization, ILH − IRH , the non-normalized S3 of the
exciton emission of the modes in the nanowire. For x < 0, the upper part of the nanowire, the handedness has
positive values (red colour), and in the lower part it has negative values (blue colour). The local sign of the
handedness is the same as in the measurements in Fig.3.5d.
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In our model, we take into account both the finite numerical aperture (NA) of the de-
tection optics and the 0.70 valley polarization of WS2. Detailed information of the mod-
elling is discussed in Appendix A, Section A.1.5. Fig.3.6a and 3.6b depict the modelled
right-handed and left-handed circularly polarized emission distributions near a ZnO
nanowire with radius 254 nm at the position of the WS2 on the glass substrate, where
the arrows indicate the propagation direction in the nanowire. The emission inten-
sity is maximum around the center of the nanowire and is beating along the nanowire.
Figure 3.6c represents the calculated spin density around the nanowire, demonstrating
how the beating phenomena affects the transverse optical spin. It is important to note
that all different waveguide modes propagating in the same direction contribute to the
same handedness of the optical spin in the region of evanescent fields as a result of the
nature of optical spin-orbit coupling (see Appendix A, Section A.1.2 and A.1.3, Fig.A.2
and Fig.A.3). The mode beating results in a different intensity distribution along the
nanowire, while having the same handedness and thus exciting the same WS2 valleys re-
gardless of their position. The normalized S3 close to the nanowire has values between
-0.30 and +0.30.
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Figure 3.7: Normalized crosscuts of left- and right-handed WS2 emission and the resulting spin density
ILH − IRH in both experiment and simulation.
a,c. Crosscuts of the experimentally measured left (in blue) and right (in red) handed part of the WS2 emission
shown in Fig.3.5b-c (e-f). The position of the emission is not perfectly in the middle of the ZnO nanowire (at
x = 0), but is slightly shifted from the axis of symmetry. In a the right-handed emission (red colour) is shifted
to the left of the ZnO nanowire and the left-handed emission (blue colour) is shifted to the right. Changing
the propagation direction, indicated by the insets, flips the handedness of the emission in c. b,d. Crosscuts
of ILH − IRH from Fig.3.5d,g (black dots) compared with the calculated ILH − IRH from Fig.3.6c (in red). The
plots are normalized for easy comparison. The simulation results reproduce the experimental results very well
qualitatively (for a quantitative comparison of the normalized S3, see Section A.2.1 Fig.A.4).
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It is clear that our simulation results presented in Fig.3.6 qualitatively reproduce our
experimental results in Fig.3.5. To take a closer look while accounting for the beating
pattern, crosscut profiles of Fig.3.5b-c and 3.5e-f at the position of highest intensity are
shown in Fig.3.7a and 3.7c. The position of the right-handed and the left-handed parts
of the WS2 emission is not perfectly on the middle of the ZnO nanowire, but is slightly
shifted from the axis of symmetry. The same can be observed qualitatively in simula-
tion. In Fig.3.7b and 3.7d crosscuts of the handedness are presented from Fig.3.5d and
3.5g and 3.6c. The plots are normalized for easy comparison. The normalized S3 in both
experiment and simulation has values ranging from -0.3 to +0.3 close to the waveguide,
which is enough to distinguish the different polarization handedness at both sides of
the nanowire already in the raw experimental data (see Section A.2.1 in Fig.A.4). No free
parameters are required to achieve good quantitative agreement with the experiment
for both propagation directions, but parameters such as degree of valley polarization,
size of the nanowire and relevant nanowire modes are confirmed by independent mea-
surements. The modes that are most likely to cause the experimental measured beating
pattern are selected based on the beating features in the data (see Section A.1.4). Taking
into account the valley polarization and the effect of diffraction-limited collection, we
conclude that the ZnO nanowire guided modes excited the valley pseudospins in WS2

with a near-unity selectivity. The lower measured value of S3 is caused mainly by the
diffraction limit of our detection system (see Chapter 2, Section 2.2) and the presence of
the nanowire.

3.3. CONCLUSION
We demonstrated the on-chip read out and local initiation of specific valley pseudospins
in multilayer WS2 with near-unity selectivity by exploiting the chiral photon-valley in-
teraction mediated by the transverse optical spin of propagating waveguide modes. The
created valley polarization was quantified from the optical spin of the emission of the ex-
citons collected in the far-field. As transverse optical spin and spin-momentum locking
is a universal property of guided light other waveguide materials can be chosen in the
future to tailor the amount of far-field radiations to the desired device characteristics.
This proof-of-concept combines addressability of valley pseudospin with the previously
established on-chip optical read-out. Together they can form the basis for on-chip inte-
gration of valleytronics and photonics.



4
VALLEY POLARIZATION AND VALLEY

COHERENCE OF WS2 MONOLAYER

FLAKES

What does the polarization of the WS2 photoluminescence emission reveal about the in-
teraction, hopping and coherence of electrons and excitons in its valleys?

Data acquired for this chapter can be found at DOI: 10.4121/14406938
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4.1. INTRODUCTION
Section 1.3.2 of the Introduction describes how 2D TMD layers can be fabricated by
chemical vapor deposition (CVD). Interestingly, the photoluminescence (PL) intensity
of CVD grown single layered TMDs (monolayers) is non-uniform across the flakes [122–
129]. Many explanations have been proposed to explain the non-uniformity in the PL
intensity, including growth conditions [123, 124], differences in defect density [123, 129,
130], variations in chemical composition [122, 126], grain boundaries [125], variations in
strain [127] and variations in electron doping [131]. The chiral optical selection rules and
the resulting valley pseudospin are a fundamental aspect of the electronic bandstructure
of TMDs materials, and a key feature for potential applications. Therefore, investigating
the interaction of the TMDs valleys with polarized light will clarify the processes that
result in the inhomogeneous PL intensity.

10 μm 10 μm

a b

ed

c

f
4

3

2

1

0      

I (counts/s) x106

3

2

1

0      

I (counts/s) x106
I (

co
un

ts
/s

)

wavelength (nm)

4

3       

2       

1

0     

x104

fl.1 fl.2

fl.1 fl.2

SW

600          700           800

y 
(μ

m
)

40  

20

   
 0  

x (μm)
60        40         20        0

y 
(μ

m
)

15

 5 

x (μm)
20          10             0

Figure 4.1: WS2 monolayer flakes
a-b. Optical (wide-field) images of CVD grown WS2 monolayer flakes. The scans have pixel sizes of 2 and
0.5µm, and the flake sizes are 55 and 20µm (see the scalebar). c. Schematic representation of a triangular WS2
monolayer flake, depicting the atomic hexagonal structure that induces the growth in a triangular geometry.
d-e. Raster scan of the non-uniform photoluminescence (PL) intensity over two monolayer flakes. Flake 1 ex-
hibits lower intensity along the triangle medians, dividing the flakes into three regions with higher intensity.
Flake 2 exhibit higher intensity along the edges. Note that the x and y axis in the raster scan are slightly skewed
due to experimental constraints (see Appendix B, Section B.3) f. Representative PL spectrum from WS2 mono-
layer flake 1, acquired at room temperature. The high intensity and absence of indirect bandgap emission
demonstrates that this is a monolayer and not a multilayer.

Two relevant keywords in the polarization behaviour of the TMDs’ photoluminescence
are valley polarization and valley coherence. For valleytronics applications, it is paramount
to generate a large asymmetric occupation of electrons in the two inequivalent valleys,
i.e., a high valley polarization [132] (see Section 1.5.2 in the Introduction). Moreover,
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any presence of coherence between the TMDs valleys holds the intriguing promise of
quantum manipulation of the valley index [77, 79, 133–135]. To date valley quantum
coherence was probed either via a cross-polarization analysis of the TMDs emission
[77, 79, 132, 135], or via time-dependent pump-probe measurement schemes [133, 134,
136–138]. Zhu et al measured a 4% linear polarization contrast on a monolayer WS2 at
10K [77], suggesting the presence of a quantum coherence between the two WS2 val-
leys. However, a linear polarization contrast measurement does not allow to distin-
guish between unpolarized and circularly polarized components, while pump-probe
protocols in general rely on uniform samples and do not yield nanoscale information.
Here, a position-dependent full Stokes polarization analysis will add the missing infor-
mation, e.g., it yields the spatially resolved full polarization state of the emitted light on
the Poincaré sphere [139]. Therefore, a full Stokes polarization analysis of the TMDs
emission would conclusively prove the existence of valley coherence.

Here, we investigate the position-dependent photoluminescence intensity, valley polar-
ization and valley coherence of CVD-grown, triangular WS2 monolayer flakes. By per-
forming a full Stokes polarization analysis on the WS2 emission, we confirm the ex-
istence of coherence between the two WS2 valleys and the formation of a superposi-
tion of the excitons in the different valleys. Surprisingly, we observe that high valley-
polarization regions exhibit lower PL intensity. This anti-correlation between on the one
hand intensity and on the other valley-polarization is confirmed in multiple monolayer
flakes, both at room temperature and cryogenic temperatures. Moreover, valley coher-
ence also exhibits a trend towards anti-correlation with the PL intensity. The temperature-
dependence reveals that phonons are the main source of valley depolarization and valley
decoherence. The polarization behaviour of the emission of WS2 monolayer flakes pro-
vides a tool to understand the interaction, hopping and coherence of electrons in the
WS2 valleys and the interaction between the WS2 excitons.

4.2. RESULTS AND DISCUSSION

4.2.1. PHOTOLUMINESCENCE INTENSITY
In Figure 4.1a-b we present optical microscopy images of WS2 monolayer flakes with
lateral dimensions of 55µm and 20µm, numbered fl.1 and fl.2. The triangular growth
morphology of the WS2 flakes is induced by the underlying hexagonal atomic structure,
which is schematically represented in Fig.4.1c. Figure 4.1f depicts a typical photolumi-
nescence spectrum of a WS2 flake. Spectra of monolayer WS2 flakes exhibit photolu-
minescence both from the radiative recombination of the electron-hole pair that form
the neutral so-called A exciton, and from charged excitons or trions. Spectra of multi-
layer WS2, in addition to PL from the exciton in the direct bandgap transition, exhibit
PL from an indirect bandgap transition at 700-900 nm that depends on the amount of
layers [40]. The high intensity of the PL spectra from fl.1 and fl.2 and the absence of in-
direct bandgap emission at longer wavelengths indicate that these are monolayer rather
than multilayer flakes. The height of the flakes is determined to be 0.80-1.0 nm using
atomic force microscopy (AFM) measurements (see Fig.S2 of the Supplementary Mate-
rials), which corresponds to a monolayer thickness [17, 18, 22].
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In Figure 4.1d-e we present the position-dependent PL intensity of the monolayer flakes
(determined by integrating the area under every PL spectrum). Clearly, the photolumi-
nescence intensity is non-uniform, exhibiting regions of higher and lower intensity. The
pattern of the PL intensity seems to divide fl.1 into three smaller triangles with a higher
intensity in the centre, and a low PL intensity along the flake medians (Fig.4.1d). Fl.2
exhibits higher PL intensity at the edges (Fig.4.1e). The position-dependent PL of other
monolayer flakes exhibits similar intensity patterns, e.g., either a lower intensity along
the flake medians or a higher intensity at the edges (see Appendix B Fig.B.1 for other
examples). Local field effects may affect the PL intensity from the edges of a mono-
layer flake [122], which would explain the PL intensity pattern of fl.2. However, neither
the Scanning Electron Microscopy (SEM) images nor the AFM height measurements of
the monolayer flakes reveal any grain boundaries, height variations or other structural
reasons that would explain the spatial non-uniformity in the PL intensity of fl.1 (see Ap-
pendix B Fig.B.1 for the SEM images and Fig.S2 for the AFM measurements).

Comparing the PL spectra originating from the very middle to spectra from the rest of the
flake, we find significant spectral differences (see Appendix B, Fig.B.1). All other spec-
tra, both obtained from higher and lower intensity regions, do not exhibit differences in
shape or spectral position, but only in intensity. The spectra from the very middle of
fl.1 and fl.2 however are significantly red shifted. Based on the spectral position of this
shifted peak, we attribute it to the presence of local structural defects. Not all the mono-
layer flakes exhibit these defect-related spectra (see Appendix B Fig.B.1 for examples).
Structural characterization on the atomic level cannot be performed on the investigated
monolayer flakes, as the relatively thick silicon substrate is not transparent to Transmis-
sion Electron Microscopy.

Similar position-dependent variations in the PL intensity of CVD grown TMDs mono-
layer flakes have been reported before [122–131]. A correlation was observed between
the size of the monolayer flakes and PL intensity pattern [126]. The intensity pattern of
fl.1, with the low intensity triangle medians, indeed matches the reported patterns for
monolayer flakes of size 55µm, and the intensity pattern of fl.2, with the high intensity
along the edges, matches the reported pattern for monolayer flakes of size 20µm.

4.2.2. VALLEY POLARIZATION
The observed spatial heterogeneities in the PL intensity in Fig.4.1d,e raise the question
about the potential spatial variations in the valley polarization. A correlation was previ-
ously reported between the PL intensity of monolayer flakes and the valley polarization
[128]. We therefore determine the valley polarization as a function of position for the
triangular WS2 monolayers at both room- and cryogenic temperatures. The WS2 valleys
with their valley-dependent optical selection rules are schematically depicted in Fig.1.7a
in the Introduction. As described in Section 1.5.2, valley polarization is measured by
addressing one of the TMDs valleys with circularly polarized incident light and deter-
mining the degree of circular polarization of the resulting PL. This quarter-wave plate
projection method is a common and straightforward technique, used both for measur-
ing valley polarization with linear [77, 80–82] and nonlinear approaches [140, 141]. The
employed experimental set-up is described in Section 2.4 of Chapter 2.
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Figure 4.2: Position-dependent valley polarization
a. PL spectra on fl.1 taken at a temperature of 4 K, on a high intensity region (blue) and a low intensity region
(red) (star and circle in c). The WS2 is excited withσ+ light, and from the difference in theσ+ andσ− emission
we determine the degree of valley polarization. b. Temperature dependence of the average valley polarization
of the low and high valley polarization regions (blue stars vs. red circles) of fl.1 and fl.2 (open vs. filled markers).
Note that the bars do not indicate errors, but rather the standard deviation of the distribution of the measured
valley polarization obtained over the specific region of the flake. The temperature dependence is fitted with
a Boltzmann distribution, assuming valley depolarization is caused mainly by phonons. c,d. Degree of valley
polarization of fl.1 and fl.2, where the scans have a pixel size of 1.5µm. A clear distinction can be seen between
regions with high valley polarization (in red) and low valley polarization (in blue). Note that the regions with
lower intensity exhibit higher valley polarization than the lower intensity regions on these flakes (compare with
Fig.4.1d,e).
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Figure 4.2a depicts photoluminescence spectra from the high-intensity regions (blue spec-
tra) and low-intensity regions (red spectra) of fl.1 (obtained at 4 K). We excite the WS2

withσ+ light, and from the difference in theσ+ (solid line) andσ- (dashed line) emission,
we determine the degree of valley polarization α= I+−I−

I++I− (with I+ and I− determined by
integrating the area under the neutral exciton contribution in the σ+ and σ- PL spec-
tra) (see Section 1.5.2). For fl.1 (see Fig.4.1d) the low-intensity spectra on the medians
(in red) yield a valley polarization of 0.46±0.02, whereas on the high-intensity spectra
of the monolayer (in blue) the valley polarization is significantly lower, α = 0.37±0.02.
The measured valley polarization in the monolayer flakes is relatively high, compared
to previously reported values (see Fig.1.8a in the Introduction) [77, 128]. Note that the
measured valley polarization values are influenced by the sample preparation methods
and the used substrate [87, 142, 143]. We conclude that the used preparation method
for our samples (see Section 1.3.2 of the Introduction) results in high valley polarization
values of the monolayer flakes.

Figures 4.2c-d present the valley polarization of (the central region of) fl.1 and fl.2 at 4 K.
The valley polarization of fl.1 follows a similar pattern as the PL intensity, dividing the
flake into three smaller triangles with lower valley polarization (blue in the Fig.4.2c), and
exhibiting a higher valley polarization along the flake medians (red in Fig.4.2c). When
comparing the valley polarization in Fig.4.2c with the PL intensity in Fig.4.1d, it becomes
apparent that the WS2 flake exhibits high valley polarization in the regions of low PL
intensity (along the flake medians), and low valley polarization in the regions of high
PL intensity. The same inverse relationship between intensity and valley polarization
is observed in fl.2 (compare Fig.4.1e), where the lower intensity region in the middle of
the monolayer flake exhibits a higher valley polarization (red in Fig.4.2d) than the high
intensity edges (blue in Fig.4.2d). We conclude that the valley polarization and the PL
intensity are inverse proportional. It is interesting to note that the valley polarization of
fl.3 and fl.4, which do not exhibit defect-related spectra, is more homogeneous across
these flakes (see Appendix B Fig.B.7). Nevertheless, fl.3 and 4 between them exhibit the
same inverse relationship between intensity and valley polarization as fl.1 and 2, where
the correlation was observed within a single flake.

In order to understand the processes that determine the degree of valley polarization
better, we investigate its temperature dependence. The spatial variations and the spe-
cific patterns of high and low valley polarization, as presented in Fig.4.2c-d, are present
both at room- and at cryogenic temperatures (see Appendix B Fig.B.5 for valley polariza-
tion maps at different temperatures). Figure 4.2b depicts the temperature dependence
of the average valley polarization of the high valley polarization (red circles) and low
valley polarization (blue stars) regions of fl.1 and fl.2 (open vs. filled markers, compare
blue and red regions in Fig.4.2c-d). In all cases, the valley polarization decreases with in-
creasing temperature. As a guide to the eye, we fit the temperature-dependent valley po-
larization by a Boltzmann distribution following Zhu et al [77], assuming that phonons
are the main source for valley depolarization. From the good quality of fit we qualita-
tively conclude that temperature-dependent valley depolarization is mainly caused by
phonons. As only four temperature points are used, we refrain from quantitative con-
clusions.
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Figure 4.3: Excitation and decay processes in WS2 valleys
Schematic of the processes in the WS2 valleys with their different rates. The radiative vs. non-radiative decay
rates (γr ad and γnr ) influence the photoluminescence intensity, and the valley hopping γhoppi ng reduces the
degree of valley polarization and valley coherence.

Figure 4.3 schematically presents all the relevant processes in the WS2 valleys. After the
selective excitation of one of the WS2 valleys (γexci te in Fig.4.3) and the creation of an
exciton, there are several possible scenarios: the electron can hop to the other valley
(γhoppi ng ), the electron can decay radiatively (γr ad ,K ) or non-radiatively (γnr,K ). On the
one hand, a fast radiative decay and a slow non-radiative decay results in a higher PL in-
tensity. On the other hand, the valley hopping rate reduces the valley polarization. Dif-
ferences in intensity and valley polarization on CVD grown flakes have been attributed
before to differences in radiative and non-radiative lifetime components [128]. We ob-
serve an inverse relationship between PL intensity and valley polarization, which implies
a correlation between the valley hopping rate and the (non-)radiative decay rate, or in
other words, it implies a correlation between the exciton lifetime and the valley lifetime
[128, 132]. More specifically, we observe a high valley polarization at regions of low PL
intensity. We conclude that in these regions, the valley hopping rate is relatively slow
with respect to the rest of the flake and the non-radiative decay rate is relatively fast. At
regions of high PL intensity we observe a low valley polarization. In these regions there-
fore the valley hopping rate is relatively fast and the non-radiative decay rate is relatively
slow.

4.2.3. VALLEY COHERENCE
The valley coherence reflects the interaction and phase relation of both valleys. Val-
ley coherence is measured by exciting both valleys equally using linearly polarized light,
which is a coherent superposition of left-handed and right-handed circularly polarized
light. If we suppose the presence of valley coherence in a TMDs material, the coherence
of the excitation photons is transferred to the valleys and the related excitons, so that
the pseudospins associated to the two TMDs valleys will form a superposition state. In
most semiconductors, phase information is lost in the photoluminescence process [25],
therefore the random phase of the emission of different valleys or atoms always results
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in unpolarized light. However, if the pseudospins associated with the two TMDs valleys
and the related excitons retain their coherence perfectly, the emitted photons exhibit a
coherent superposition of left-handed and right-handed circularly polarized light again,
e.g. the emission will be linearly polarized.

By performing a full Stokes analysis [144–146] on the steady-state emission of the flakes,
we determine the exact polarization state of the emitted light and therefore gain access
to the valley coherence without having to rely on time-resolved measurements [133, 134,
136–138]. With this method, we measure the PL intensity as a function of the angle of
a rotating quarter-wave plate and retrive the Stokes parameters using Fourier analysis
[144–146] (see Appendix B Section B.2). In contrast to cross-polarization polarimetry in
a linear or circular basis [77, 79, 132, 135], the full Stokes vector both provides informa-
tion on the polarization state of the PL, e.g., whether the PL has components that are
circularly or linearly polarized, as well as on the amount of unpolarized vs. polarized
light.

Figure 4.4a presents a schematic of our set-up, where linearly polarized excitation light
(594 nm wavelength) is focused on the sample, after which the emission is collected and
directed towards the spectrometer (see Section 2.4 of Chapter 2). The emission passes
through a quarter-wave plate, that is rotated from 0 to π in steps of π/8, and a fixed an-
alyzer (oriented along θ=0). Figure 4.4b presents PL spectra of fl.1 acquired using the
rotating quarter-wave plate method. The spectra are from a low-intensity region (in yel-
low) and a high-intensity region (in red) (circle vs star in Fig.4.4d). The spectra with
a 0 waveplate angle (solid line) have a higher intensity than the ones with a π/4 angle
(dashed line). Spectra as a function of quarter-wave plate angle and position on the
flake are measured on both fl.1 and fl.2. Figure 4.4c depicts the derived PL intensity of
the neutral WS2 exciton on different regions of fl.2 as a function of the quarter-wave plate
angle (see circles/stars in Fig.4.4e). The derived PL intensity exhibits minima at π/4 and
3π/4 of around 0.75 at high PL intensity (blue and yellow curves) and around 0.60 at low
PL intensity (red and green curves). We attribute the small intensity differences between
π/4 and 3π/4 to slight imperfections in the optical alignment and polarization elements
(see Appendix B Section B.3 for details). The depth of the intensity minima at π/4 and
3π/4 provides information about the polarization state of the WS2 emission. If the phase
of the WS2 emission would be fully incoherent, the emission intensity would be con-
stant for all quarter-wave plate angles, whereas for linearly polarized emission we would
expect a dip of 0.50 at π/4 and 3π/4. The measured 0.60-0.75 dips in the PL intensity
therefore confirm that the WS2 emission exhibits partial phase coherence.

To derive the value of the position-dependent valley coherence, we perform a Fourier
analysis of the measured intensity curves as depicted in Fig.4.4c, and first derive the
Stokes parameters of the WS2 monolayer emission (see Appendix B Section B.2). The

coherence of the WS2 emission ∆=
√

S2
1 +S2

2 +S2
3/S2

0 is used as the valley coherence.

We find that of the measured Stokes parameters, S2 and S3 are negligible (< 0.05, see
Appendix B Fig.B.3), so the WS2 emission does not have components that are circularly
polarized or linearly polarized along the diagonal axis with respect to the excitation po-
larization direction. We calculate the valley coherence ∆ at every position on the mono-
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Figure 4.4: Position-dependent valley coherence
a. Schematic of the set-up, where linearly polarized excitation light is focused on the sample (see section 2.4
of Chapter 2). The emission is directed to a spectrometer, passing through a quarter-wave plate (rotated from
0 to π in steps of π/8) and analyzing polarizer (fixed along 0). b. PL spectra on fl.1 at 4 K, on a high intensity
region (red spectra), and a low intensity region (yellow spectra) (star/circle in d). c. Normalized intensity as a
function of quarter-wave plate angle, at high and low intensity regions on fl.2 (stars/circles in e). The curves at
high intensity (blue and yellow) exhibit a dip of only 0.75 at an angle of π/4 and at low intensity (red and green)
a dip of 0.65. The Stokes parameters and thus the polarization coherence can be extracted via Fourier analysis
of these curves. d,e Valley coherence of the middle regions of fl.1 and fl.2, where the scans have pixel sizes of
2.5 and 1µm. Note that the regions with lower intensity have a higher valley coherence than the high intensity
regions. f. Temperature dependence of the average valley coherence of the low and high valley coherence
regions (red stars vs. yellow circles) of fl.1 and fl.2 (open vs. filled markers). (Note that the bars do not indicate
errors, but rather the standard deviation of the distribution of the measured valley polarization obtained over
the specific region of the flake). The temperature dependence of the valley coherence can be fitted with a
Boltzmann distribution, assuming valley decoherence is caused mainly by phonons.
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layer flakes. As S2 and S3 are negligible, the main contribution to the valley coherence is
S1. We confirm a non-zero WS2 valley coherence, ranging from 0.1 to 0.5 depending on
position and temperature. As a comparison, we perform linear polarization measure-
ments on fl.1 and confirm that the extracted S1 parameter and valley coherence are in
good agreement for both measurement methods (see Appendix B Fig.B.3). The presence
of phase coherence of the WS2 emission conclusively proves that the WS2 valleys indeed
emit while still in a partial superposition state.

Figure 4.4f depicts the temperature dependence of the average valley coherence of fl.1
(open circles/stars) and fl.2 (filled circles/stars), where the values from the high and low
valley coherence regions are yellow circles and red stars respectively. As was the case for
the degree of valley polarization, the spatial variation in high valley coherence (yellow
in Fig.4.4d,e) and low valley coherence (red in Fig.4.4d,e) is present at all temperatures
for the same regions on the flakes: the medians on fl.1 and the central region on fl.2 (see
Appendix B Fig.B.6 for valley coherence maps at different temperatures). As a guide to
the eye, we fit the temperature-dependent valley coherence by a Boltzmann distribution
following Zhu et al [77], attributing valley decoherence to the excitation by phonons. If
both the valley decoherence and the valley depolarization are phonon-related, this raises
the question how the two processes are related.

4.2.4. DISCUSSION
There are various processes that lead to valley decoherence. After the excitation of both
the WS2 valleys (γexci te in Fig.4.3) and the formation of two excitons, a number of pro-
cesses may occur: either one of the electrons can hop to the other valley (γhoppi ng ), or
one of the electrons can decay radiatively (γr ad ,K ) or non-radiatevely (γnr,K ). The only
way for the emitted photons to be in a coherent superposition, e.g. the emitted polar-
ization to be linearly polarized, is when both electrons emit radiatively at the same time
with a fixed phase relation between them. With the observed negligible S2 parameter,
we can further conclude that the phase relation between the valleys is preserved, lead-
ing to the same linear polarization as the emitted light. The coherent superposition of
the excitons and the electrons in the two valleys will both be destroyed by valley hop-
ping of either one of the electrons, the non-radiative decay of either one of the electrons,
or when the phase relation between the two electrons is broken by further decoherence
mechanisms. Thus, there are more potential processes to reduce the valley coherence
than the valley polarization.

As valley hopping is both a source of valley decoherence and of valley polarization, a fi-
nite valley polarization gives an upper limit for the valley coherence. There are two ways
to reduce the valley coherence: valley hopping, e.g., the same mechanism that reduces
valley polarization, or the breaking of the phase relation between the electrons in the
two WS2 valleys. Furthermore, many mechanisms have been proposed to explain valley
depolarization. From their temperature dependence we have deduced that both valley
depolarization and valley decoherence have a phononic nature (see [77, 147]). Natu-
rally, the exciton dynamics in the WS2 valleys have a large impact on the valley polar-
ization and valley coherence. Both the intra- and the intervalley Coulomb interactions
between excitons in the WS2 can cause valley depolarization [84, 148–150]. The observed
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position-dependent variations in PL intensity, valley polarization and valley coherence
point at a position dependence of the exciton vs. the valley lifetimes [128, 132]. We ob-
serve an inverse relationship between PL intensity and valley coherence. At regions with
low PL intensity we detect a high valley coherence. Therefore, in these regions, the non-
radiative decay rate is relatively fast with respect to the rest of the flake and the exciton
lifetime is short, and either the valley hopping rate is relatively slow and the valley life-
time is long, or the valleys are very well protected against phase jumps. At regions with
high PL intensity we observe a low valley coherence. We conclude that these regions ex-
hibit the opposite trend: slow non-radiative decay rates and long exciton lifetimes, with
a fast valley hopping rate and a short valley lifetime.

Thus we reported both inter-flake and intra-flake correlations between intensity, degree
of valley polarization and valley coherence. It is interesting to note that the flakes that
exhibited a more homogeneously distributed valley polarization and valley coherence
over their surface area, do not possess a defect region (see Appendix B Fig.B.1). This
hints at the physical importance of this defect region. A higher amount of phonons,
causing valley hopping and breaking the phase relation between the WS2 valleys, can
come from the presence of strain, for instance caused by defects. We hypothesize that a
defect in the middle of an ultrathin triangular flake would lead to spatially varying strain,
e.g., along the flake medians. Attributing the position-dependent variations of the PL
intensity of CVD grown monolayer flakes to differences in defect density and strain is
in line with previous work [122–131]. Nevertheless, the explanation of the inverse re-
lationship between PL intensity and valley polarization and valley coherence and the
position-dependent variations in exciton vs. valley lifetime are not straightforward. We
have attributed valley depolarization and valley decoherence to phonon-induced valley
hopping and phase jumps as well as Coulomb-induced intra- and intervalley interac-
tions. However, variations in the non-radiative decay are also phononic in nature and
influenced by the exciton dynamics in the WS2 valleys. If phonons or Coulomb inter-
actions both induce valley hopping lowering the valley polarization, and induce non-
radiative decay that lower the intensity, both can explain the correlation between high
valley polarization and low intensity. This makes the observed high valley polarization
and valley coherence at regions of low PL intensity surprising. As defects and strain not
only result in a larger amount of available phonons, but strain also slightly modifies the
bandgap, this naturally affects the photoluminescence intensity [151]. Moreover, strain
can also induce an imbalance in the amount of electrons in the two valleys and there-
fore in the measured valley polarization [152]. Therefore the observed inverse correla-
tion between PL intensity and valley polarization and valley coherence might be related
to strain.

4.3. CONCLUSION
We have characterized the position-dependent polarization properties of the light emis-
sion of CVD grown WS2 monolayer flakes, where the measured valley polarization sheds
light on the processes within one WS2 valley, and the measured valley coherence on the
interaction and phase relation between both valleys and the related excitons. Using a
rotating quarter-wave plate method to derive the Stokes parameters of the emitted light,
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we have characterized the full polarization state of the WS2 emission and proven un-
ambiguously the existence of coherence between the two WS2 valleys. Hereby we have
confirmed that the attribution of linear polarization contrast to valley quantum coher-
ence is valid [77, 79, 132]. Moreover, we observe that both the intensity, the valley co-
herence and the valley polarization is non-uniform along the WS2 monolayer flakes. A
clear correlation exists between intensity and valley polarization, and a trend towards a
correlation between intensity and valley coherence, implying a correlation between ra-
diative and non-radiative decay rates and the exciton lifetime on one hand, and valley
hopping and valley phase jumps and the valley lifetime on the other hand. As the tem-
perature dependence of the valley coherence and valley polarization can be fitted with
a Boltzmann distribution, we conclude that the source of valley depolarization and de-
coherence is phonon-related. We observe that the central regions of some of the WS2

monolayer flakes exhibit a defect-related spectral behaviour. We conclude that the pres-
ence of defects, in 2D materials naturally causing strain, influences the amount of avail-
able phonons and reduces the valley polarization and the valley coherence. By investi-
gating the full polarization-resolved emission of WS2 monolayer flakes, we take the first
steps in unraveling the interaction of the WS2 valleys and confirming the existence of
valley coherence, and thereby open the way for applications involving quantum valley
manipulation and valleytronics.



5
EXCITON-POLARITONS IN

MONOLAYER WS2

Under which circumstances does light hybridize with the WS2 exciton, and what are the
properties of the resulting exciton-polariton mode?
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5.1. INTRODUCTION
The previous chapters (Chapter 3 and 4) investigated phenomena related to the process
of photoluminescence, e.g., the absorption and re-emission of light by the WS2 (see In-
troduction, Section 1.4.1). However, as described in Section 1.4.2 of the Introduction,
strong interaction between the light and a WS2 exciton [26–28], may also lead to the
formation of a hybrid light-matter mode that is called exciton-polariton [41, 42]. The
exciton-polaritonic mode has an evanescent field in the out-of-plane direction [45].

As mentioned in the Introduction, the interest in polaritons lies in the large confinement
of the (hybrid) electromagnetic mode in an atomically thin material, that enhances the
light-matter interaction and creates an enormous interaction strength [46]. The same
name is used to refer to different kinds of exciton-polaritons. Most commonly polari-
tons studied in the field of TMDs are the so-called cavity-polaritons, where the elec-
tromagnetic field is confined in a two-dimensional cavity and exhibits strong coupling
to the excitonic mode of the TMDs material [153–155]. A promising alternative for ap-
plications in information transport would be a propagating polariton [156], where the
electromagnetic field in an optical waveguide interacting with the TMDs exciton, for in-
stance combining the TMDs material with a photonic crystal [157, 158]. Recent work re-
ports propagating exciton-polaritons in bulk TMDs materials, detected using scanning
near-field techniques [159–161].

While in the case of the cavity-polaritons energy is exchanged between the TMDs exciton
and a single confined electromagnetic mode, exciton-polaritons described by Alpeggiani
et al originate from the interaction of the exciton with the continuum of electromagnetic
modes in 3D [43, 44]. The existence of these polaritons has been predicted by Khurgin et
al [43], and the dispersion and decay rate of these modes have been described theoreti-
cally by Alpeggiani et al [44]. These modes are analogues to exciton-polaritons in semi-
conductor quantum wells and have been studied both theoretically and also experimen-
tally [41, 42]. However, the absence of confinement of the electromagnetic field makes
these exciton-polaritons highly vulnerable to an imbalance of the dielectric constant of
the medium surrounding the TMDs material [44]. This vulnerability may be addressed
by the fine control over the optical properties of the embedding medium, achievable by
encapsulating the TMDs material into a stack of another two-dimensional atomic crys-
tal, namely hexagonal boron nitride (hBN). Note that the polaritons in hBN-WS2 in [156]
originate in a local negative permittivity, associated with the imaginary part of the elec-
tric permittivity of the exciton, and therefore have a different physical nature and exhibit
different polarization properties than the exciton-polaritons of interest in the current
chapter.

For the use of exciton-polaritons in opto-electronic applications, understanding their
propagation properties is paramount. Here, we use simulations (following the method-
ology of [44]) to study the influence of encapsulating with hBN on the exciton-polaritons
formed in WS2 monolayers, and to investigate the influence of the thickness of the var-
ious layers on the polariton properties. To this end, we compare the dispersion curves
of the exciton-polaritons, their out-of-plane mode profile and their in-plane propaga-
tion length. This approach enables us to define the experimentally optimal sample,
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having a dispersion relation with wavevectors that are easily distinguishable from free-
space light, a mode profile with a high intensity at the interface and a large in-plane
propagation length. We focus on two experimental excitation and detection schemes
for the exciton-polaritons: phase-resolved near-field microscopy and non-linear four-
wave-mixing. For the latter, we calculate the specific excitation wavelengths and an-
gles of incidence needed to excite the exciton-polariton. The calculations described in
this chapter bridge the gap between the theoretical predictions of exciton-polaritons in
monolayer WS2 and their experimental detection for potential applications.

5.2. RESULTS AND DISCUSSION

5.2.1. CONDITIONS FOR THE FORMATION OF EXCITON-POLARITONS IN WS2
The properties and formation of exciton-polaritons in 2D materials are highly influenced
by the dielectric constants of the medium surrounding the material, as described in [44].
Figure 5.1a schematically presents a monolayer of WS2 (in green), embedded in a dielec-
tric medium (for instance air). To calculate the dispersion relation of the modes of this
system, we use the same method described in [44]. We assume a layered system. Within
each layer, the standard wave equation for the electric field E holds:

∇×∇×E(r,ω)−ε(z,ω)
ω2

c2 E(r,ω) = 0, (5.1)

fr
eq

ue
nc

y 
(e

V
)

k// (μm-1)
5.0       10          15          20

2.02 

2.01

2.0

1.99    

k// (μm-1)
5.0       10          15          20

dsubstrate, nsubstrate

dcover, ncover

WS2
dsubstrate, nsubstrate

dcover, ncover

WS2

a

b

c

d

polariton

light in 
glass

light in 
air

light in 
air

Figure 5.1: Conditions for exciton-polaritons to form
This figure summarizes the conclusions of [44]. a. A sample with a WS2 monolayer, embedded in a dielec-
tric medium (such as air), where nsubstr ate = ncover . b. The dispersion relation of the exciton-polariton (in
green), that starts around the bandgap energy of WS2 and bends to continue along the light cone (in grey).
c. A sample with a WS2 monolayer deposited on a glass substrate (blue). Here nsubstr ate 6= ncover . d. The
dispersion curve (in green) is essentially flat, except for a slight perturbation when it crosses the light-line of
glass. Thus the interaction with light only generates a weak perturbation on the original exciton dispersion.
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with c the speed and ω the frequency of light in vacuum, and ε the permittivity ten-
sor. Since the system is translationally invariant in two dimensions, we look for elec-
tromagnetic modes for a fixed in-plane wavevector k//. The electromagnetic modes are
defined as the solutions of the system of wave equations for all the layers (including
the boundary conditions at the interfaces) as a function of the complex eigenfrequency
ω̃= Re(ω̃)+ i Im(ω̃). In practice, the system is solved using a transfer matrix method, to
match the analytical solutions of the wave equation from one layer to the other. There
are various solutions to the characteristic system of equations. A first family of solutions
consist of radiative modes. They are responsible for the direct light scattering from the
exciton and exist within the lightcone, i.e., |k//| < |ω̃|/c. However, in this chapter we focus
on a non-trivial family of modes, the so-called exciton-polaritons, exhibiting the intrigu-
ing properties of enhanced light-matter interaction. These exciton-polaritons are TE-
polarized modes, which means the out-of-plane component of the electric field is zero.
The real part of the dispersion relation of the exciton-polariton is presented in Fig.5.1b.
Here and in all dispersion curves in this chapter, the real part of the frequency is dis-
played as a function of the in-plane wavevector k//. The imaginary part of the frequency
is neglible (see [44]). For high wavevectors, the polariton mode in Fig.5.1b follows the
horizontal excitonic dispersion, where the exciton energy of WS2 around 2.01 eV. For
lower wavevectors, the mode bends and continues parallel to the line of free-space light
in air (in grey). This mode exists outside of the light-cone, as expected from a polaritonic
mode [42].

The existence of an exciton-polariton mode is theoretically predicted by this dispersion
relation for the ideal case of a suspended monolayer. From a practical point of view,
a configuration where the monolayer is positioned on a substrate would be favorable
(see Fig.5.1c). However, as originally pointed out in [43], balancing of the dielectric con-
stant in the upper and lower claddings is a critical condition for the existence of the
exciton-polariton. Figure 5.1d presents the dispersion curve of the mode for the sam-
ple of Fig.5.1c. This dispersion curve is essentially flat, except for a slight perturbation
when it crosses the line of light in glass. The slope of this perturbation is opposite to the
dispersion of a standard electromagnetic mode in vacuum, implying a slightly negative
group velocity. As the dispersion is essentially flat, it strongly resembles the original ex-
citonic mode. This means that the interaction of the exciton with light only generates
a weak perturbation of the exciton dispersion, and no strong coupling effects are visible
(see [162] for a rigorous definition of the strong coupling threshold in this kind of sys-
tems). Exciton-polaritons are only formed when nsubstr ate = ncover (see Fig.5.1a) [44].
Therefore the geometry of a WS2 monolayer on a substrate is unsuitable to support the
existence of the polariton mode.

Embedding the WS2 in a material with fully homogeneous optical properties is experi-
mentally challenging. Moreover, the highest field strength will typically be found close
to the WS2, whereas the thickness of this embedding material will prevent the detection
and practical use of the polaritonic mode. We take one step beyond what was previ-
ously described [44] and propose an alternative geometry, which allows us to preserve
the polaritonic state of the mode, while at the same time guaranteeing experimental
detectability and usability. If a layer of hexagonal boron nitride (hBN) is deposited on
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Figure 5.2: Exciton-polaritons in WS2 - hBN samples
a. The dispersion relation of a hybrid exciton-polariton mode between the waveguide mode in a slab of hBN
and the WS2 exciton. A clear avoided crossing is observed between the upper (in red) and lower (in green)
polariton branches. b-d. The dielectric constants of the materials surrounding the WS2 layer can be controlled
by adding a slab for instance hBN, b. on top of the WS2 (case 1), c. between the WS2 and the substrate (case 2)
or d. encapsulating the WS2 monolayer (case 3).

the WS2 layer, a waveguide mode will be available under suitable conditions that are
explored below. The exciton will hybridize with such a waveguide mode, generating a
polariton. This hybridization becomes apparent in the dispersion relation of the result-
ing exciton-polariton depicted in Fig.5.2a, which exhibits an avoided crossing between
the lower (in green) and the upper polariton branch (in red). The splitting between the
two branches is around 25 meV, which is a measure of the coupling strength between the
exciton and light. Although the nature of the exciton-polaritons in these WS2 - hBN sam-
ples is different than the ones analyzed in [43, 44], such hybrid polaritons will therefore
still allow us to obtain a high coupling between the excitons and a light-like waveguide
mode.

In this chapter, we will focus on the lower polariton branch. Like the polariton mode of
WS2 suspended in air (see Fig.5.1b), the lower branch of this exciton-polariton starts in
Fig.5.2a at a frequency just below that of the WS2 bandgap (2.0 eV / 620 nm), and bends
away to assymptotically approach the light-line of light in glass (in blue). In the fre-
quency region where the dispersion is linear and approaches the light-line, the exciton-
polariton will behave almost like light. The point of maximum curvature in the disper-
sion is the most interesting part to study, because here the exciton-polariton exhibits a
distinctly different behaviour than light, as the dispersion bends away from the light-line
and is not linear.

The overall shape of the dispersion curve, including the slope of the different parts of the
dispersion and the maximum curvature, depends on the specific sample configuration
and the thickness of the used layers. Hybrid exciton-polariton modes require coupling
with a waveguide mode in the hBN. In order for such waveguide mode to be formed, a
minimum thickness of the hBN slab of about 80 nm is required. There are three possible
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sample configurations, presented in Fig.5.1b-d: a slab of hBN on top of the WS2, hBN
between the substrate and the WS2, and encapsulating the WS2 with hBN (from now
on these configurations will be referred to as case 1, 2 and 3). The differences in the
dispersion and spatial properties of the exciton-polaritons formed in these three sample
configurations will be discussed in the following part of this chapter.
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Figure 5.3: Dispersion relations of exciton-polariton in different WS2 samples
a-d. Dispersion relation of an exciton-polariton in WS2 - hBN samples (see Fig.5.2b-d), with a glass substrate
(n=1.5), an air cover (n=1.0). a-c. Dispersion relation of an exciton-polariton in a sample of case 1 (see Fig.5.2b),
with in a. 100 nm of hBN and in b. 150 nm hBN and a monolayer of WS2, and in c., the sample contains five
layers of WS2. d. Dispersion relation of an exciton-polariton in a sample of case 3 (see Fig.5.2d), with d1 =
50 nm and d2 = 100 nm. e. The dependence of the exciton-polariton dispersion on the hBN thickness becomes
clear when comparing the polariton wavevector at a frequency of 633 nm (indicated by a star in a-d). Note that
in the case 3 sample (in orange), d1 is taken 50 nm and d2 is varied. f. The wavevector at a 633 nm frequency
also decreases when the number of WS2 layers increases (the dotted lines through the data points are added
as a guide to the eye).

5.2.2. THE DISPERSION RELATION OF THE EXCITON-POLARITONS
Figure 5.3a-d presents the dispersion relation of exciton-polariton modes in various WS2 - hBN
layer stacks, with in Fig.5.3a-c samples with hBN on top of WS2 (case 1) and Fig.5.3d the
WS2 encapsulated in hBN (case 3, see Fig.5.2b-d). To compare the different dispersion
curves with each other, we have indicated the point at a frequency of 633 nm (indicated
by a star in Fig.5.3a-d). As this frequency lies around the point of maximum curvature
of the dispersion of the polariton mode, it is always in the interesting frequency range
where the polariton behaves clearly differently than light. When the thickness of the hBN
slab increases, from 100 nm in Fig.5.3a to 150 nm in Fig.5.3b, the point of 633 nm moves
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to higher wavevectores. When the amount of WS2 layers increases, from a monolayer in
Fig.5.3b to five layers in Fig.5.3c, the curvature of the polariton mode becomes less and
the point of maximum curvature moves even further away from the line of light in glass.
Note that our calculations for multilayer WS2 samples only take into account the change
in thickness, and no changes in the optical response, i.e., in the electric permittivity. The
impact of the decreasing excitonic strength due to the transition of few-layer WS2 from a
direct to an indirect bandgap semiconductor is therefore not taken into account. Hence
the observed change in the polariton dispersion is caused solely by the increase in WS2

thickness.

It is interesting to compare the dispersion curves in Fig.5.3b (sample case 1, hBN on
top of WS2) and Fig.5.3d (sample case 3, hBN encapsulating WS2) (see Fig.5.2b,d). Al-
though the sample configuration is different, we observe no differences in the slope of
the dispersion curves, no differences in curvature and no shifts in the point of maximum
curvature. As long as the total hBN thickness in a sample configuration is conserved, we
observe no qualitative differences in the dispersion curves of the polariton modes in all
three cases of Fig.5.2b-d.

To determine potential subtle differences in the dispersion of different sample config-
urations, and to study the influence of the thickness of hBN and WS2 on the exciton-
polariton dispersion in a more quantitative way, we compare the polariton wavevector at
a frequency of 633 nm (indicated by a star in Fig.5.3a-d). Note that for the case 3 sample
(in orange), d1 is fixed at 50 nm and d2 is varied. With increasing number of WS2 layers,
the polariton wavevector at the frequency of 633 nm increases in all sample configu-
ration cases. However, there are subtle differences between the different samples: the
slope of the curve in case 3 (orange) is larger than the in case 1 (blue) or case 2 (green).
This could indicate subtle differences between the shape of the mode profiles of the po-
laritons in different samples.

5.2.3. THE POLARITON MODE PROFILES
To characterize the exciton-polaritons in WS2 - hBN samples beyond the dispersion re-
lation, we also study other relevant properties for potential applications, e.g., the spatial
extent of the polariton modes. Figure 5.4a-d presents the out-of-plane mode profile (in
black) of the normalized intensity of the exciton-polariton. In all cases, the maximum
of the mode profile lies in the hBN slab (in pink), and not in the glass (in blue), nor is it
overlapping with the WS2 (in green). We attribute this to the hybrid nature of the exciton-
polariton mode with the optical waveguide mode in the hBN slab. With increasing hBN
thickness, from 100 nm in Fig.5.4a to 150 nm in Fig.5.4b, a larger part of the mode lies
in the material and becomes inaccessible for practical purposes such as sensing, as one
cannot physically enter the material to interact with the mode. As depicted in Fig.5.4e,
the intensity of the mode at the air interface decreases as the thickness of the hBN slab
increases. This decrease becomes apparent in the mode profile in Fig.5.4d, with a case
3 sample of d1 = 50 nm and d2 = 100 nm, where only 60 % of the maximum mode inten-
sity reaches the surface. Figure 5.4f depicts the mode intensity at the air interface for
the three sample configuration cases. Interestingly, the intensity at the air interface of
the mode in samples of case 1 (Fig.5.2b) increases with increasing number of WS2 layers,



5

58 EXCITON-POLARITONS IN MONOLAYER WS2

z 
(n

m
)

Inormalized

     0.2             0.6             1.0

 800

 400

     0  

-400 

Inormalized

     0.2             0.6             1.0
Inormalized

     0.2             0.6             1.0

z 
(n

m
)

Inormalized

     0.2             0.6             1.0

 800

 400

     0  

-400 

1.0 

0.8

0.6

0.4    

100             200             300

I no
rm

al
iz

ed

hBN thickness (nm)
1           2          3           4          5

WS2 layers

0.9 

0.8

0.7

0.6    

I no
rm

al
iz

ed

a b c

d e f
hBN on top

hBN bottom

50nm ITO

 case 1
 case 2
 case 3

1L WS2
d2 = 100nm

1L WS2
d2 = 150nm

5L WS2
d2 = 150nm

1L WS2
d1 = 50nm
d2 = 100nm

hBN on top

hBN bottom

50nm ITO

 case 1
 case 2
 case 3

Figure 5.4: Out-of-plane mode profile
a-d. Mode profile (in black) of the exciton-polariton intensity at a frequency of 633 nm (compare stars in
Fig.5.3) in a sample of WS2 (in green) on a glass substrate (in blue) with a hBN slab (in pink). a-c. Mode
profile of an exciton-polariton in a sample of case 1, with in a. 100 nm of hBN and in b. 150 nm hBN and a
monolayer of WS2, and in c., the sample contains five layers of WS2. d. Mode profile of a polariton in a case
3 sample with d1 = 50 nm and d2 = 100 nm. e. The normalized intensity of the mode at the air interface as a
function of hBN thickness. f. The normalized intensity of the mode at the air interface as a function of the
amount of WS2 layers (the dotted lines through the data points are added as a guide to the eye).
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but decreases for samples in case 2 and 3 (Fig.5.2c,d). This might be related to the fact
that case 1 is the situation where the WS2 monolayer is located furthest away from the
air-interface. This effect can be observed in the mode profile in 5.4c (five layers of WS2),
that exhibits a slightly higher intensity at the interface with air than the profile in 5.4b
(monolayer WS2).

5.2.4. THE POLARITON PROPAGATION LENGTH
Another aspect of the spatial extent of the exciton-polariton modes is given by the in-
plane propagation length (δpr opag ati on):

δpr opag ati on =−dω

dk

/
Im(ω(k)) , (5.2)

where dω
dk is the group velocity and Im(ω(k)) the imaginary part of the dispersion rela-

tion. Figure 5.5a-d presents the propagation length of the polariton as a function of the
wavevector. The wavevector corresponding to the frequency of 633 nm is indicated by a
star. With increasing hBN thickness, from 100 nm in Fig.5.5a to 150 nm in Fig.5.5b, the
curve shifts to higher wavevectors resulting in a larger propagation length at the 633 nm
frequency. The influence of the hBN thickness on the propagation length at this fre-
quency is depicted in Fig.5.5e, with a minimum at 100 nm hBN thickness in all cases.
When comparing the propagation length of case 1 in Fig.5.5b and case 2 in Fig.5.5c, it
becomes apparent that the shape of the curve changes. This leads to a considerable
increase of the propagation length at a 633 nm frequency for case 2 (see Fig.5.2c) with
respect to the propagation length in the other two sample configurations.

We observe a decrease of the propagation length with an increasing number of WS2 lay-
ers. This becomes apparent when comparing the shape of the curve in Fig.5.5d, that
depicts the propagation length in a sample with five layers of WS2, to the curves ob-
tained for a monolayer. The curvature and the slope of the different parts of the curve
change drastically, resulting in a propagation length of only 4µm at a 633 nm frequency.
Fig.5.5f depicts the propagation length at a 633 nm frequency for all sample configura-
tions. When the thickness of the WS2 is increased from one to five layers, we observe a
decrease in propagation length.

5.2.5. EXPERIMENTAL DETECTION SCHEMES
The application potential of exciton-polaritons in WS2 - hBN samples depends greatly
on the choice of sample. On the one hand, the challenge in a practical context would be
to distinguish the dispersion of the exciton-polariton from free-space light in air, glass
or hBN. Given that the polariton dispersion follows the line of light in glass, the experi-
mental optimum would be for the polariton that have a large coupling strength and/or
a dispersive waveguide mode. Both conditions will result in a higher wavevector for a
given frequency. Based on Fig.5.3e,f we conclude that samples with thick layers of hBN
and multiple layers of WS2 meet this requirement. On the other hand, it is important
to detect as much of the potentially weak mode intensity as possible, typically at the
sample-air interface. Given that the polariton mode lies mainly in the hBN, the exper-
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Figure 5.5: In-plane propagation length
a-d. The in-plane propagation length of the exciton-polariton. a-b. Propagation length of the exciton-
polariton in a sample of case 1, with in a. 100 nm of hBN and in b. 150 nm hBN and a monolayer of WS2.
c. Mode profile of a polariton in a case 2 sample with 150 nm hBN. d. Mode profile of a polariton in a case
1 sample with five layers of WS2. e. Propagation length at a frequency of 633 nm as a function of the hBN
thickness. f. Propagation length at a frequency of 633 nm as a function of the hBN thickness (the dotted lines
through the data points are added as a guide to the eye).
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imental optimum would mean samples with thinner slabs of hBN and monolayers of
WS2, e.g., requirements opposite to an optimal dispersion curve as mentioned above.
Moreover, a large in-plane propagation length at least above 10µm is essential for the
detection and identification of a polariton. The optimum in this respect would be to use
samples with monolayer or bilayer WS2 and a hBN thickness larger than 100 nm. As a
trade off between the different requirements we therefore suggest a case 2 sample (hBN
between the WS2 and the glass, see Fig.5.2c) with a monolayer or bilayer of WS2 and a
hBN thickness around 150 - 200 nm.

a b

excitation

near-field 
probe

substrate

hBN grating
exciton-polariton in WS2

exciton-polariton
         in WS2

ω1

ω2

four-wave 
mixing
excitation

 θ1
θ2

Figure 5.6: Measuring the exciton-polaritons
a. Method to measure the exciton-polaritons in WS2 using a near-field microscope, with the WS2 (in green)
on a glass substrate (in grey) and with hBN on top (in pink). The excitation light (in red) initiates an exciton-
polariton in the WS2, after which the evanescent polariton mode is detected using a scanning aperture near-
field probe (dark grey). b. Method to excite the exciton-polaritons in WS2 using the non-linear optics of four-
wave mixing. Here two excitation beams with different frequencies ω1 and ω2 (red and yellow) are combined
on the WS2 sample under different angles θ1 and θ2, to excite the exciton-polariton (red wave) in WS2 (green).

Different experimental ways exist to initiate and detect polaritons [46], which is not en-
tirely straightforward given their dispersion lying outside of the lightcone. This results
in a wavevector mismatch between the maximal in-plane wavevector of the excitation
light and the wavevector of the polariton. In this chapter, we propose two different
initial experiments to excite and detect the exciton-polaritons in WS2. As mentioned
before, polaritons can and have been detected using near-field microscopy techniques
[159–161]. Alternatively, nonlinear optical methods like four-wave mixing also allow ad-
dressing modes outside of the lightcone [163, 164]. Gratings can be added in both cases
as a common aid for converting modes outside of the lightcone into free-space light or
vice versa [165].

Figure 5.6a schematically presents the way of exciting and detecting polaritons in WS2

using an aperture near-field microscope. The wavevector of the excitation light (in red)
is matched to the wavevector of the polariton using a grating in the hBN slab (pink), ex-
citing the exciton-polariton in WS2 (green) on a glass substrate (grey). An alternative for
solving the wavevector mismatch between excitation and polariton would be the use of
a plasmonic nanoparticle. After excitation, the evanescent polariton mode is detected
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by scanning an aperture near-field probe over the sample (dark grey). In order to mea-
sure the dispersion relation of the polariton mode, it would be essential for the near-field
microscope to have phase sensitivity, in order not to rely on the presence of reflections
of the mode [166]. Thus the dispersion can be deduced by the Fourier-transforming the
measured electromagnetic field and determining the polariton wavevector at different
excitation frequencies [166]. To distinguish the exciton-polariton from the contributions
of light in air, glass, hBN in the Fourier transformed fields, a large WS2 flake and therefore
a large microscope scan length is needed.
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Figure 5.7: Four-wave mixing to excite the polaritons
a. Using four-wave mixing, the correct combination of the frequencies ω1 and ω2 and wavevectors k1 and k2
of the used excitation sources (depicted with arrows) is able to excite the polariton mode at different positions
of its dispersion. b,c. all possible combinations of incident angles θ1 and θ2 and wavelengthsλ2 that will excite
the exciton-polariton, taking a fixed wavelength λ1 = 775 nm. The position ofωpol ar i ton = 633 nm is indicated
by the dotted line in b. with ω4wm = 2ω1 −ω2 and in c. with ω4wm = 2ω2 −ω1.

Figure 5.6b schematically presents the method of exciting the exciton-polaritons using
the non linear optical method four-wave mixing. Here two excitation beams with dif-
ferent frequencies ω1 and ω2 (red and yellow) are combined on the WS2 sample under
different angles θ1 and θ2, to excite the exciton-polariton (red wave) in WS2 (green). In
four-wave mixing, the frequencies of two beams are combined as ω4wm = 2ω1 −ω2 or
ω4wm = 2ω2 −ω1 [164, 167]. Figure 5.7a depicts how the correct combination of the fre-
quencies ω1 and ω2 and wavevectors k1 and k2 of the used excitation sources is able to
excite the polaritonic mode that lies outside the light-cone. Here, we follow the method
as proposed for exciting surface plasmon-polaritons using four-wave mixing [164]. The
relevant equations are given by

∓Re{kpol ar i ton(ωpol ar i ton1 )} = 2k1 sinθ1 −k2 sinθ2 and

±Re{kpol ar i ton(ωpol ar i ton2 )} = 2k2 sinθ2 −k1 sinθ1,
(5.3)

where the upper sign of kpol ar i ton corresponds to solutions θ2 > θ1, and the lower sign
to θ1 > θ2. The solutions to these equations, e.g., all possible combinations of incident
angles θ1 and θ2 and wavelengths λ2 with a fixed wavelength λ1 that will excite the
exciton-polariton mode in Fig.5.7a, are given in Fig.5.7b,c. For practical purposes, we
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give the solutions in terms of the wavelength λ = 2π
k and not in terms of the frequency

ω= ck
n (see [3]). Fig.5.7b corresponds to solutions with ω4wm = 2ω1 −ω2 and Fig.5.7c to

ω4wm = 2ω2 −ω1. The dotted line indicates the position where λpol ar i ton = 633 nm. In
Fig.5.7b, the dotted line is at λ2 = 999 nm, and the horizontal cut-off around 1040 nm is
caused by the horizontal part of the polariton dispersion at the bandgap energy of 2.0 eV.
In Fig.5.7c, the dotted line is at λ2 = 697 nm, and the cut-off around 690 nm is caused by
the horizontal part of the polariton dispersion. Therefore, the incident angles needed to
excite the more interesting non-linear part of the polariton dispersion are in the upper
part of Fig.5.7b and the lower part of Fig.5.7c. Given the larger range between the dotted
line and the horizontal cut-off in Fig.5.7b, we conclude that it is experimentally feasible
to use the four-wave mixing ω4wm = 2ω1 −ω2.

5.3. CONCLUSION
We have demonstrated the existence and studied the properties of hybrid exciton-polaritons
in WS2 - hBN samples. The shape of the polariton dispersion, the intensity of the po-
lariton mode at the air interface and its in-plane propagation length are all affected by
the thickness of both the hBN and the WS2 in the used sample. For an experimental
optimum, a trade-off needs to be found between a polariton dispersion that can be dis-
tinguished from free-space light, a high mode intensity at the air interface and a large
in-plane propagation length. We therefore advice to use a sample with a monolayer
of WS2 and a hBN slab of 150 - 200 nm between the WS2 and the glass substrate. The
exciton-polaritons can be studied using a phase-sensitive near-field microscope, or us-
ing the non-linear method of four-wave mixing. For the latter, we calculate that a com-
bination of 775 nm and roughly 1000 nm will excite the exciton-polariton in the more in-
teresting and non-linear part of its dispersion relationship. With these calculations, we
have bridged the gap between the theoretical prediction of exciton-polaritons and their
practical realization. Thereby we open the way to applications based on the enhanced
light-matter interaction so fundamental to exciton-polaritons.





6
MORPHOLOGY-INDUCED SPECTRAL

MODIFICATION OF WS2 PYRAMIDS

How do hollow WS2 pyramids interact with light, and how are the intensity and the fre-
quency of the optical response influenced by the nanogeometry of the pyramids?

Parts of this chapter have been published in [23], copyright 2021 Royal Society of Chemistry.
Data acquired for this publication can be found at DOI: 10.4121/13246751
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6.1. INTRODUCTION
As mentioned in Section 1.3.2 of the Introduction, chemical vapor deposition (CVD) can
both reproduce horizontal layers as found in naturally occurring TMDs, as well as pro-
duce nanostructures with diverse geometries. Under certain CVD growth parameters
TMDs materials form pyramid-like structures [168, 169], having many active adsorption
site useful for applications in hydrogen sensors [170] and water disinfection [171], at the
same time possessing interesting electronic properties like ferromagnetism [172] and
high mobility [173, 174]. Moreover, pyramid-like TMDs structures have applications in
non-linear optics [173, 175, 176], as they exhibit higher non-linear optical conversion
efficiency than monolayers due to the thickness increase, while demonstrating a much
larger non-linear optical response than multilayer TMDs.

It is interesting to note that only in a limited number of studies in the literature photolu-
minescence of these spiral or pyramid like structures is reported [168, 169, 171, 173]. In
some, the non linear optical response is studied [173, 175, 176]. In most, the TMDs spi-
rals and pyramids are studied using Raman spectroscopy [168–175]. However, compar-
ing the measured optical response of pyramid-like structures of different studies needs
to be done with caution, as the terms spiral flake or pyramid are used for nanostruc-
tures that have different thicknesses, geometry and sizes. As described in Section 1.4.3
of the Introduction, Raman spectroscopy is a powerful tool to study 2D TMDs, as knowl-
edge on the vibrational modes of the layers provides insights in their structure. Study-
ing the Raman response as a function of temperature [62–66], excitation polarization
[32, 55, 67] and excitation wavelength [71–73], provides information on structural prop-
erties like number of layers, strain and defect density. The existence of exciton reso-
nances in 2D TMDs has large implications for its Raman response. Raman features
are greatly enhanced when the excitation is in resonance with an excitonic transition
[32, 56, 70–73]. Resonance Raman spectroscopy on 2D TMDs materials results in the ex-
citation of higher-order phononic resonances [74], which yields rich Raman spectra with
many more modes than the two mentioned characteristic modes.

Many questions arise about the nature of the optical response from complex CVD-grown
TMDs pyramid like nanostructures. It is unknown how the nanogeometry of TMDs pyra-
mids influences its photoluminescence and Raman response and how it depends on
temperature and polarization. For potential applications, this knowledge is paramount.
Here, we study the Raman and photoluminesence response of CVD-grown hollow WS2

pyramids, comparing it to the optical response of WS2 monolayers. Even though the WS2

monolayers and pyramids are grown on the same substrate and under the same condi-
tions, their measured optical response is completely different. We find, surprisingly, that
the pyramids exhibit a strongly reduced photoluminescence (PL) with respect to hori-
zontal layers. The reduced PL enables us to study the Raman signal of the hollow WS2

pyramids, that contains both the characteristic Raman peaks of flat layers and a great
number of higher-order phononic resonances. In contrast with the monolayers, the
measured optical response of the hollow WS2 pyramids is non-uniform over the nanos-
tructures. Annular dark-field (ADF) scanning transmission electron microscopy (STEM)
measurements confirm position-dependent variations in atomic arrangement.
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6.2. RESULTS AND DISCUSSION

6.2.1. HOLLOW WS2 PYRAMIDS
Figure 6.1a presents an SEM image of a CVD-grown hollow WS2 pyramid (the substrate
is a SiN film on Si, see Section 1.3.2 of the Introduction). The WS2 is crystallized in a 3R-
phase (see Fig.C.2c-d and Section C.1 in Appendix C.) The clear lines along the pyramid
sides indicate single steps (see Fig.C.1c and Fig.C.2a,b in Appendix C). The geometry
of the darker middle becomes more clear when examining the AFM image in Fig.6.1b.
The height profile measured with the AFM along the blue line is presented in Fig.6.1c.
The bottom of the crater in the middle is roughly 5.6 nm high with respect to the sub-
strate, whereas the pyramid sides reach a height of 44 nm. The inset of Fig.6.1a displays
a schematic representation of the hollow pyramid, depicting the stair-like sides in white
and the crater with a bottom of finite thickness in the middle.

0                      5                      10

40

30    

20    
 

10

  0      
z 

(n
m

)

x (μm)

5 μm

wavelength (nm)
580   600   620   640   660 680

4

3       

2       
 

1

0      

I (
co

un
ts

/1
0s

)

x104

Δν (cm-1)
500              1000          1500

1.5

1.0       

0.5       

   
   0      

x104

  monolayer  
  594nm
  561nm  

580 600 620 640 660 680
0

1

2

3

4

104

 594nm
 561nm

580 600 620 640 660 680
0

1

2

3

4

104

x0.05

a b

e f

5 μm

20 μm

c

I (
co

un
ts

/1
0s

)

d

40

30    

20    
 

10

  0      

A

B

A
B

Figure 6.1: Hollow WS2 pyramids
a. SEM image of the hollow WS2 pyramid. The lines along the sides indicate the single stair steps, whereas the
darker region in the middle is the crater. inset. Schematic representation of the hollow pyramid. b. AFM image
of the hollow WS2 pyramid. The blue line indicates the position of the AFM crosscut depicted in c, ranging
from A the pyramid crater to B the substrate. d. SEM image of a WS2 monolayer on the same substrate. e.
Photoluminescence spectrum of the WS2 monolayer (black dotted line), and spectra of a pyramid obtained
with a 594 nm excitation (orange) and a 561 nm excitation (green). When converting the x-axis to wavenumber
∆ν in f, the spectral response on the two different lasers overlaps nicely, indicating that the collected light
originates from Raman processes rather than photoluminescence.

Figure 6.1e presents optical spectra obtained by exciting a WS2 pyramid at the stair-like
side with either a 594 nm laser (orange) or a 561 nm laser (green). The spectra contain
a similar sequence of peaks, but their spectral position does not overlap in wavelength.
However, these peaks are located at the same relative frequency distance to the excita-
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tion laser, as depicted in Fig.6.1f. The clear overlap of the larger peak positions in the
spectra from the two different lasers indicates that the collected light originates from an
inelastic Raman process rather than from photoluminescence.

Figure 6.1d presents an SEM image of a single horizontal layer (monolayer) WS2 grown
on the same substrate (next to hollow pyramids and monolayers, also fully grown pyra-
mids are present on this substrate, see Appendix C, Fig.C.1a, Fig.C.5 and Fig.C.6). Com-
paring in Fig.6.1e the optical response of the monolayer (black dotted line) with that of
the pyramid, it becomes apparent that the pyramid exhibits a strongly reduced photo-
luminescence with respect to monolayer WS2. A small background under the Raman
modes is visible in the spectrum of the pyramid around the PL wavelength of 630 nm.
If this is remnant PL emerging from the hollow WS2 pyramid, it has an intensity of at
most 1% of the WS2 monolayer (see Appendix C Fig.C.3). The immense reduction of
the photoluminescence intensity from the hollow pyramids is unexpected. Even though
the pyramid crater is only a few nanometers thin, the pyramid spectra do not resem-
ble spectra of standard few-layered horizontal WS2 (see Appendix C Fig.C.3f). When the
WS2 thickness increases from monolayer to bulk, it transitions from a direct to an in-
direct bandgap semiconductor [12] (see Section 1.4.1). It is important to note that, in
contrast to the hollow pyramids, the reduced PL from the direct bandgap can be easily
measured for few-layered WS2 [12, 93]. Moreover, the hollow WS2 pyramids do not ex-
hibit any luminescence at the known wavelength of the indirect bandgap, as would have
been expected from both bulk and few-layer WS2 (see Appendix C Fig.C.3f). Therefore
we conclude that the increase of the layer number from monolayer WS2 to the pyramid
crater cannot explain the reduction of the PL intensity. CVD-grown horizontal 2D TMDs
flakes exhibit a similar amount of photoluminescence as exfoliated samples. Hence, the
PL intensity reduction by at least two orders of magnitude of the hollow pyramids can-
not merely be explained as being intrinsic to the CVD growth process, e.g. through an
increase in defect density. Furthermore, the 3R-WS2 nanostructure cannot explain the
PL intensity reductions, as 3R-WS2 exhibits the same photoluminescence as the natu-
rally occurring 2H-WS2 [177, 178].

We conclude that our hollow WS2 pyramids have a lower quantum efficiency than WS2

flakes: assuming that the optical absorption of a WS2 monolayer and a pyramid is the
same, the quantum efficiency of these pyramids is at least two orders of magnitude lower
than that of a monolayer WS2. Given the fact that the pyramids have a thickness of
5 nm - 44 nm, it is safe to assume that a pyramid actually absorbs more than a mono-
layer, therefore the quantum efficiency is likely to be at least another order of magnitude
lower. We attribute the decrease in the quantum efficiency to the increase in possible
non-radiative loss channels due to the presence of all the edges in the structure of these
pyramids. The increase in non-radiative loss channels due to the edges in the pyramid
structure is therefore the main factor that leads to a severe quenching of the exciton pho-
toluminescence, without influencing the Raman modes.

The reduction of the PL enables us to study the Raman response of the hollow WS2 pyra-
mids in more detail, as many Raman features are usually obscured by the PL spectrum.
The pyramid spectra obtained with the 594 nm excitation exhibit roughly 10-12 Raman
features, three of which have not been reported before for neither horizontal WS2 layers
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nor WS2 nanostructures (see Fig.6.3). For the 561 nm excitation, fewer Raman features
are visible in the spectra, and these features have a lower intensity. This can be attributed
to the fact that the 594 nm excitation light is close to the A-exciton resonance, whereas
the 561 nm is out-of-resonance with both the A- and B-excitons. Raman modes of TMDs
can be greatly enhanced when they are excited in resonance with an excitonic transition
[32, 56, 70, 72, 73].

b ca

Figure 6.2: ADF-STEM of a hollow WS2 pyramid
Atomic resolution annular dark-field scanning transmission electron microscopy images taken in a-b the mid-
dle region, and c. the side of a hollow WS2 pyramid. Subtle variations in the atomic arrangement can be ob-
served. The corresponding FFTs, as given as insets in each of the panels, highlight this feature further. Changes
in the Bragg reflections occur between them. One of which is a reduction of the intensity of one of the Bragg
reflections in the middle region of the hollow pyramid, as marked by the yellow circles in b.

6.2.2. STRUCTURAL CHARACTERIZATION
In order to help interpret the studied optical response, we perform a detailed structural
characterization of the hollow WS2 pyramids by means of Transmission Electron Mi-
croscopy measurements. Figure 6.2 displays annular dark-field (ADF) scanning trans-
mission electron microscopy (STEM) images taken in different regions of these WS2 nanos-
tructures. Figures 6.2a and 6.2b display atomic resolution ADF-STEM images of two dif-
ferent locations corresponding to the middle region of the hollow pyramid, while Fig.6.2c
corresponds to the pyramid side. By comparing these three images, we can clearly ob-
serve differences in the atomic arrangement. In Figure 6.2a, the atomic distribution dis-
plays a well defined hexagonal shape, and this symmetry is also highlighted by the corre-
sponding fast Fourier transform (see inset in Fig.6.2a). As we can observe from Fig.6.2b,
the atomic arrangements at this location are somewhat different from those observed
in Fig.6.2a. This structural variation is also reflected in the corresponding FFT (inset in
Fig.6.2b), where one of the Bragg reflections exhibits a reduced intensity (marked with
a yellow circles to facilitate its visualization). Structural variation is also observed in the
side region of the hollow pyramid. The difference in contrast in Fig.6.2c corresponds to
two stair-like steps in the pyramid side. By comparing their relative atomic arrangement,
we can determine that, while the external step exhibits a clear hexagonal honeycomb
structure, this arrangement is lost in the subsequent layer. Note also that, as observed
from the results obtained in the middle region of the nanostructures, even across its sides
the atomic arrangement can vary slightly (see also Fig.C.7 in Appendix C).

These subtle variations of the atomic arrangement might be induced by the local pres-
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ence of strain, which in turn results into a slight change of the orientation of the flake.
Importantly, the level of structural disorder is more marked in the middle of the pyramids
as compared to the sides (see Fig.C.7) due to the additional presence of free-standing
WS2 flakes arising from the walls of the hollow pyramid.
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Figure 6.3: Characterization of Raman peaks
a. The optical response of the hollow pyramids (orange) can be fitted by eleven Lorentzian lineshapes (red)
and two Gaussians (grey). The Raman features are indicated by arrows with their spectral position in cm−1.
The last three features (in blue) have not been reported before. b. Part of the features can be explained as being
multiphonon resonances involving the LA(M) phonon. The blue line depicts the higher order resonances of
A1g +n*LA(M). The red line depicts the higher order resonances of n*LA(M).

6.2.3. CHARACTERIZATION OF VIBRATIONAL MODES
In Figure 6.3a we present a WS2 pyramid spectrum, acquired at the pyramid side, in
which all Raman features are indicated with arrows. Commonly, only three Raman modes
are measured on both horizontal TMDs layers or nanostructures. We measure 10-12
Raman features, three of which have not been reported previously (indicated in blue
in Fig.6.3a). The other modes can be attributed following a limited amount of previ-
ous investigations (see also Table 6.1). In order to analyze the spectra in more detail,
we fit the overall spectrum with a collection of eleven Lorentzian lineshapes (red) and a
background consisting of two Gaussians (grey) (see Appendix C, Section C.2 for a discus-
sion on the background). This way we are able to attribute the new Raman modes from
hollow WS2 pyramids to being multiphonon resonances involving the LA(M) phonon,
adopting the methodology for high frequency Raman features in MoS2 [74]. The blue
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line in Fig.6.3b depicts the higher order resonances of A1g +n*LA(M). The peak 580 cm−1

is commonly attributed to A1g +LA(M) [56, 62, 63, 179], and the peak at 769 cm−1 is at-
tributed to A1g +2LA(M) by Molas et al [179]. Thus we attribute the newly observed peak
at 1128 cm−1 (n=4) to A1g +4LA(M). The red line in Fig.6.3b depicts the higher order res-
onances of n*LA(M). The peak at 702 cm−1 is commonly attributed to 4LA(M) [56, 62],
which is twice the first 2LA(M) Raman peak at 350 cm−1. Therefore we attribute the
newly observed small shoulder of the last peak around 1057 cm−1 to 6LA(M). The ex-
pected resonance at 3LA(M) (red line in Fig.6.3b) would spectrally overlap with the first
silicon peak at 520 cm−1, as well as the expected resonance at n=3 (blue line in Fig.6.3b)
would overlap with the second silicon peak 955 cm−1, so these possible features cannot
be distinguished from the substrate response. The expected 5LA(M) (red line in Fig.6.3b)
would be around 880 cm−1, but is too dim to distinguish very clearly from the back-
ground. The peak at 833 cm−1 is 2*A1g , and the peak at 475 cm−1 is commonly attributed
to LA(M)+2ZA(M) (see Table 6.1). We conclude that the observed high-frequency Raman
modes are multiphonon resonances involving the LA(M) phonon, excited because the
594 nm laser is in resonance with the A-exciton.

The highest frequency Raman modes have not been reported before on horizontal WS2

layers (indicated in blue in Fig.6.3a). A possible explanation for not observing them on
monolayers is that investigating Raman modes on horizontal WS2 layers is experimen-
tally challenging because of the presence of photoluminescence, that is much brighter
than any Raman feature. An intriguing alternative hypothesis is that the nanogeome-
try of the hollow pyramid plays a role in exciting the higher order Raman modes more
resonantly, e.g. through a higher phonon density of states.

6.2.4. POSITION DEPENDENCE OF SPECTRAL FEATURES
The hollow WS2 pyramids contain two distinct regions: the crater in the middle and the
stair-like sides. We find that these regions exhibit a different spectral response. This is in
contrast from the more homogeneous spectral response for horizontal WS2 flakes (see
Appendix C, Fig.C.5 and Fig.C.6). Figure 6.4a presents an intensity map of the first Ra-
man peak (E2g ,2LA). To create this map, the maximum value of the fitted peak is used
(see Fig.6.3a). The peak intensity is higher and the peaks are more pronounced at the
pyramid crater than at the stair-like sides. For the other WS2 Raman peaks, as well as at
different temperatures and using different excitation wavelengths, this intensity distri-
bution looks similar (see Appendix C Fig.C.4).

Figure 6.4b presents an intensity map for the silicon peak at 520 cm−1. As expected,
there is a constant intensity for the substrate next to the pyramid. It is interesting to
note that the intensity of this substrate peak also decreases on the pyramid edges. We
hypothesise that light scatters a lot from the stair-like pyramid sides, as seen from the
bright white colour of the sides in the optical image (Fig.6.4c). This both reduces the
available excitation light to excite Raman modes, and scattering of the resulting Raman
response reduces the detected light, including the Raman response of the silicon sub-
strate. Figures 6.4d-e depict spectra on three different positions: on the hollow pyra-
mid middle (red), on the substrate (green) and on the pyramid side (black) (indicated
by stars in Fig.6.4a,b). In both the room temperature spectra in Fig.6.4d and 4 K spec-
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position std (cm−1) brightness attributed to possibly literature
350 cm−1 1.6 ++ E1

2g / 2LA(M) [32, 55, 56, 62]

[72, 179, 180]
417 cm−1 1.5 ++ A1g [32, 56, 62]

[72, 179, 180]
475 cm−1 4.7 - - LA + 2ZA [179]

or E”(M) + TA(M) [73]
520 cm−1 0.8 ++ Si 3LA(M) [181–183]
580 cm−1 1.0 +- A1g + LA(M) [56, 62, 63]

[179, 180]
702 cm−1 1.4 + 4LA(M) 2E1

2g [56, 62, 180]

([179])
769 cm−1 1.0 + A1g + E1

2g A1g + 2LA(M) [179]

833 cm−1 1.2 + 2A1g [179]
880 cm−1 - - 5LA(M)
958 cm−1 3.3 +- Si A1g + 3LA(M) [181–183]

1057 cm−1 1.0 - - 6LA(M)
1128 cm−1 4.0 + A1g + 4LA(M)

Table 6.1: Overview of the measured Raman features on the hollow pyramid (see Fig.6.3) at room-temperature.
The first column gives the peak position determined by fitting, with the statistical standard deviation in the
second column and the brightness in the third. The fourth column indicates known Raman modes, where the
last column gives a few references. The fifth columns indicates possible explanations, either taken from only
one article or being our hypothesis.
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Figure 6.4: Position dependence of intensity and shape of spectra
a. Intensity map of the first WS2 Raman feature around 350 cm−1, with a step size of around 1.5µm. The
stars indicate the positions of the spectra in d-e. Note that the x and y axis in the map are slightly skewed due
to experimental constraints (see Experimental Section). b. Intensity map of the Si Raman peak at 520 cm−1.
c. Optical image of a hollow WS2 pyramid. Note the white colour at the sides, indicating a clear increase in
scattering from the sides with respect to the top. d,e. Pyramid spectra at 300 K and 4 K. The substrate spectrum
(green) shows the two Si peaks at 520 and 955 cm−1. The spectrum at the hollow part of the pyramid (red) has
an overall higher intensity than at the side (black). f. Map of the ratio between the first two Raman features in
the spectra (E2g /A1g ).
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tra in Fig.6.4e (temperature dependence will be discussed later), the two silicon peaks at
520 and 955 cm−1 can be clearly distinguished (in green). The spectrum at the pyramid
crater (red) has clearly a higher overall intensity. In addition to the Raman peaks, there is
also a background visible. Especially at 4 K, this background signal becomes extremely
high, turning the signal from all the higher frequency Raman modes into mere shoulders.
Based on its spectral position, we attribute this background to intermediate gap states
or defect states (see Appendix C Fig.C.3). It is interesting to note that this background is
significantly higher in the pyramid crater than on the sides, which might be originated
by the presence of crystallographic defects.

Figure 6.4f presents a map of the intensity ratio between the first two Raman peaks (E2g /A1g ).
Just like the intensity of the individual peaks, this intensity ratio is also non-uniform over
the WS2 pyramid. In the pyramid crater, the peak ratio is approximately 1.0, whereas
on the stair-like sides, the A1g peak is higher. The difference in peak ratio between the
pyramid crater and sides is also present and much higher for the 561 nm excitation (see
Appendix C Fig.C.5). Note that the spectral features of a fully grown pyramid are very
similar to the spectral response from the hollow pyramid sides (see Appendix C Fig.C.5).
We conclude that both the peak intensity and the overall shape of the spectra are non-
uniform along the WS2 pyramid, behaving differently at the hollow pyramid crater and
the stair-like sides. This indicates a difference in the atomic arrangement between the
two parts of the pyramid.

We also find a spatial non-uniformity in the spectral position of the peaks. Figure 6.5a
depicts the spectral position of the first WS2 Raman peak (E2g ,2LA) as a function of po-
sition. This spectral position is fairly uniform over most of the nanostructure, except
for the right edge, where the spectral position is red shifted significantly up to 320 cm−1.
Moreover, a small blue shift of the peak is seen on the left pyramid edge. The second
WS2 Raman peak exhibits a similar spectral shift (not shown), as do spectra obtained
for a 561 nm excitation. This spectral shift of peaks becomes more evident when com-
paring the spectra at the positions of the blue stars (Fig.6.5b). The second line indicates
the position of the silicon peak at 520 cm−1, which is clearly constant in all three spec-
tra. However, when comparing the line at 355 cm−1 with the position of the first Raman
peak, it is clear that the WS2 peaks in the spectrum are blue shifted.

The spectral position of Raman modes in TMD materials is known to depend on the
number of layers [32, 53, 56, 172, 173]. One might therefore have expected a gradual
spectral shift along the stair-like sides of the pyramid, because of their gradual increase
in WS2 layer thickness. Unfortunately, the diffraction-limited laser spot of size 500 nm
(see Section 2.2 of Chapter 2) is much larger than the width of the individual terraces.
Therefore, if the size of the steps is one or even a few layers, we do not have the reso-
lution to distinguish thickness-dependent changes in the Raman response of individual
steps. The changes in the Raman response are smallest for low N, where N is the number
of layers. The reported difference in spectral position for different layer thicknesses is at
most 5 cm−1 (between a monolayer and a bilayer), much less than the shift of 30 cm−1

that we observe at the edge of this pyramid. Therefore this spectral shift cannot be ex-
plained by a thickness increase alone.
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Figure 6.5: Position dependence of spectral position
a. Map at 4 K of the spectral position of the first WS2 Raman feature (2LA(M),E2g ), with a step size of around
1.5µm. The spectral position is fairly homogeneous over most of the pyramid, except for the edge, where it is
blue shifted up to 320 cm−1. The stars indicate the position of the spectra in b. Three gray lines are drawn as
guides to the eye. Comparing the position of the Si peak of the three spectra with the line at 520 cm−1 indicates
that the spectral position of this peak does not shift. Comparing the position of the first WS2 peak with the line
at 355 cm−1 does indicate the large shift of the spectrum on the pyramid edge (light blue) with respect to the
rest of the nanostructure.

The spectral position of Raman modes in TMD materials does not only depend on the
number of layers, it is also known to be influenced by the defect density [58, 59], strain
[60, 61] and pressure [64]. The reported shift due to strain is 2-3 cm−1 [60, 61] and due
to an increased defect density is 5-10 cm−1 [58, 59]. For both strain and defects, the A1g

peak is much less affected than the E2g peak. The reported shift due to pressure is up
to 40 cm−1 for pressures up to 20 GPa [64]. Since our measurements were performed in
either ambient (room temperature) or vacuum (low temperature) conditions, we do not
expect a spectral shift due to pressure. It is not unlikely that a large defect density and/or
the presence of strain are present in the hollow pyramids. Interestingly, spectra taken
on fully grown WS2 pyramids with curved edges do exhibit small shifts in the spectral
peak position along the edges with highest curvature, where a higher stress or strain
is expected (see Appendix C Fig.C.6). Therefore we assume that the origin of the large
spectral shift in the hollow WS2 pyramid in Fig.6.5 lies in a combination of the mentioned
effects of defect density and strain or stress. Having said that, the previously reported
shifts, even when added, are much lower than the 30 cm−1 that we observe on the edge of
the hollow pyramid, so we cannot exclude unknown other causes related to the specific
nanogeometry of the hollow pyramid.

In this context, it is interesting to note that we measure an average spectral position of
the first Raman peak on a WS2 monolayer of 357 cm−1, which is higher than the average
of 350 cm−1 of this and other WS2 pyramids (see Appendix C Fig.C.6). Given that the first
WS2 Raman feature is a combination of the E2g and 2LA(M) phonon, we hypothesise that
the first Raman feature in the monolayer has a larger contribution from the E2g than the
same first feature in the hollow pyramid spectra.

We conclude that the spectral features of the hollow pyramids, namely intensity, peak
ratio and spectral peak position, vary in space over the nanostructures. This in con-
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Figure 6.6: Temperature dependence of spectral features
a. Spectra obtained with a 594 nm excitation on the stair-like pyramid sides (black star in Fig.6.4) as a function
of temperature. b. Spectra (with a 594 nm excitation) of the hollow pyramid middle (red star in Fig.6.4) as a
function of temperature. c. Spectra obtained with a 561 nm excitation of the hollow pyramid middle as a func-
tion of temperature. The background visible at higher frequencies overlaps in wavelength with the background
under the 594 nm spectra in Fig.6.4b (see Supplementary Materials Fig.S3) d. Temperature dependence of the
intensity ratio of the first two Raman features, the fingerprint of WS2 material. The intensity ratio is presented
for spectra upon 594 nm excitation (circles), spectra at the pyramid crater (stars) and pyramid sides (diamonds)
upon 561 nm excitation.
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trast with the homogeneous distributions of these spectral features on a WS2 mono-
layer. Moreover, the spectral position of the first WS2 Raman feature is different for a
WS2 monolayer than for a hollow WS2 pyramid, indicating a larger contribution from
the E2g than the 2LA(M) phonon.

6.2.5. TEMPERATURE DEPENDENCE OF SPECTRAL FEATURES
Studying the temperature dependence of spectral features provides insights on the struc-
tural properties of the WS2 pyramids. Figure 6.6a presents spectra at four temperatures
at the pyramid side (black star in Fig.6.4a), obtained with a 594 nm excitation. With de-
creasing temperature, the Raman modes become more pronounced. Note for instance
the three features at 702, 769 and 833 cm−1. The intensity of both the Raman features and
the background increases with decreasing temperature. This intensity increase of the
background is even more clear in Fig.6.6b-c, that presents the spectra from the hollow
pyramid middle (red star in Fig.6.4a) obtained upon either 594 nm or 561 nm excitation.
The background also seems to exhibit a spectral blue shift as a function of temperature,
with its maximum moving from 635 nm at room temperature to 620 nm at 4 K. Based on
the temperature dependence of its spectral position, we attribute this background to in-
termediate gap states or defect states rather than excitons, trions or an indirect bandgap
response (see Section C.2 of Appendix C).

Figure 6.6d presents the temperature dependence of the average intensity ratio of the
first two Raman peaks (E2g /A1g ). As shown in Fig.6.4f, this ratio is not uniform over the
pyramid, but is higher at the hollow pyramid middle than at the stair-like sides. This
non-uniformity is most evident in the spectra obtained by 561 nm excitation (diamonds
in Fig.6.6d), as the A1g peak in the spectra from the pyramid sides almost completely
disappears at room temperature (see Appendix C Fig.C.5). For a 594 nm excitation, at
room temperature the first Raman peak (E2g ,2LA(M)) is 1.5x higher than the second Ra-
man peak (A1g ) and at 4 K this ratio is exactly inverted (circles in Fig.6.6d). The peak
ratio upon 561 nm excitation of spectra taken at the pyramid middle follow a similar
temperature-dependent behaviour (stars in Fig.6.6d).

The temperature-dependent intensity increase of TMDs Raman peaks has been reported
previously for horizontal TMDs layers, and is attributed to an increase in phonon ther-
mal population [62, 63, 66]. The difference in intensity ratio between the E2g and A1g for
the different excitation frequencies can be explained by the more resonant 594 nm laser
exciting the Raman peaks differently than the out-of-resonance 561 nm laser [71, 72].
The strength of the exciton-phonon interaction, and therefore the resonance condition,
is different for the in-plane E2g than the out-of-plane A1g Raman modes [72, 184]. This
explains why the ratio E2g /A1g is higher for a 561 nm excitation, e.g., out-of-resonance
with the excitonic transition, than for the resonant 594 nm excitation. The Raman in-
tensity ratio also depends on the layer thickness of the material [32]. However, the main
difference in intensity ratio is reported between a monolayer and a bilayer, whereas we
observe different relative Raman intensities between the few-layer pyramid crater and
the thick pyramid edge. Moreover, the temperature-dependent behaviour of the Raman
intensity also depends on the defect density in the sample [65]. These factors are not mu-
tually independent, e.g., the WS2 thickness influences the exciton-phonon interaction,
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the resonance of the excitation affects the influence of phonons and defects on the Ra-
man intensity. The temperature dependence of the Raman peak intensities, excited with
two different frequencies, is therefore an interplay between the phonon thermal popu-
lation, the resonance conditions for the different phonon peaks and the defect density
in the structure.

It is interesting to note in this context the intensity ratio of the first two Raman peaks on
a WS2 monolayer, excited at 561 nm. This ratio is 1.4 at room temperature, much lower
than both the intensity ratio at the hollow pyramid middle and at the stair-like sides,
excited at 561 nm (see Appendix C Fig.C.5). Unexpectedly, this indicates a clear differ-
ence in structure and/or thickness between the WS2 monolayer and hollow pyramid.
The large difference in intensity ratio on the hollow pyramid middle and the stair-like
sides suggests a difference in atomic arrangement, pointing out that nanogeometrical
differences induce spectral modifications.

6.3. CONCLUSION
We have studied the optical response of hollow WS2 pyramids, comparing them with
WS2 monolayers grown on the same substrate. The optical response of these nanos-
tructures is completely different, as hollow WS2 exhibit a strongly reduced photolumi-
nescence with respect to WS2 monolayers. This enables us to study the rich variety of
Raman peaks that the pyramids exhibit as a result of the resonant excitation. Following
the hypothesis of a multiphonon excitation involving the longitudinal acoustic phonon
LA(M), we are able to explain the origin of all 10-12 observed Raman resonances. In con-
trast with monolayers, the measured optical response of the pyramids is non-uniform in
both intensity, intensity ratio between peaks, spectral shape and spectral position. We
attribute the spectral differences between the hollow pyramid middle and the stair-like
sides to differences in both nanogeometry and atomic arrangement. ADF-STEM mea-
surements confirm variations in the atomic arrangement, where the level of disorder is
more marked in the pyramid crater than on the sides. Next to a positional dependence,
we measure the temperature dependent behaviour of the spectral response of the hol-
low WS2 pyramids. With decreasing temperature, the spectra change in intensity and
shape. We see clear differences between spectra obtained with a resonant and out-of-
resonance excitation laser. As the optical response of WS2 monolayers, exhibiting photo-
luminescence, is completely different, we therefore deduce to have fabricated a platform
of structures with tunable optical properties. Both nanostructures offer exciting possi-
bilities, with applications ranging from opto-electronics to non-linear optics.

6.4. EXPERIMENTAL SECTION
The transmission electron microscopy (TEM) measurements were carried out using an
ARM200F Mono-JEOL microscope with Cs probed corrected. The microscope was oper-
ated at 200 kV both in TEM and STEM modes, with the monochromator on and a slit of
2µm inserted. For the atomic resolution ADF-STEM measurements, an objective aper-
ture of 30µm and a camera length of 12 cm were used. The convergence semi-angle was
23 mrad.
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OPTICAL STUDY OF CVD GROWN

WS2 NANOFLOWERS

How can we use polarization-resolved Raman spectroscopy to probe differences in the ori-
entation of WS2 nanoflowers?

Data acquired for this chapter can be found at DOI: 10.4121/16628488
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7.1. INTRODUCTION
As described in Section 1.3.2 of the Introduction, chemical vapor deposition (CVD) of-
fers the possibility of fabricating vertical TMDs walls [185], pyramids [23] (see Chapter 6)
and flower-like nanostructures [13, 186–188]. Potential applications of flower-like TMDs
structures range from catalysis [13, 188] to using their large field emission as a potential
electron source [186, 187]. However, so far TMDs nanoflowers have mainly been stud-
ied using electron microscopy tools [13], and little is known about their interaction with
light. It is interesting to note that, in contrast to flat layers, no PL but only a Raman re-
sponse is reported from vertical TMDs walls [185, 189], TMDs pyramids [23] (see Chapter
6) or flower-like TMDs structures [186–188].

As mentioned in Section 1.4.3 of the Introduction, Raman spectroscopy offers a power-
ful and non-invasive tool for the investigation of TMDs materials [32, 53, 56, 179]. Inter-
estingly, the TMDs’ Raman response is highly enhanced when the excitation is on res-
onance with an excitonic transition [56, 72–74]. Since this resonance effect can be ob-
served in the Raman response even in the absence of photoluminescence, resonance Ra-
man spectroscopy offers a way to study the TMDs exciton indirectly (see Chapter 6). As
the TMDs bandgap energy depends on temperature, varying the temperature of a TMD
material enables the tuning of the resonance condition for a fixed excitation frequency.
Therefore, studying TMDs at various cryogenic temperatures provides insights on the
influence of the excitonic transition on the Raman response. Moreover, temperature-
dependent Raman spectroscopy can shed light on the structural properties of TMDs
materials [63, 66].

The Raman response of TMDs is influenced by the polarization of the excitation light,
where the in-plane and the out-of-plane vibrations of the atoms respond differently to
either orthogonal, in-plane polarization [32]. Furthermore, given the chirality of the
TMDs valleys and the resonant influence of the excitons on the Raman response, study-
ing the interaction of TMDs phonons with circularly polarized light is important [67–
69]. As the Raman effect depends on the polarizability of the material, the interaction
of TMDs with polarized light is described by a Raman polarizability tensor [68, 190,
191]. It is important to note that these tensors are defined with respect to the atomic
axes, e.g., typically assuming flat-layered TMDs with the excitation light perpendicular
to it. Thus, the polarization-resolved Raman response of for instance a vertical TMDs
wall will be completely different than that of a flat layer, e.g. modes that are usually
allowed/forbidden in cross-polarization will now be absent/observed [189–192]. There-
fore, polarization-resolved Raman studies will provide insight in the flowers’ nanogeom-
etry and orientation.

In this work, we study the polarization- and temperature-dependent optical response
of WS2 nanoflowers. The nanoflowers exhibit a highly reduced PL enabling the study
of the thereby unobscured Raman response. At first glance, no spectral differences are
observed between WS2 flowers of different geometry, except for differences in Raman
intensity. However, polarization- and helicity-resolved Raman spectroscopy reveals un-
derlying structural differences between flowers. We find that petals of the flowers ori-
ented vertically exhibit a different response to circularly polarized light than more flat
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Figure 7.1: Optical response of WS2 nanoflowers
a. SEM image of the WS2 nanoflowers on a SiN membrane with circular holes. The flowers grow mainly
around the holes, forming diverse flower-like shapes ranging from circles (red) and half-circles (green) to ver-
tical walls (brown, pink) and more chaotic structures (purple, pink). In yellow the size of the excitation laser
spot (500µm). b. A schematic representation of the SiN substrate (grey) with holes (black), WS2 nanoflowers
(green) and the excitation laser (yellow). c. Map of the peak intensity of the first Raman feature (denoted with
an arrow in d), where the shape of the flowers can be clearly correlated with the SEM image in a (see colored
circles as guide to the eye). d. Spectra at different positions indicated with stars in c on flowers (red and pink)
and on the substrate (green). Note that, even though the flowers have a diversity in shapes, the only difference
between spectra of flowers is the intensity the Raman features.
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flower petals. Moreover, we find that the relative in-plane orientation of the flower petals
with respect to the polarization direction of linearly polarized light, affects the optical
response. Surprisingly, the polarization- and helicity-dependent behaviour of the char-
acteristic in-plane and out-of-plane WS2 Raman modes is similar, indicating the simi-
larity of the underlying Raman tensors. Studying the temperature-dependent spectral
response of WS2 nanoflowers, we observe the influence of the excitonic resonance on
the Raman intensity, helicity and the ratio between the two characteristic WS2 Raman
features.

7.2. RESULTS AND DISCUSSION

7.2.1. OPTICAL RESPONSE OF WS2 NANOFLOWERS
Figure 7.1a depicts a Scanning Electron Microscopy (SEM) image of the WS2 nanoflow-
ers. The flowers are fabricated using CVD on a Si3N4 membrane (200 nm thickness) with
an array of holes (2µm radius and 4µm pitch, see Figure D.3a in Appendix D). Details
about the fabrication and an in-depth study of the electronic and crystallographic prop-
erties of these nanoflowers are given by Van Heijst et al [13]. Just as natural flowers, these
WS2 nanostructures consist of randomly oriented flakes (the petals) expanding from a
common point. The WS2 nanoflowers arise mainly around the holes in the substrate
(see Fig.7.1a), forming diverse shapes ranging from circles (red) and half-circles (green)
to vertical walls (brown, pink) and more chaotic structures (purple, pink). The larger
structure to the right of Fig.7.1a is probably a conglomeration of WS2 grown around a
dust particle. Figure 7.1b schematically presents the nanoflowers (green) around the
holes (black) in the substrate (grey). The excitation light is along the z-axis, and the ori-
entation of the flower petals ranges from completely flat (in x-y plane) to standing up
(x-z or y-z plane). The petal thickness is estimated to be between 2 and 30 nm [13]. The
previously performed scanning transmission electron microscopy (STEM) study reveals
that the nanoflowers exhibit a crystallographic polytypism 2H/3R [13] (see Section D.2.2
of Appendix D).

We investigate the optical response of the WS2 nanoflowers, which consists mainly of a
Raman response. Figure 7.1c presents the intensity of the first Raman feature (see ar-
row in Fig.7.1d) of the flowers depicted in Fig.7.1a. The Raman map can be correlated
with the SEM image by comparing the shape and relative position of the flowers (e.g.,
compare the coloured circles in Fig.7.1a and Fig.7.1c). Not surprisingly, the more dense
flowers, for instance the circular flower (red) and the half-circle (green), exhibit a larger
Raman intensity than the structures with mainly upstanding walls (brown, upper part
of pink). It is important to note in this context that the size of our diffraction limited
excitation spot (500 nm, see Section 2.2 of Chapter 2) is much larger than the size of an
individual flower petal. For an easy comparison, the size of the excitation spot is indi-
cated on scale in yellow in Fig.7.1a. The Raman signal of the flowers in the Raman map
is ‘smeared out’, and the area of plain substrate is actually much larger than it seems on
the Raman maps (compare Fig.7.1c with the SEM image in Fig.7.1a). The reason for the
‘smearing out’ is that we measure a convolution of the excitation and detection volume
with the spatial distribution of the optical response of the flowers. It is to be expected
that the spatial distribution of the optical response of the nanoflower response is re-
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lated to the size of the flower features. Figure 7.1d presents optical spectra of the WS2

nanoflowers. Like the spectra of the pyramids (see Chapter 6), the spectra of the flowers
contain of 8-10 Raman features, where the first two features are the characteristic vibra-
tional modes of WS2 (see Figure D.2 in Appendix D). The first feature is a combination
of the in-plane vibrational mode E2g and the longitudinal acoustic phonon 2LA(M) (in
WS2, the frequency of these modes is almost the same), and the second feature is the
out-of-plane vibrational mode A1g . We attribute the higher frequency Raman features to
multiphonon resonances involving the LA(M) phonon, excited because the 594 nm laser
is in resonance with the A-exciton, in accordance with the attribution for WS2 pyramids
(see Chapter 6 and Section D.2.1 of Appendix D for details).

The spectra in Fig.7.1d are collected from different positions of the sample: on the Si3N4

substrate (green), on a dense nanoflower (red) and on a vertical-wall nanoflower (pink)
(indicated with stars in Fig.7.1c). It is interesting to note that the only difference between
the red spectrum of the more dense flower and the pink spectrum of the vertical-wall
flower is in the overall Raman intensity and not in the spectral position of the Raman
peaks. There are no Raman features more or less pronounced for flowers with different
nanogeometries.

Like the WS2 pyramids (see Chapter 6), the WS2 nanoflowers exhibit a strongly reduced
photoluminescence (PL) with respect to horizontally layered WS2. On some flowers, no
PL can be observed from the nanoflowers within our detection efficiency. Specific parts
of some nanoflowers do exhibit a low PL, which becomes apparent especially at cryo-
genic temperatures (see Fig.D.1 in Appendix D). At 4 K, this is at most 2 % of the PL of a
monolayer WS2. Assuming that the absorption and the effective collection efficiency re-
main constant, we conclude that the CVD grown WS2 nanoflowers have a lower quantum
efficiency than horizontal WS2 flakes. Here the assumption of a constant absorption is
reasonable given the petal thickness, whereas the assumption of a constant effective col-
lection efficiency is related to the unknown emission pattern from the nanoflower petals
and therefore less strong. We attribute the decrease in the quantum efficiency to the in-
crease in possible non-radiative loss channels due to the presence of all the edges of the
nanoflower petals. This leads to a severe quenching of the exciton photoluminescence,
without influencing the Raman response.

7.2.2. POLARIZATION-RESOLVED RAMAN RESPONSE
To investigate the optical differences between different flowers in more detail, we study
the interaction of the flower Raman response with linearly polarized light. Here we ex-
cite the WS2 nanoflowers with linearly polarized light, rotating the polarization direc-
tion from vertical to horizontal, and analyze the resulting emission intensity (see Section
2.4 in Chapter 2 for a schematic of our set-up). Figure 7.2a depicts an SEM image of a
flower-like WS2 structure (indicated in brown in Fig.7.1a) with mainly wall-like petals,
oriented in the x-z plane (see coordinate system in Fig.7.1b). Figure 7.2b-d depicts the
intensity of the first Raman feature upon vertical polarization excitation, excitation po-
larization at 45 degrees and horizontal polarization excitation. The Raman intensity is
highest when the excitation polarization direction is parallel to the orientation of the
nanoflower petals, in this case upon horizontal excitation (Fig.7.2d). This becomes even
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more apparent in Fig.7.2e, where the normalized Raman intensity of different parts of
the nanoflower (positions are indicated in Fig.7.2b-d) is plotted as a function of polar-
ization angle (depicted by the arrows). The Raman intensity upon vertical polarization is
60 - 80 % of the Raman intensity upon horizontal polarization. Note in Fig.7.2b that the
small flower petal to the right of the flower, oriented vertically in the y-z plane, can only
be distinguished upon vertical polarization: it is not visible anymore in Fig.7.2c,d.
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Figure 7.2: Excitation polarization
a. SEM image of a WS2 flower-like structure (brown circle in Fig.7.1a) with mainly petals oriented in the x-z
plane. b-d,g-h Map of the intensity of the first Raman feature of the flower-like structure upon b,g. vertically
polarized, c,h. diagonally polarized and d,i. horizontally polarized excitation. e. Raman intensity of the flower
in a (used pixels are marked with stars in b-d) as a function of excitation polarization angle. Note that the
intensity increases drastically when the polarization direction is parallel to the WS2 flower petals. f. SEM image
of a WS2 flower (purple circle in Fig.7.1a) with mainly petals oriented in the y-z plane. j. Raman intensity of
the flower in f (used pixels are marked with stars in g-i) as a function of excitation polarization angle. Note that
the intensity decreases drastically when the polarization direction is perpendicular to the WS2 flower petals.

To illustrate the correlation between the Raman intensity of differently oriented flower-
like structures and the excitation polarization even more, Fig.7.2f depicts a nanoflower
(indicated in purple in Fig.7.1a) which exhibits petals oriented in the y-z plane (see the
coordinate system in Fig.7.1b). Here, the Raman intensity upon vertical y polarization
excitation (Fig.7.2g) is higher than upon horizontal x polarization excitation (Fig.7.2i).
Figure 7.2j depicts the normalized Raman intensity of different parts of the nanoflower
(positions are indicated in Fig.7.2g-i) as a function of polarization angle (depicted by the
arrows). For this flower, the Raman intensity upon horizontal excitation is now 70 - 90 %
of the Raman intensity upon horizontal polarization. The lower contrast can be ex-
plained by the fact that this nanoflower is more dense, also containing petals oriented
differently than strictly in the y-z plane, which demonstrates the sensitivity of this method.
Flowers with petals oriented in random different directions do not exhibit a polarization
dependence (see Fig.D.4 of Appendix D).

The response of Raman modes to polarized light is described by Raman polarizability
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tensors, based on the crystal symmetries in the material [189–192]. It is interesting to
point out that the measured E2g and A1g Raman features exhibit the same polarization
response (see Fig.D.5 of Appendix D). This indicates that the Raman polarization ten-
sor for both the in-plane (E2g ) and the out-of-plane (A1g ) Raman modes are the same.
The polarization dependence of the Raman intensity does not depend on temperature
and is also observed upon 561 nm excitation (see Fig.D.5 in Appendix D). We conclude
that linear-polarization-resolved Raman measurements provide a way to distinguish be-
tween differently oriented WS2 petals and to identify the dominant orientation.

7.2.3. HELICITY OF RAMAN FEATURES
Another tool to investigate potential optical differences between nanoflowers with di-
verse geometries, is helicity-resolved Raman measurements. Figure 7.3a depicts a schematic
representation of our set-up. The excitation light (594 nm wavelength) passes through a
quarter-wave plate and is focused on the sample through an objective lens (see Section
2.4 for details on the set-up). The emission is collected through the same objective lens
and quarter-wave plate, and directed to a spectrometer through a polarization analyzer.
Figure 7.3b,c depicts helicity-resolved nanoflower spectra. Here, the flowers are excited
with σ+ light and the helicity of the Raman features is determined from the difference in
σ+ and σ− Raman signals. In Fig.7.3b, the blue spectrum with the same polarization as
the excitation light, has a higher intensity (σ+, helicity is conserved) than the red spec-
trum with the opposite polarization (σ−, helicity is reversed). We calculate the helicity of
the first Raman feature H = Iconser ved−Ir ever sed

Iconser ved+Ir ever sed
to be 0.172. In Fig.7.3c, the helicity-reversed

spectrum (red) has a higher intensity than the helicity-conserved spectrum (blue), with
H = -0.083.

The helicity of the Raman response of the WS2 nanoflowers is position dependent. Fig-
ure 7.3d presents a map of the nanoflower intensity of the first Raman feature (compare
Fig.7.1c). Figure 7.3e presents a map of the experimentally determined helicity of the
first Raman feature (stars indicate the position of spectra in Fig.7.3b,c). Note again that
the measured position-dependent Raman intensity and helicity are a convolution of the
excitation and detection volume with the spatial distribution of the optical response of
the flowers, related to the size of the flower features. The Raman helicity of the WS2

nanoflowers is negative: the intensity is higher for the helicity-reversed spectrum. Note
however that the locations where the most negative Raman helicity is located, is not
in the middle of the nanoflower, but towards the edge (e.g., compare the green star in
Fig.7.3e and Fig.7.3d). We therefore conclude that we detect a negative Raman helicity
at locations where the excitation spot interacts with the side of a nanoflower. The he-
licity is most positive on locations in between the WS2 nanoflowers, for instance at the
position of the pink star: here the intensity is higher for the helicity-conserved spectrum.
The Raman response from these regions confirms the presence of WS2, e.g., this is not
the bare substrate. Comparing the position of the pink star in Fig.7.3d with the SEM im-
age in Fig.7.1a, it seems that the region of positive helicity is actually related to the WS2

structure to the left of the flower indicated in purple in Fig.7.1a. As this structure looks
more flat than the wall-like petals in other flowers, we conclude that the sign of the Ra-
man helicity becomes positive when the WS2 is oriented in the x-y plane, horizontally
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Figure 7.3: Helicity of Raman features
a. Schematic of our set-up, where the excitation light (594 nm wavelength) passes through a quarter-wave
plate and is focused on the sample. The emission is collected through the same quarter-wave plate, and di-
rected to a spectrometer through a polarization analyzer. b,c Helicity-resolved nanoflower spectra, where the
flowers are excited with σ+ light and the helicity is determined from the difference in σ+ and σ− emission.
In b, the spectrum with the same polarization as the excitation light (blue) has a higher intensity (helicity is
conserved). In c, the spectrum with opposite polarization to the excitation light (red) has a higher intensity
(helicity is reversed). d. Map of the intensity of the first Raman feature of the nanoflower spectra. e. Map of the
same region of the helicity of the first Raman feature. Note that the helicity of the Raman features around the
WS2 nanoflowers is negative (green star), whereas the Raman helicity is positive in regions next to the larger
nanoflowers (pink star). f. Temperature-dependent helicity of the WS2 nanoflower marked in green in Fig.7.1a
(taking into account all pixels associated with this flower). The lines present the temperature dependence of
three locations on the flower marked in green (see Fig.D.6a,b of Appendix D for the taken pixels). The helicity
decreases slightly at room-temperature.
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with respect to the surface (see Fig.7.1b for a coordinate system).

The Raman helicity response of the WS2 nanoflowers is completely different than that of
flat layers of WS2. As alluded to before, the response of Raman modes to polarized light
is described by Raman tensors [68, 190, 191] (see Section D.5 of Appendix D). In case
of TMDs materials, the Raman tensor dictates that the A1g mode is helicity-conserved
[67, 68]. This means that the second Raman feature in 7.3b,c should only have had con-
tributions with the same polarization as the excitation (σ+), leading to H = 1.0. How-
ever, we observe a large contribution of light with the reversed helicity, in Fig.7.3c the
helicity even becomes negative in places (see Fig.D.6 in Appendix D for a helicity map
of the A1g mode). Interpreting the helicity behaviour of the first Raman feature is less
straightforward, as this feature contains both the 2LA(M) phonon and the E2g , and the
Raman tensor of the E2g depends on the resonance of the excitation. The tensor dictates
that the E2g mode is helicity-reversed under non-resonant excitation [67] and helicity-
conserved under resonant excitation [68, 69] (see Section D.5.2 of Appendix D). Since the
nanoflowers are excited at resonance with the excitonic energy, the first Raman feature
in 7.3b,c should have had mainly contributions with the same polarization as the excita-
tion. Therefore the resonance of the excitation explains why the E2g and the A1g features
have a similar helicity [68]. However, the observation of negative helicity is surprising
for both Raman features, as the response is completely different than that of flat WS2

layers.

It is important to note that the Raman polarization tensors are typically defined with re-
spect to the crystal axes of flat TMDs layers, which for flat layers are readily connected
to a suitable frame of reference of the incident light. The petals of the WS2 nanoflow-
ers exhibit a variety of orientations with respect to the incident light. Mathematically,
a change of WS2 flake orientation corresponds to a base transformation changing the
Raman tensor, which may lead to allowed modes becoming forbidden and forbidden
modes becoming allowed (see Fig.D.8 in Section D.5.3 of Appendix D). From Fig.7.3e it is
apparent that the Raman helicity of the WS2 nanoflowers is in general slightly negative,
with a larger helicity-reversed than helicity-conserved contribution. This corresponds
to the nanoflowers on average having more wall-like petals (oriented in x-z or y-z plane,
see Fig.7.1b for a coordinate system), which is in agreement with the SEM images of the
flowers. However, the fact that the helicity is at most -0.2 indicates that the contribution
of both flat and vertically oriented flower petals within the diffraction-limited excitation
spot is relatively large.

Based on the Raman tensor, flat flower petals (oriented in the x-y plane) should exhibit
a positive helicity (see Section D.5 of Appendix D). Comparing the helicity map with the
SEM image in Fig.7.1a, it is not always straightforward to correlate the regions of positive
helicity with the orientation and nanogeometry of flower petals. We hypothesise that
there might be flat flakes present that cannot be clearly distinguished from the Si3N4

substrate, but that do contribute to the positive Raman helicity. We conclude that the
surprising helicity values for the nanoflower Raman response can be explained by the
different orientations of the flower petals.

We determine the position-dependent helicity of the Raman features at different tem-
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peratures (see Fig.D.7 in Appendix D for a map at room temperature). Figure 7.3f de-
picts the temperature dependence of the Raman helicity of the flower marked in green
in Fig.7.1a,c. At all temperatures, the intensity is depicted of the first Raman feature of
all spectra associated to this flower. The lines present the temperature dependence of
three specific places on the flower marked in green (see Fig.D.6a,b in Appendix D for the
taken pixels). The helicity at room temperature seems to be slightly lower than the he-
licity at cryogenic temperatures, but the trend is not very clear. The helicity of the A1g

mode and of the first Raman feature of spectra of other flowers also decreases at room
temperature (see Fig.D.6d,e in Appendix D). The lower helicity at room temperature can
be explained by the excitation energy being more out-of-resonance with the excitonic
bandgap energy (see further on, Fig.7.4). We conclude that the main mechanism that
determines the Raman helicity is the flower petal orientation and therefore independent
of temperature. Therefore helicity-dependent Raman spectroscopy can be used to de-
termine the orientation of WS2 flakes and the contribution of flat vs. wall-like petals in
WS2 nanoflowers.

7.2.4. TEMPERATURE-DEPENDENT RAMAN SPECTROSCOPY
Given the phononic nature of Raman scattering, studying the temperature dependence
of the Raman spectra of the WS2 nanoflowers provides valuable information. Figure 7.4a,b
presents the spectral response of the flower indicated in red in Fig.7.1a (see Fig.D.4 of
Appendix D for an SEM image), upon a 594 nm and a 561 nm excitation at different tem-
peratures. Like in the spectral response of the pyramids (see Chapter 6), there are 8-
10 Raman features distinguishable at room temperature and at cryogenic temperatures
(see Fig.D.2 of Appendix D), but the intensity of the features increases drastically with
decreasing temperature. At 4 K there is a broad background visible under the Raman fea-
tures (at 200 - 700 cm−1 in Fig.7.4a and at 1200 - 1500 cm−2 in Fig.7.4b). We attribute this
background to highly reduced WS2 photoluminescence (see Section D.2.1 of Appendix
D). The intensity of the Raman features is much lower for the 561 nm excitation than for
the 594 nm excitation. This is attributed to the fact that the 594 nm excitation light is
close to the A-exciton resonance of WS2, whereas the 561 nm is out-of-resonance with
the A-exciton. Raman modes of TMDs can be greatly enhanced when they are excited in
resonance with an excitonic transition [32, 56, 72, 73].

The inset of Fig.7.4c depicts the temperature-dependent intensity of the first Raman fea-
ture (E2g ,2LA(M)) upon 594 nm excitation (orange) and 561 nm excitation (green). Here,
for every temperature the Raman intensity of all the spectra associated to the nanoflower
are taken (flower indicated in red in Fig.7.1c). The lines present the temperature depen-
dence of three specific places on the flower. For an excitation at 594 nm, the Raman
intensity decreases with increasing temperature, but for an excitation at 561 nm, the Ra-
man intensity is independent of temperature. Figure 7.4c depicts the intensity of the first
Raman feature as a function of the difference between the WS2 exciton and the excitation
wavelength. The WS2 bandgap energy and therefore the exciton energy is temperature
dependent, experiencing a blue shift with decreasing temperature (see Fig.1.5 of the In-
troduction). Therefore varying the temperature of the WS2 nanoflowers enables the tun-
ing of the exciton resonance condition for a fixed excitation frequency. Since the exciton
energy is experiencing a blue shift with decreasing temperatures, cooling down the WS2
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Figure 7.4: Temperature dependence Raman intensity
a. Nanoflower spectra (flower indicated in red in Fig.7.1a) upon a 594 nm excitation at temperatures ranging
from 4 K to room-temperature. Note that the intensity of all Raman features increases. b. Nanoflower spectra
(flower indicated in red in Fig.7.1a) upon a 561 nm excitation at room-temperature and 4 K. Note that the A1g
mode is almost absent at room temperature. c. inset Temperature-dependent intensity of the first Raman fea-
ture (E2g ,2LA(M)) of the nanoflower spectra upon 594 nm excitation (orange) and 561 nm excitation (green).
Here at every temperature the intensity is taken from all pixels associated with the flower (indicated in red in
Fig.7.1d). main The Raman intensity is plotted as a function of the wavelength difference between the WS2
bandgap and the excitation. Upon cooling down, the WS2 bandgap energy blue shifts. With a constant excita-
tion energy, the difference between excitation and WS2 bandgap energy will become smaller at lower tempera-
tures, bringing the excitation more in resonance with the excitonic transition. d. Temperature-dependent ratio
of the first two Raman features of the nanoflower spectra. Upon a 594 nm excitation, the ratio changes from
0.8 at 4K to 1.6 at room-temperature, as can already seen by comparing the intensity of the first two Raman
features in a. Upon a 561 nm excitation, the A1g is almost absent at room-temperature. Therefore, the ratio
between the two WS2 flower Raman features increases drastically from 1.0 at 4K to 7.5 at room-temperature.
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nanostructures will bring the excitation more in resonance with the excitonic transition.
It is clear in Fig.7.4c that the Raman intensity exhibits a resonant-like enhancement as
the excitation wavelength approaches the excitonic transition. Since the 561 nm exci-
tation is relatively far away from the WS2 bandgap, the resonance effect on the Raman
intensity upon cool down is much less visible.

When comparing the spectra upon a 594 nm excitation in Fig.7.4a, it becomes apparent
that the ratio between the two characteristic WS2 Raman features (E2g /A1g ), is temper-
ature dependent. At room-temperature, the E2g mode is 1.5 times as intense as the A1g

mode, and at 4 K, the A1g mode is 1.5 times as intense as the E2g mode. It has been re-
ported before, that the different TMDs Raman modes respond differently to the excitonic
resonance [71–73]. When comparing the nanoflower spectra upon 561 nm excitation in
Fig.7.4b, the low intensity of the second Raman feature (A1g ) at room-temperature draws
immediate attention. Figure 7.4d depicts the temperature dependence of the E2g /A1g

ratio. At room temperature, the ratio between the characteristic WS2 Raman features is
around 7.0, for an excitation at 561 nm. From Fig.7.4d we deduce that the A1g Raman
feature is more sensitive to the resonance conditions than the E2g ,2LA(M) feature. Even
if the 561 nm excitation is relatively far away from the exciton wavelength, the A1g Ra-
man mode is enhanced greatly at cryogenic temperatures, as the excitation is closer to
the excitonic resonance. Therefore we conclude that the absence of photoluminescence
does not prevent an indirect study of the exciton, the presence of which is revealed by
resonant Raman spectroscopy.

7.3. CONCLUSION
We have studied the optical response of CVD grown WS2 nanoflowers. In contrast to flat
WS2 flakes, the nanoflowers exhibit a highly reduced photoluminescence enabling the
study of their clear Raman response. Even though the WS2 exciton emission is reduced
in the nanoflowers, the presence of the excitons is still notable in the Raman response
upon resonance excitation. We study the temperature-dependent Raman intensity and
observe an enhancement for cryogenic temperatures, where the intensity of the out-
of-plane Raman mode A1g is enhanced more than the intensity of the in-plane Raman
mode E2g . We conclude that, due to the temperature-dependent bandgap and thus ex-
citon energy shift, the WS2 nanoflowers are excited more in resonance with the excitonic
transition at cryogenic temperatures, leading to a resonant effect on the Raman inten-
sity.

Furthermore, we study the interplay between flower geometry and spectral response.
Even though the WS2 nanoflowers have completely different geometries, at first sight
the only spectral differences between them seem to be the Raman intensity. However,
helicity-resolved and polarization-resolved Raman spectroscopy reveals underlying struc-
tural and geometrical differences between flowers. Studying the Raman response upon
excitation with circularly polarized light reveals a completely different behaviour of the
Raman helicity of the flowers with respect to flat WS2 flakes. The Raman helicity of
nanoflowers with many vertical walls is slightly negative, and the Raman response of
flat lying WS2 flower petals is slightly positive. We attribute the differences between the
nanoflowers and the flat WS2 to a difference in the Raman polarization tensor, induced
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by the differently oriented flower petals. Studying the Raman response upon excitation
with linearly polarized light we observe that we can selectively address nanoflower petals
oriented parallel to the used polarization. We conclude that there is a interplay between
the orientation of the flower petals, the atomic vibrational modes and the polarization
direction of the excitation light.

Therefore we envision that temperature-dependent Raman spectroscopy will open the
way to study excitonic resonance effects, and polarization-resolved Raman spectroscopy
will open the way to determine the nanogeometry and orientation of WS2 flakes.





8
CONCLUSION AND OUTLOOK

How are the different parts in this thesis connected to each other, and what are the next
steps to take?
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THIS thesis describes different outcomes of the interaction of light with various WS2

nanostructures. The studied structures vary from horizontal monolayer and few-layer
WS2 flakes, to pyramid-like and flower-like WS2 nanostructures. The light-matter inter-
actions under investigation include photoluminescence, Raman scattering and the for-
mation of polaritons. The geometry of the WS2 structures plays an important role in this
thesis: whereas two-dimensional WS2 layers exhibit photoluminescence (Chapter 3 and 4),
three-dimensional WS2 nanostructures mainly exhibit Raman scattering (Chapter 6 and 7).
Thickness plays an important role in the interaction of light with two-dimensional WS2:
the amount of layers influences the photoluminescence spectral response and valley
polarization (Introduction), and the amount of layers influences the properties of the
formed exciton-polaritons (Chapter 5). The interplay between geometry on the one
hand, and the optical interaction on the other hand, is a recurring theme in this work.
Chapters 6 and 7 focus specifically on the influence of nanogeometry and orientation of
the WS2 structures on the optical response.

A common denominator in all studied light-matter interactions is the presence of the
WS2 exciton. The observed photoluminescence originates from the recombination of
the electron-hole pair forming the exciton in the WS2 valley. Coupling valley pseudospin
to transverse optical spin (Chapter 3) aims at using the WS2 valley in information storage
and processing, which can be extended to using the WS2 excitons for the same purpose.
In addition, the temperature- and position-dependence of valley polarization and valley
coherence (Chapter 4) is explained by interactions with and between WS2 excitons. As
the name suggests, the influence of the exciton is most explicitly apparent when the exci-
ton hybridizes with light to form an exciton-polariton (Chapter 5). Because of the strong
light-matter interaction, the dispersion relation of the created exciton-polariton exhibits
an avoided crossing between the dispersion of the exciton and of the light. Moreover,
the exciton even plays a role in the WS2 structures that exhibit a highly reduced photolu-
minescence, as the excitonic resonance can be probed in temperature-resolved Raman
spectroscopy (Chapter 7).

All the chapters describe manifestations of light-matter interactions, and specifically
polarization-dependent optical response of WS2. The control of the polarization state
of the excitation light and the ability to resolve the polarization state of the emission is
paramount for all described experiments involving the read-out and addressing of valley
pseudospins (Chapter 2). Circularly polarized light is essential to create valley polariza-
tion and to set up the valley pseudospin state (Chapter 3), and linearly polarized light ini-
tiates valley coherence (Chapter 4). Furthermore, measuring the polarization-resolved
Raman response allows probing the orientation of various WS2 nanoflower petals (Chap-
ter 7).

An unexpected result in this thesis is reduction of the photoluminescence from the stud-
ied 3D WS2 nanostructures. Although parts of the hollow WS2 pyramids (Chapter 6) and
WS2 nanoflowers (Chapter 7) have a thickness of only a few layers, these nanostructures
exhibit strongly reduced photoluminescence with respect to monolayer and few-layer
horizontal WS2. Both kinds of nanostructure are fabricated using CVD, but they are
highly different from each other: the pyramids have a size of 15 um, whereas the petals
of the nanoflowers are smaller than 1µm. Furthermore, whereas the pyramids consist
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out of horizontal steps or layers, the nanoflowers contain mainly wall-like petals. In-
terestingly, the pyramid sample both contains pyramids and WS2 monolayers, but no
few-layer WS2. This points at the influence of the growth mechanism on the presence
or absence of PL from the WS2 structures. Investigating the specific growth mechanism
of both nanoflowers and hollow pyramids, and understanding how the growth leads to
a reduced PL, is a key for fabricating WS2 nanostructures that can be used in photonics
applications.

For potential applications, the valley pseudospin of WS2 and the spin-orbit coupling
experiments described in Chapter 3 are probably the most promising. An intriguing
thought is combining the observed valley coherence (Chapter 4) with nanowires (Chap-
ter 3). Instead of inducing valley coherence at a specific position in a WS2 flake, it would
be interesting to induce coherence between WS2 valleys that are spatially separated by a
nanowire. Achieving spatially separated valley coherence would be a first step towards
using WS2 for (quantum) information storage.

Furthermore, the pseudospin of the WS2 valley associated with the exciton raises the
question of how chirality influences the exciton-polariton mode in WS2. In other words:
if the exciton is chiral and the light is chiral, then perhaps the hybrid light-matter mode
is also chiral. The implications of the potential chirality of exciton-polaritons are ex-
citing, but so far unexplored. Polaritons with their strong light-matter interaction hold
the promise of applications in light concentration and manipulation, whereas the val-
ley pseudospin is suggested as a good quantum number to encode information. If the
initializing and read out of the valley pseudospin (Chapter 3) is combined with the hy-
bridization of light and WS2 excitons (Chapter 5), a WS2 based photonics device lies
more within reach.





A
SUPPLEMENTARY MATERIALS TO

CHAPTER 3

Parts of this chapter have been published as the Supplementary Materials of [93]. Copyright 2021 American
Chemical Society.
Data acquired for this publication can be found at DOI: 10.4121/uuid:b45aadad-6687-40f2-8e60-fc1c2e583fdc
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A.1. SIMULATIONS

A.1.1. INFLUENCE OF NANOWIRE ON FAR-FIELD DIPOLE RADIATION
To predict the influence of the nanowire on both radiation intensity and polarization, we
investigate the far-field radiation of a circular dipole near a wire in a finite-difference-
time-domain (FDTD) simulation. Fig.A.1a depicts the collected intensity of the dipole
radiation as a function of distance between the emitter and either a silver nanowire or
a ZnO nanowire of the same size. In both cases, the intensity decreases drastically close
to the wire. Fig.A.1b depicts the degree of circular polarization, quantified through the
third Stoke parameter (S3), collected in the far field originating from a circular dipole
emitting perfect circularly polarized (σ−) light. In the presence of the glass substrate, the
S3 is already decreased to roughly 0.60. Near the ZnO nanowire, the maximum decrease
of the S3 is to 0.45, whereas near the silver nanowire, the S3 decreases to 0.15.
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Figure A.1: Dipole radiation near a nanowire
a. The radiation intensity of a dipole in the presence of a nanowire with radius 254 nm at x=0. The intensity
decreases slightly more for the silver nanowire (in blue) than for the ZnO nanowire (in green). b. The S3 of a
dipole that would emit circularly polarized light with an S3 of 1 in free space. This S3 is suppressed to 0.6 in the
presence of the glass substrate. Near the ZnO nanowire the S3 decreases further to 0.45, whereas for the silver
nanowire the S3 decreases to 0.15.

It is clear that the effect of the nanowires on the far-field dipole radiation is not negligible.
In the case of the silver nanowire, the effect is even so high that in the far-field, the S3 of
light collected in the far field from a perfect circularly polarized dipole would be almost
reduced to zero. Therefore we conclude that dielectric wires are more suitable for the
second experiment than metal wires.

A.1.2. ZNO NANOWIRE MODES
Dielectric nanowires like the ZnO nanowire of radius 254nm that we used, may support
several optical guided modes [121]. We calculate the electric field distribution of all pos-
sible modes in a ZnO nanowire on a glass substrate with a Finite Element Method (FEM)
for the emission frequency relevant to the experiment (λ f r ee−space = 594 nm). Fig.A.2a-f
depicts the intensities of the six guided modes that the nanowire supports with their ef-
fective wavenumber. The first mode (Fig.A.2a) is TM-like, the second one (Fig.A.2b) is
TE-like, which is relevant for Section A.1.4 further on.
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Fig.A.2g-l depicts the calculated S3 pattern of the modes in our ZnO wire on the cross
section of the nanowire. The plane where in the experimental situation the WS2 will be,
i.e., at the substrate close to the wire, is indicated with bold lines. At this position the
S3 has always a negative value on the left of the wire (blue colour) and a positive on the
right (red colour) for the guided mode propagating in negative z-direction, i.e. into the
plane of Fig.A.2. At other positions the S3 pattern is more complex.
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Figure A.2: The guided modes in the ZnO wire
The ZnO nanowire with a radius of 254 nm supports six guided modes at the wavelength used in the exper-
iments, 594 nm. a-f. The intensity of all the guided modes with their effective k values in µm−1, where the
modes are numbered 1 to 6. Here the fundamental modes in a-b have a dominant E-field along the y- and
x-direction, respectively. The lines indicate the hexagonal outlines of the wire and the position of the glass
substrate. g-l. The projected S3 on the (x,y)-plane of the corresponding modes. The experimentally relevant
plane is where the WS2 is located, i.e., the (x,z)-plane at wire-surface interface, here indicated with bold lines.
At these positions, the S3 has always a negative value left of the wire (blue colour) and a positive right (red
colour).

A.1.3. MODE INTERFERENCE
The measured photoluminescence image near the wire exhibits an interference pattern
(see Fig.3.5 in Section 3.2.3). Since the ZnO nanowire supports many modes, this pro-
vides a number of possibilities for interference between them. We calculated the ex-
pected spacing of the resulting beating pattern of pairs of modes, based on the simulated
effective wave numbers. Table A.1 shows the resulting spacings 2π

ki−k j
in µm, where the

modes are numbered as in Fig.A.2.

k1 k2 k3 k4 k5 k6

k1 0.164
k2 108.3 0.165
k3 2.504 2.564 0.189
k4 1.876 1.909 7.480 0.199
k5 1.705 1.732 5.338 18.645 0.204
k6 1.577 1.600 4.257 9.879 21.014 0.208

Table A.1: The beating spacing in µm between the different ZnO wire modes shown in Fig.A.2, based on their
effective wave numbers. The beating spacing is calculated both for the cases the modes interfere with each
other, or with their own reflection.
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The diagonal of this table shows the spacing as a result of a mode interfering with its
reflection. This is of the order of 160 - 200 nm, which is below the diffraction limit and
can safely be neglected.

Fig.A.3 depicts the intensity of the interference pattern of mode 1 (see Fig.A.2a) inter-
fering with either mode 3, 4 or 5 (see Fig.A.2c,d,e), and of mode 2 (see Fig.A.2b) inter-
fering with those same modes. There are two types of possible interference patterns,
depending on the dominant E-field direction of the mode. In Fig.A.3a,e,i, the interfer-
ing modes exhibit a ’wiggly’ pattern, an oscillating pattern that is anti-symmetric along
the x-direction. In Fig.A.3c,g,k, the modes exhibit an oscillating pattern that is symmet-
ric along the x-direction. This second pattern corresponds to what we observe experi-
mentally, where the maxima in the WS2 emission are symmetric along the x-direction.
Fig.A.3b,d,f,h,j,l, depicts the S3 pattern for the two interfering modes. It is important to
note that since all the individual modes always have a negative S3 value on their left side
(blue colour) and a positive on their right (red colour), this dominant S3 pattern will also
present when they interfere with each other.

For comparison, we calculated the S3 for a range of nanowire radii (150-250 nm). For
this full range of radii, the near-field S3 distribution reaches maximally 1. The change of
radius only causes different number of modes and beating between these modes.

A.1.4. SELECTING THE EXPERIMENTALLY RELEVANT MODES
To select the modes that are relevant in our experiment, we compared the measured
beating spacing in experiment and simulation. We determined the peak positions by
fitting triple Gaussians to crosscuts along the wire of the left-handed and right-handed
measured exciton emission (Fig.3.5b,c in Section 3.2.3). The spacing between the two
high maxima is 2.2 - 2.5µm, whereas the distance to the lower maximum of the three is
1.8 - 2.1µm. The data exciting at the left end are not as clear (Fig.3.5f,g), but the data of
the indirect bandgap can also be used, since they do show a similar interference pattern
(see Fig.A.5). The spacing between the two clear maxima in the indirect bandgap data,
is 1.8 - 2.0µm.

Comparing the experimentally observed mode beating length with the distances given
in Table A.1, and ruling out any mode combinations that lead to ’wiggly’ interference
patterns from Fig.A.3, we conclude that in our experiment it is either mode 1 interfering
with mode 4 (Fig.A.3c,d) or mode 2 interfering with mode 3 (Fig.A.3g,h).

To determine which of the two mode pairings is actually observed in experiment, we use
the dominant E-field direction of the modes. When exciting the wire at the end, we used
a laser propagating in the y-direction and with linear polarization along the wire in z (see
the experimental scheme in Fig.3.2a). Mode 1 of this ZnO wire has a dominant E-field
along the y-direction and mode 2 along the x-direction. There is a k-vector mismatch
between the incoming laser light and the propagation in the wire, which is overcome by
to the symmetry breaking of exciting at the end of the wire. It may be expected that when
the laser excites the propagation in the wire, it is much easier to excite the modes with
dominant E-field in the y-direction than in the x-direction. This leads an argument for
the excitation of mode 1 rather than mode 2.
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Figure A.3: Possible near-field interference patterns of the modes in the ZnO nanowire
a,c,e,g,i,k. Resulting near-field intensity pattern of the two modes interference, in which the numbers indicate
the modes (see Fig.A.2). a,e,i. show an oscillating pattern, where there is either a maximum intensity at one
or the other side of the wire. c,g,k, show a more regular pattern of maxima and minima along the wire. This
pattern is more similar to the patterns observed in the experiment than the ’wiggly’ interference pattern.
b,d,f,h,j,l. near-field S3 of the two interfering modes. Even though the patterns look complicated, the trans-
verse optical spin does always have a value +1 at one side of the wire and -1 on the other side, independent of
the interfering modes.
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Finally, there is another difference between the two candidates mode 1 and 4 (Fig.A.3c,d)
and mode 2 and 3 (Fig.A.3g,h). When comparing the maxima and minima of the interfer-
ence pattern, we can calculate the extinction ratio. In our experimental data, the extinc-
tion ratio is high and the intensity at the minima of the interference pattern goes down
by 77%. When interfering mode 1 and 4, the extinction ratio is 70%, but with mode 2 and
3 it is much lower, only 56%.

Therefore we conclude that mode 1 and 4 are the most probable to be relevant to our
experiment (see Fig.A.3c,d).

A.1.5. THE SIMULATION APPROACH EXPLAINED
In this section, we provide more details on the simulation results presented in Section
3.2.4. Our simulation approach consists of two main steps: (i) we determine the local
excitonic density resulting from the coupling with the guided modes of the nanowire,
and (ii) we calculate the circular polarization state of the resulting exciton luminescence
as it is collected in the far field.

The local excitonic density is associated with the local intensity of the nanowire guided
modes. We numerically compute the electric field in proximity of the nanowire as ~E(~r ) =∑

m ~E (guided)
m (~r ). Here, the sum is over all of the nanowire modes of interest. The corre-

sponding mode profiles are calculated as mentioned in Section A.1.2. Assuming x and
z the coordinates along the two-dimensional material (with z being also oriented along
the nanowire axis, see Fig.3.2), the local intensity of the electromagnetic guided modes
can be split into the two components with opposite transverse spin

K+(x, z) = 1
2 |~Ez (x, z)− i~Ex (x, z)|2,

K−(x, z) = 1
2 |~Ez (x, z)+ i~Ex (x, z)|2.

(A.1)

Ideally, the two different transverse spin components should couple exclusively with ex-
citons in the corresponding valley, according to the principle of valley-spin coupling. [30,
80–82, 103] In practice, this effect is partially reduced by the presence of inter-valley elec-
tron hopping,[30, 80–82, 103] which we take into account in terms of a phenomenologi-
cal parameter, the degree of valley polarization, PV . The ideal case of perfect valley-spin
coupling corresponds to PV = 1; in our system we experimentally observed PV ' 0.7.
Thus, the local excitonic density in the two valleys, J+ and J−, can be written as

J+(x, z) = 1

2
K+(1.0+PV )+ 1

2
K−(1.0−PV ),

J−(x, z) = 1

2
K−(1.0+PV )+ 1

2
K+(1.0−PV ).

(A.2)

We model the electromagnetic response of the excitons by assuming an infinitely thin
layer of dipolar emitters on the surface of the two-dimensional material. The emission
from each dipole is incoherent with all the other dipoles in the layer. The dipole moment



A.1. SIMULATIONS

A

103

of each emitter is circularly polarized with a valley-dependent handedness, i.e.,

~P+(x, z) ∝ 1p
2

(ẑ + i x̂),

~P−(x, z) ∝ 1p
2

(ẑ − i x̂).
(A.3)

Moreover, we assume that the intensity of the emission is proportional to the local exci-
tation density, |~P±|2 ∝ J±.

In the experiment, we measure the far-field polarization incoherently emitted by the ex-
citons. The far-field properties of the emitted light are affected by the presence of the
nanowire and the NA of the detection optics. In order to properly model these effects,
we exploit the principle of Lorentz reciprocity. We use a finite-difference-time-domain
commercial solver (FDTD Solutions by Lumerical, Inc.) to simulate a circularly polar-
ized Gaussian beam focused on the system consisting of the substrate and the nanowire.
We set the N A = 0.75, as determined from our k-space images. We consider the electric
field of the beam on the plane at the position of the two-dimensional material (y = y0),
i.e., ~EL,R (x, z) = ~ER,L(x, y0, z). The subscripts R and L refer to the right- or left-handed
circular polarization of the beam.
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Figure A.4: Normalized S3 in both experiment and simulation
a,d. Calculated normalized third Stokes parameter from the experimental data as shown in Fig.3.5. The parts
of the figure where noise dominates and the calculated S3 has a high uncertainty, are covered with a grey mask
for clarity. b,e. Calculated normalized S3 from the simulation data as shown in Fig.3.6. Since the S3 is now
normalized, both the part close to the nanowire where the emission intensity will be high and the part far away
appear with similar S3 values, resulting in a complex pattern. c,f. Crosscuts of a-b,d-e. at a point of high
intensity. The measured and simulated S3 values range from -0.3 to +0.3.
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Due to the principle of reciprocity, the intensity of light emitted by the excitons into the
left- and right-handed beams is then given by

IL =
∫

d xd z
[

J+(x, z)|~EL,+(x, z)|2 + J−(x, z)|~EL,−(x, z)|2
]

,

IR =
∫

d xd z
[

J+(x, z)|~ER,+(x, z)|2 + J−(x, z)|~ER,−(x, z)|2
]

,
(A.4)

where ~EL,+ = (~EL,z − i~EL,x )/
p

2 and ~EL,− = (~EL,z + i~EL,x )/
p

2 are the local components of
the electric field of the left-handed circularly polarized beam with opposite transverse
spin (compare Eq. A.1). Similarly, ~ER,+ and ~ER,− are the transverse-spin components of
the right-handed beam. Note that, since the beam is not an ideal plane wave, but a struc-
tured electromagnetic field (due to the finite NA and the presence of the nanowire), the
local near-field polarization in proximity to the nanowire can be different from the global
circular far-field polarization of the beam. The intensities are integrated (as opposed to
the fields) in view of the incoherent character of the excitonic emission. The handed-
ness discussed in Section 3.2.4 is proportional to the difference between the detected
intensities, i.e., handedness ∝ IL − IR .

In order to reproduce the experimental results, we run a set of FDTD simulations by
changing the center position of the Gaussian beam relative to the nanowire position. For
each different beam, we calculate the corresponding handedness of the far-field emis-
sion according to Eqs. (A.4). The resulting map, showing IL−IR as a function of the beam
center position (x, z), is displayed in Fig.3.6 in Section 3.2.4 and directly compared to the
experimental results.

A.2. EXPERIMENTAL

A.2.1. NORMALIZED S3
In Fig.3.5, the effective polarization handedness of the luminescence near the nanowire
is depicted. Normalizing the IL − IR to the local IL + IR would give the normalized third
Stokes parameter S3. This however results into the images being dominated by noise
when IL + IR becomes very small. Fig.A.4a,d depicts the calculated S3 from Fig.3.5 in
Chapter 3. Here the part of the image where the noise dominates and the uncertainty in
the S3 is large are masked for clarity.

Fig.A.4b,e depicts the calculated S3 from the simulations as shown in Fig.3.6 in Chapter
3. Since the S3 is normalized, both the part close to the nanowire where the emission
intensity will be high and the part far away with a lower intensity, appear with a similar
S3 value. This results in a complex looking pattern. However, the experimentally most
relevant part is the part where there is actual exciton emission, which is close to the
wire.

Fig.A.4c,f depicts the crosscuts of the experimental and simulation S3 values depicted in
Fig.A.4a-d at points of high intensity. The measured and simulated S3 values range from
-0.3 to +0.3.
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Figure A.5: The right and left-handed parts of the photoluminescence of the WS2 at the indirect bandgap
wavelength and the resulting S3.
a. Optical image of the same sample as used in Chapter 3, with the WS2 flake of 5 layers and the ZnO wire of
radius 254nm. b. Photoluminescence of the WS2 flake measured without the ZnO wire. In c-h now only the
emission at the wavelengths of the indirect bandgap is measured, indicated here by the gray shaded region.
c-d,(f-g) Left (right) handed circularly polarized part of WS2 photoluminescence, where dotted lines indicate
position of the wire and WS2, the arrow points in the propagation direction of the light in the wire. Emission
is observed only at the position of the WS2 along the wire exciting it. Exciting the wire on the left or right
ends, the propagation direction of the guided mode is flipped, which is indicated by the arrows. e,h Since the
photoluminescence from the indirect bandgap is not polarized, we expect to see no structure in the S3, as we
were seeing in Fig.3.5 of Chapter 3. Except for noise, the S3 is indeed 0 at the indirect bandgap wavelengths,
which gives us confidence in our experimental data.
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A.2.2. INDIRECT BANDGAP
Since we are using multilayer WS2, we measure both photoluminescence from the direct
bandgap, e.g. the excitons, and from the indirect bandgap (see Introduction, Section
1.4.1). Since the valleys of the direct bandgap have valley polarization, they can be ad-
dressed using the transverse spin of the ZnO wire. The indirect bandgap however is not
spin polarized (see Introduction, Section 1.5.2). This means that even though near-field
light from the ZnO wire can couple to it, we do not expect to observe any net amount
of circular polarization on either side of the wire. Fig.A.5a-b,d-e presents the photolu-
minescence from the indirect transition, when exciting the wire either at the right or left
end. Fig.A.5c,f shows the resulting S3, which is flat and 0 as expected. Thus, we can
conclude that the polarized excitons can be addressed selectively, but the unpolarized
indirect bandgap cannot.

A.2.3. COLLECTION WITH FULL NA
ZnO wires support many optical modes, both real and leaky. Fig.A.6a-b presents an AFM
image and a crosscut of the used ZnO wire. What we want to measure is the WS2 emis-
sion, that has been excited by using ZnO wire modes that have transverse optical spin.
However, we do not want to measure light that comes from a ZnO mode directly. This
risk is highest with the leaky modes. Therefore we filter them out using k-space selec-
tion, since we know the leaky modes exhibit higher in-plane k-values than the exciton
luminescence. The full NA of our objective is 1.45, from which we selected an effec-
tive NA of 0.75 to obtain Fig.3.5 (see Fig.2.4 in Chapter 2 for an overview of our opti-
cal set-up, where the aperture is used for k-space selection).) According to our simula-
tions, no leaky modes exist in a ZnO nanowire for this small in-plane momentum range.
Fig.A.6 presents photoluminescence and the calculated S3 values, collected using the
full NA of our imaging system. Fig.A.6c-d,f-g exhibit a similar beating pattern as pre-
sented in Fig.3.5, since the measurements are done on the same wire. The S3 pattern
in Fig.A.6e and h is however not as clear as in Section 3.2.3, but the blue and red colors
are more distorted. We assume that the collected emission presented in Section 3.2.3
originated mostly from the free-space radiation of valley-polarized excitons, where in
the data shown here, part of the emission comes from the leaky modes in the ZnO wire
exciting the WS2.

A.2.4. SHIFTS DUE TO WAVEPLATES
When rotating the quarter waveplate to distinguish right-handed and left-handed circu-
larly polarized light, the position of the laser beam on the camera can shift by a small
amount. This shift is of the order of one pixel, and is corrected for by correlating the
images of the WS2 flake with the ZnO wire like Fig.3.5a. It is important to mention that
even without correcting for the shift, the uncompensated S3 pattern along the wire still
demonstrates the same local addressing of valley excitons as in Fig.3.5, albeit with a
slightly reduced magnitude.
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Figure A.6: AFM images, and data collected with full objective NA
a (b) AFM image (crosscut) of the used ZnO nanowire with radius 254 nm c(d),f(g) Left (right) handed circularly
polarized part of WS2 photoluminescence, where dotted lines indicate position of the wire and WS2, the arrow
points in the propagation direction of the light in the wire (see Fig.A.5. Emission is observed only at the position
of the WS2 along the wire exciting it. Exciting the wire on the left or right ends, the propagation direction of
the guided mode is flipped, which is indicated by the arrows. However, in this case we use the full NA of the
objective, without selecting in k-space. e,h. Without this k-space selection, we not only measure emission
from WS2 that was excited by the ZnO wire modes, but also direct light from especially the leaky modes of the
ZnO wire. The S3 pattern in these images is not as clear as in Fig.3.5, but the blue and red colors are more
distorted.
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B.1. SPECTRAL BEHAVIOUR OF MONOLAYER FLAKES
The WS2 monolayer flakes fl.1 and fl.2 exhibit a significant spectral difference when ex-
cited in the central region with respect to the rest of the flakes. Figures B.1a-b depict the
PL intensity of fl.1 and fl.2 at room temperature. Figures B.1e,l present spectra (of fl.1) at
the flake medians (green and brown), the middle (red) and on the rest of the monolayer
(purple and blue) (positions are indicated by stars in Fig.B.1a). The spectra at the me-
dians and on the rest of the monolayer are not fundamentally different, except for the
overall photoluminescence intensity. The spectral response in the middle of the mono-
layer fl.1 is red shifted towards 650 nm at room temperature (red spectrum in Fig.B.1e)
and consists of at least three peaks at 4 K, one at the exciton position and two with lower
energies (red spectrum in Fig.B.1l). The spectra of fl.2 in Fig.B.1f exhibit a similar be-
haviour as of fl.1. The spectra on the bright edges of the flake (blue and green) and in the
low intensity region (purple and brown) only differ in intensity, but the spectrum in the
middle (in red) is red shifted.

Figure B.1c-d presents the PL intensity of fl.3 and fl.4 at room temperature (fl.3 is 35µm
and fl.4 is 15µm large). The PL intensity is not homogeneous over these two flakes, but
is lower at the triangle medians (like fl.1). The PL intensity of the edges of fl.3 is higher
(like fl.2). However, the PL spectra of fl.3 and fl.4 in Fig.B.1g,h all have the same shape
and only differ in intensity. Even the spectra in the very middle of these flakes (in red) do
not exhibit a red-shifted peak as the spectra of fl.1 and fl.2.

Possible explanations for the red shifted spectral response in the middle of the mono-
layer flakes are either trion or defect related. The trion peak is expected to be close to
the spectral position of the exciton (within 10 nm) [35–37, 193, 194], whereas some re-
ported WS2 defect peaks are further red-shifted from the exciton (to around 650 nm)
[36, 195]. Spectra measured in different studies vary greatly, indicating large and possi-
bly unknown sample differences. Based on the spectral position we conclude that the
red-shifted spectral response in the very middle of fl.1 and fl.2 might be induced by the
presence of local structural defects rather than being the trion.

Scanning electron microscopy (SEM) images of fl.1 - fl.3, presented in Fig.B.1i-k, do not
reveal any grain boundaries or other structural reasons that would explain the non-
uniformity in the PL intensity. Structural characterization on the atomic level cannot
be performed on the investigated flakes, as the relatively thick silicon substrate is not
transparent to Transmission Electron Microscopy.

Figures B.2a,b present atomic force microscopy (AFM) height measurements of fl.1 and
fl.2. From Fig.B.2b it becomes apparent that there are no height variations that would
explain the non-uniformity in the PL intensity. Figures B.2c,d depict AFM crosscuts at
the positions indicated by the red lines in Fig.B.2a,b. We measure a height of 0.8 nm for
fl.1 and a height of 1.0 nm for fl.2. The measured height confirms that the studied flakes
consist of a single layer of WS2 [17, 18, 22].
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Figure B.1: Defect peak on monolayer flakes
a-d. Raster scan of the PL intensity over fl.1 - fl.4, acquired at room temperature. Note that the x and y axis
in the raster scan are slightly skewed due to experimental constraints (see Section B.3) The stars indicate the
positions of e-h. the PL spectral response taken around the flake centre. For fl.1 (e.), the spectral peaks on the
medians (green and brown) have a lower intensity but the same shape as the spectra on the flake (purple and
blue). The same holds true for fl.2 (f.), where the spectral response on the edge (green and blue) has a higher
intensity as the spectral response in the middle (brown and purple). The spectral peaks in the middle of fl.1
and fl.2 (in red) are significantly red shifted. g-h. The spectra of fl.3 and fl.4 do not reveal defect-like behaviour.
The only difference between spectra on different position of these flakes, is the intensity. i-k. SEM images of
fl.1 - fl.3 do not reveal any grain boundaries or other structural reasons that would explain the non-uniformity
in the PL intensity. l. PL spectra of fl.1 taken at 4 K. The spectrum in the very middle of the flake (in red)
consists of at least three peaks, one at the exciton position and two red shifted to higher wavelengths.
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Figure B.2: AFM height measurements
a-b. AFM height measurement of a fl.1 and b fl.2 reveal a constant height of the flakes over their whole area,
without variations or structural defects that would explain the non-uniformity in the PL intensity. The red
lines depict the position of the c-d. AFM crosscuts. The measured height of 0.8 nm for fl.1 and of 1.0 nm for
fl.2, which confirms the monolayer nature of these flakes as was already observed spectrally.

B.2. STOKES ANALYSIS
As mentioned in Chapter 4, we determine the valley coherence using the rotating quarter-
wave plate method (see Fig.4.4a in Chapter 4). Given a quarter-wave plate (QWP) with
perfect retardance, the measured intensity can be written as a function of the Stokes pa-
rameters and the QWP angle using Mueller matrix multiplication as [144–146]:

I (θ) = 1

2
(S0 +S1cos22θ+S2cos2θsi n2θ+S3si n2θ), (B.1)

with θ the angle of the QWP and S0 to S3 the Stokes parameters. This can be rewritten to
a truncated Fourier series, after which the Stokes parameters can be found using Fourier
analysis [144–146]. Unfortunately, the experimentally more likely situation of a QWP
with non-perfect retardance, as we use in our experiment, is less straightforward (see
Section 2.4 of Chapter 2 for more details about the used QWP). In that case, the measured
intensity is:

I (θ,δ) = 1

2
(S0 +S1(cos22θ+ si n22θcosδ)+S2(cos2θsi n2θ)(1− cosδ)+S3si n2θsi nδ,

(B.2)

with δ the retardance of the QWP. Fig.4.4c in Chapter 4 depicts the measured PL inten-
sity for different angles of the QWP, where the fit of the curve is based on Eq.B.2. Figure
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Figure B.3: Stokes analysis and linear polarization contrast
a-c Maps of the Stokes parameters of the PL of fl.1, derived using the rotating quarter-wave plate method (see
Chapter 4). It is clear in b,c that S2 and S3 are negligible and independent of position. Therefore the main
contribution to the valley coherence of the emission from the WS2 valleys is S1. In a, the S1 parameter of the
WS2 emission has higher values at low intensity regions of fl.1, e.g. the triangle medians, and lower values at the
other flake regions. The S1 values are comparable to the valley coherence (compare with Fig.4.4d in Chapter 4).
d We also perform linear polarization contrast measurements as performed by other groups [77, 137, 138]. Here
we excite with linearly polarized light, but now we analyze the emission polarization using a rotating analyzer
(see section 2.4 of Chapter 2). e Normalized intensity of the PL emission from fl.1 at different positions, as a

function of the analyzer angle. From these curves, we determine the degree of linear polarization by I0−Iπ
I0+Iπ

. f

Map of the derived degree of linear polarization of the PL of fl.1 at 4 K (stars indicate the position of the curves
in e). Note that the degree of linear polarization is very similar to the S1 and to the valley coherence, which
confirms that measuring the degree of linear polarization of WS2 emission is a valid method for determining
the valley coherence.
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Figure B.4: Polarization coherence of laser reflection
a. Normalized intensity of the reflection of the linearly polarized 594 nm laser on the substrate, as a function of
quarter-wave plate angle. The data (in green) are fitted (black dotted line) to extract the Stokes parameters and
thus the polarization coherence via Fourier analysis. b. The polarization coherence of the linearly polarized
laser reflection on the substrate has values between 0.90 and 1.0.
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B.3a-c depicts the Stokes parameters as a result of the fitted PL intensity of fl.1 at 4 K.
When inspecting Fig.B.3b and c, it becomes apparent that the S2 and S3 parameters of
the WS2 emission (upon excitation with linearly polarized light) are negligible and inde-
pendent of position. The only relevant Stokes parameter is S1. Therefore, comparing the

calculated valley coherence ∆ =
√

S2
1 +S2

2 +S2
3/S0 of fl.1 in Fig.4.4d in Chapter 4 to the

S1 in Fig.B.3a, it is clear that the value and the position dependence is very similar: S1

is also higher along the flake medians than on the rest of fl.1, with values between 0.4
and 0.6. This indicates that the previous measurements of linear polarization contrast
[77, 137, 138] did indeed point at valley coherence.

To confirm these conclusions and compare the results to the rotating QWP experiment,
we perform a linear polarization measurement on fl.1. Figure B.3d depicts the used set-
up, where the sample is excited with linearly polarized light, and the resulting emission is
analyzed by a polarization analyzer. Figure B.3e depicts the WS2 PL intensity as a func-
tion of the angle of the polarization analyzer, for different positions on the flake. The
dip at π is at most 0.40. We calculate the linear polarization contrast I0−Iπ

I0+Iπ
and plot this

for fl.1 in Fig.B.3f (the stars indicate the position of the curves in Fig.B.3e). Comparing
S1 in Fig.B.3a, determined using the rotating QWP method, and the linear polarization
contrast in Fig.B.3f, we conclude that the values and the pattern of high S1 at the flake
medians and low S1 at the rest of the flake, is present in both experimental methods.
Therefore we confirm that the WS2 emission does indeed exhibit a coherence, indicat-
ing a partial quantum entanglement of the WS2 valleys.
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Figure B.5: Temperature-dependent valley polarization
a-c Valley polarization of fl.1 at 100 - 300 K. Just like the valley polarization at 4 K (compare Fig.4.2d in Chapter
4), the regions of the flake with lower PL intensity, e.g. the triangle medians, exhibit higher valley polarization
than the higher intensity regions on this monolayer flake. This valley-polarization pattern persists from 4 K to
room temperature. Note that we do not calculate the valley polarization of spectra of the defect region, in the
middle of the flake.

B.3. EXPERIMENTAL METHODS
As mentioned in Section 2.5 in Chapter 2, the sample is placed on a piezo stage in a Mon-
tana cryostation S100 and the raster scans are performed using Attocube ANPxy101/RES
piezo scanners. The chosen step sizes in the raster scans range from 500 nm in Fig.4.1e
to 2.5µm in Fig.4.4d in Chapter 4. The step size is not limited by the piezo position-
ers, which allow for sub-nanometer steps, but by experimental limitations such as the
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total integration time and the size of the diffraction-limited excitation spot. There is a
small cross-coupling between the in-plane and out-of-plane piezo scanners, causing a
skewing between the x and y axis of the raster scans depicted in this work. Compar-
ing the raster scans with the optical and SEM images of the monolayer flakes, we can
nevertheless correlate the position of certain spectral features with the position on the
flake.

As described in Section 2.4 of Chapter 2, the optical measurements are performed using a
home-built spectroscopy set-up. For the rotating quarter-wave plate (QWP) experiments
we use a zero-order QWP for 633 nm (Thorlabs WPQ05M-633). The retardance of this
waveplate depends on the wavelength of the incident light, and ranges from δ=0.25 for
633 nm to δ=0.265 for 600 nm. For cryogenic temperatures, the bandgap energy of WS2

red shifts to 605 nm. Therefore, this zero-order QWP works less well for WS2 emission
at cryogenic temperatures then at room temperature. We have taken this wavelength-
dependence into account when fitting the angle-dependent PL intensity in Fig.4.4c in
Chapter 4.

Even though a superachromatic waveplate would have had a retardance close to 0.25
for the range of the emission wavelengths, it has an experimentally much larger disad-
vantage. Most superachromatic waveplates cause a beam deviation up to 3 arcmin due
to the necessary composition of at least three separate birefringent plates, whereas the
beam deviation caused by a zero-order waveplate is an order of magnitude lower, up to
10 arcsec. That means that even with a perfect alignment, light that passed through the
superachromatic waveplate will travel under a different angle, depending on the wave-
plate rotation. As the emission travels to the CCD camera through a spectrometer, angle
differences in the incident light will propagate and cause an unwanted dependence of
the measured intensity on the waveplate angle. Therefore we have chosen to use the
zero-order QWP, taking into account its wavelength-dependent retardance. We attribute
the remaining difference in intensity at π/4 and 3π/4 in Fig.4.4c of the main text with
respect to the fitted curve, to small angular deviations caused by the alignment of the
zero-order waveplate and the emission path.

To underline the validity of our experimental set-up, we have used the rotating quarter-
wave plate method to measure a known polarization state. We have measured the polar-
ization of the linearly polarized 594 nm excitation light reflected off the substrate. Figure
B.4a presents the normalized intensity of the collected light as a function of quarter-
wave plate angle. The intensity exhibits minima at π/4 and 3π/4 of 0.50. The depth of
the intensity minima already suggests that the light is indeed linearly polarized.

To fully characterize the polarization state of the light, we perform a Fourier analysis of
the intensity curve and derive the Stokes parameters of the reflected excitation light. The
retardance of the used quarter-wave plate is specified to beδ=0.268 for 594 nm. However,
based on the analysis of the known linear polarization state of the excitation laser, we
derive that a value of δ=0.245 describes the retardance of our specific zero-order QWP.
With this, we find values of 0.9-1.0 for S1, whereas S2 and S3 are negligible, namely <
0.05. Therefore, we calculate the polarization coherence of the laser light∆ to be 0.9-1.0.
The difference between experimentally determined and specified retardance yields an
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error on the derived valley coherence values in Fig.4.4 in Chapter 4. If the retardance of
the used QWP is in reality slightly lower than specified by the supplier, as was the case at
the 594 nm wavelength, this would lead to derived valley coherence values that are even
larger than presented in Fig.4.4. For fl.2, the derived valley coherence at 4 K as depicted
in Fig.4.4e,f in Chapter 4, is on average 0.42 at low valley coherence regions and 0.48 at
high valley coherence regions. If the retardance of the used QWP would be δ=0.24 for
a 614 nm exciton wavelength, the average valley coherence would be 0.49 at low valley
coherence regions and 0.58 at high valley coherence regions.
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Figure B.6: Temperature-dependent valley coherence
a-c Valley coherence of fl.2 at 100 - 300 K. Just like the valley coherence at 4 K (compare Fig.4.4e in Chapter
4), the middle region of the flake with lower PL intensity exhibits higher valley coherence than the higher
intensity edges on this monolayer flake. The difference in higher and lower valley coherence is present even at
room temperature, although not as clear as at cryogenic temperatures. Note that we do not calculate the valley
coherence of the defect-related spectral response in the middle of the flake.

B.4. TEMPERATURE DEPENDENCE
As mentioned in Chapter 4, the valley polarization on the monolayer flakes follows the
same distribution as the intensity. Figure B.5a-c presents the valley polarization of fl.1 at
100 K, 200 K and room temperature. The resulting pattern of high valley polarization at
the flake medians and lower valley polarization at the rest of the flake is the same as the
pattern at 4 K in Fig.4.2d in Chapter 4. The pattern in the PL intensity also exists at all
temperatures, compare Fig.B.1c,d and Fig.B.7a,d. We conclude that the inverse correla-
tion between valley polarization and PL intensity exists at all temperatures.

The same holds for the valley coherence. Figure B.6a-c presents the valley coherence
of fl.2 at 100 K, 200 K and room temperature. The pattern of high valley coherence in
the middle region and low valley coherence on the edges is the same as the pattern at
4 K in Fig.4.4e in Chapter 4, although the pattern is not as clear at room temperature.
We conclude that the inverse correlation between valley coherence and PL intensity also
exists at all temperature.

B.5. POLARIZATION BEHAVIOUR OF FLAKE 3 AND FLAKE 4
Figure B.7a,d presents the PL intensity of fl.3 and fl.4 at 4 K. Where fl.1 and fl.2 exhibited
a defect-related region in the middle, fl.3 and fl.4 do not (see Fig.B.1). The PL intensity of
fl.3 is lower than that of fl.4 (the scale bars are chosen the same for direct comparison).
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Figure B.7: PL intensity, valley polarization and valley coherence of fl.3 and fl.4
a,d PL intensity of fl.3 and fl.4 at 4 K, representing the monolayer flakes that do not exhibit a defect region in
the middle. The extent of the colormaps is chosen the same for easy comparison. As could be seen in Fig.B.1c-
d, the intensity of fl.3 is lower than fl.4. b,e Valley polarization of fl.3 and fl.4 at 4 K. Note that the valley
polarization of these flakes is much more homogeneous than of fl.1 and fl.2. Fl.3 has a lower PL intensity, and
a higher valley polarization, when compared to fl.4. This inter-flake inverse relationship between intensity
and valley polarization follows the same trend as the intra-flake relationship seen in fl.1 and fl.2. c,f Valley
coherence of fl.3 and fl.4 at 4 K. Note that now the valley coherence of these flakes is comparable, although fl.3
has slightly higher values. This means that the inverse relationship between PL intensity and valley coherence
for regions in fl.1 and fl.2, cannot be confirmed within the experimental margins of error for fl.3 and fl.4.
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Figure B.7b,e presents the valley polarization of fl.3 and fl.4 at 4 K. The valley polarization
of these monolayer flakes is more homogeneous over the flakes. We hypothesise that this
is related to the absence of the defect region in these flakes. The valley polarization of fl.3
is clearly larger than that of fl.4, therefore following the same inverse correlation between
PL intensity and valley polarization as the different regions on fl.1 and fl.2.

However, the inverse correlation between PL intensity and valley coherence is not as
clear for these flakes. Figure B.7c,f presents the valley coherence of fl.3 and fl.4. The
valley coherence of fl.3 is only slightly higher than that of fl.4 (0.55 vs. 0.45), but the
values are of the same order of magnitude.
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Parts of this chapter have been published as the Supplementary Materials of [23], copyright 2021 Royal Society
of Chemistry.
Data acquired for this publication can be found at DOI: 10.4121/13246751
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C.1. WS2 HOLLOW PYRAMID SAMPLE
Figure C.1a presents a wide-field optical image of a part of the sample. Under these
growth conditions both hollow pyramids (red), monolayer flakes (green) and full pyra-
mids (blue) are created. Note that there are many hollow pyramids with a comparable
size to the one studied in this work (15µm). Using the same CVD growing conditions
(see Methods) yields similar samples with the same distribution of pyramid-like struc-
tures.

To provide better insight in the morphology of the hollow WS2 pyramids, Fig.C.1b,c de-
picts higher magnification SEM images of the hollow pyramid depicted in Fig.6.1a in
Chapter 6. The black triangle in the middle of Fig.C.1b is the bottom of the pyramid
crater. The top rim can also be distinguished around the crater triangle. The steps of the
stair-like sides can clearly be recognized in Fig.C.1c.

a

b c

100 μm

2 μm 2 μm

Figure C.1: Hollow WS2 pyramid sample
a. Wide-field optical image of a part of the sample, with hollow pyramids (red), WS2 monolayer flakes (green)
and full pyramids (blue). The black squares are windows in the silicon frame over which a silicon nitride film is
spanned (see Section 1.3.2 of the Introduction). Under these growth conditions, many hollow pyramids arise
size 10 - 25µm, comparable to the one presented in this work. b,c. SEM images of the hollow WS2 pyramid
studied in Chapter 6. In b, the black triangle in the middle is the bottom of the pyramid crater. The top rim
of the pyramid can also be distinguished around the triangle of the pyramid crater. The steps in the stair-like
sides can be easily recognized in c.

In addition, Transmission Electron Microscopy (TEM) measurements are performed to
gain access to the atomic structure of the hollow pyramids. Figure C.2a and C.2b display
low-magnification annular dark-field (ADF) scanning transmission electron microscopy
(STEM) images of the side of a hollow WS2 pyramid. The variations in the contrast vi-
sualise clearly the step-like nature of the hollow pyramid side. Figure C.2c presents an
atomic-resolution ADF-STEM image corresponding to the side of the pyramid. Each
bright spot corresponds to an atomic column that is composed of alternating tungsten
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Figure C.2: Morphology and crystal structure of the hollow WS2 pyramids
a-b. Low-magnification ADF-STEM images of a hollow WS2 pyramid. The step-like nature of the pyramid side
is clearly visible by the changes in contrast with every step. c. Atomic resolution image corresponding to the
side of the hollow pyramid (left panel) and the ADF intensity profile (right panel) acquired along the black
outlines region in the atomic resolution image. d. Schematic atomic model of the top-view (upper panel) and
side-view (lower) of the crystalline structure associated to the 3R-WS2 phase.
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(W) and sulfur (S) atoms. Using an ADF linescan, extracted from the atomic resolution
image across six lattice points, we confirm that the WS2 within the hollow pyramid crys-
tallizes in a 3R crystal phase (see Fig.C.2d).
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Figure C.3: Comparison pyramid, monolayer and few-layer spectra
a-d. Spectral response of a pyramid upon a 594 nm excitation (orange) or a 561 nm excitation (green), and the
spectral response of a monolayer upon 594 nm excitation (black dotted line), at temperatures between room
temperature and 4 K (the spectra are re-scaled for easier comparison, see legends). The spectral response of
the monolayer upon a 561 nm excitation (green dotted line in a) has a lower intensity than to the 594 nm exci-
tation, but is at the same wavelength. e. The background under the higher order Raman features in the spectra
of the 594 nm excitation, and the spectral position of the exciton PL are both blue-shifting with decreasing
temperature. f. In contrast to the spectra of a WS2 trilayer (in grey) and five layers of WS2 (in blue) (exfoli-
ated on a Si substrate), the spectrum of the WS2 pyramid (in orange) does not exhibit light from an indirect
bandgap at 800 - 850 nm wavelength. Moreover, although reduced with respect to the monolayer, the PL from
the direct bandgap of the few-layers of WS2 is clearly distinguishable from the background. g. Comparison of
the spectral response of the hollow pyramid (in orange) and of five layers of WS2 (in blue), acquired at 4 K with
a 594 excitation.

C.2. SPECTRAL BACKGROUND
The hollow pyramid spectra exhibit a number of Raman modes plus a background (see
Fig.6.3 in Chapter 6). Using the temperature-dependent spectral position of this back-
ground, we can explain its origin. Figure C.3 depicts the spectral response of the hollow
pyramid upon a 594 nm excitation (orange) and a 561 nm excitation (green), compar-
ing this with the photoluminescence of a monolayer exciton (black dotted line). The
spectral response of the hollow pyramid to a 594 nm excitation exhibits a background
under the higher order Raman modes, whereas the spectral response of a 561 nm exci-
tation exhibits a background separated from the Raman modes, that overlap spectrally
(see Fig.C.3c-d). The spectral position of the photoluminescence peak is completely dif-
ferent (610 - 630 nm in the temperature range 4 K - 300 K). Figure C.3e depicts the spec-
tral position of the pyramid background, determined from the spectra of 561 nm exci-
tation (in green), and the spectral position of the exciton PL (black dotted line). Both
the pyramid background and the exciton PL peak are blue-shifting with decreasing tem-
perature, however their spectral position is different from each other. At room tempera-
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ture (Fig.C.3a), the spectral position of the PL peak (at 630 nm) is very close to the back-
ground of the pyramid spectra acquired with a 594 nm excitation (around 645 nm). At 4 K
(Fig.C.3d), the PL peak (at 615 nm) overlaps roughly with the first few Raman features of
the pyramid spectra acquired with a 594 nm excitation (around 620 nm). However, at
200 K and especially 100 K (Fig.C.3b,c), the PL peak overlaps neither with the first Raman
features nor the background of the pyramid spectra acquired with a 594 nm excitation.
Therefore we conclude that the background of the hollow pyramid spectra is not photo-
luminescence from the direct bandgap of WS2.
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Figure C.4: Position dependence of Raman intensity
a-d Intensity map of the Raman features of the hollow WS2 pyramid a. around 350 cm−1 (2LA,E2g ), b. around

417 cm−1 (A1g ), c. around 702 cm−1 (4LA) and d. around 833 cm−1 (2A1g ), taken at room temperature upon

a 561 nm excitation. e-h Intensity map of the Raman features of the hollow WS2 pyramid e. around 350 cm−1

(2LA,E2g ), f. around 417 cm−1 (A1g ), g. around 770 cm−1 (A1g +2LA) and h. around 1120 cm−1 (6LA), taken
at 4 K upon a 561 nm excitation. Note that in all cases (compare with Fig.6.4a,b in Chapter 6) the intensity of
the Raman features from the pyramid crater is significantly higher than the Raman intensity from the stair-like
sides.

Another potential explanation for the background in the pyramid spectra is emission
from the indirect bandgap. Few-layer WS2 samples exhibit a combination of direct and
indirect bandgap emission [12]. Figure C.3f compares the room-temperature spectra
of a WS2 trilayer (grey) and five WS2 layers (blue) (exfoliated on a Si substrate) with a
spectrum from the hollow WS2 pyramid. The room-temperature spectral position of the
indirect bandgap ranges from 700 nm for a bilayer to 850 nm for multilayers [40]. This
constitutes a large spectral separation with the measured spectrum (compare Fig.C.3a).
Moreover, with decreasing temperature, the indirect bandgap is reported to exhibit a
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red shift, i.e., away from the exciton position [39, 75], whereas the pyramid background
exhibits a similar blue shift to the exciton PL (see Fig.C.3e).

An alternative explanation would be emission from a charged exciton or trion. However,
the reported spectral position of the trion lies closer to the exciton than the background
in the hollow pyramid spectra [35, 37]. We conclude that this background originates in
intermediate gap states or defect states, that are reported to be in a range of spectral
positions further away from the exciton PL than the trion [37, 194, 195], but closer than
the indirect bandgap [39, 40, 75].

It is interesting to note that the spectral background from these intermediate gap states
is more present in the pyramid crater than on the pyramid sides. We propose this might
be originated in the higher density of crystallographic defects.
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Figure C.5: Position dependence of peak ratio
a-c Room-temperature map of the ratio between the first two Raman features in the spectra (E2g /A1g ) of a
the monolayer, b the hollow pyramid and c a full WS2 pyramid (compare SEM images) (blue stars indicate the
positions of the spectra in d-f). a. The peak ratio on the monolayer is homogeneous along the full flake, 1.4
on average (upon a 561 nm excitation). b. The peak ratio on the hollow pyramid (upon a 561 nm excitation) is
much higher along the stair-like pyramid sides (namely 4-7) than on the pyramid crater (roughly 1.0). c. The
peak ratio on the full pyramid is significantly higher along the upper side. Note in the presented SEM image
that this side of this full WS2 pyramid is curved, potentially inducing strain. d. Raman spectrum of the WS2
monolayer. e. Spectrum of the side of the WS2 hollow pyramid upon 561 nm excitation. Note that the A1g
feature is merely a shoulder on the E2g ,2LA(M) feature, which explains the high peak ratio in b. f. Spectrum
of the full WS2 pyramid (594 nm excitation), which is comparable to the spectra of the hollow WS2 pyramid
presented in Chapter 6.
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C.3. SPECTRAL FEATURES OF PYRAMIDS, MONOLAYER AND FEW-
LAYER WS2

Figure C.4 presents maps of the intensity of different Raman features in spectra from
the hollow WS2 pyramid, taken at room temperature (Fig.C.4a-d) and at 4 K (Fig.C.4e-h)
upon a 561 nm excitation. Note that for all the Raman features the intensity from the
pyramid crater is higher than from the pyramid sides, as was the case for the Raman fea-
tures depicted in Fig.6.4a,b in Chapter 6 (594 nm excitation, 200 K). We conclude that the
intensity distribution of the Raman features is independent of temperature or excitation
frequency. As alluded to in Chapter 6, we hypothesise that light scatters from the stair-
like pyramid sides and thus reduces the available excitation light to excite any Raman
modes, or that scattering of the resulting Raman response reduces the amount of light
detected.

Figure C.3g depicts a comparison between the spectral response of the pyramid (in or-
ange) and five layers of exfoliated WS2 (in blue) at 4 K and upon a 594 nm excitation. The
spectral response of the few-layer WS2 exhibits a combination of Raman modes and PL
from the excitonic resonance. Due to the PL, the higher-order Raman modes are much
less clear in the few-layer WS2 than in the pyramid spectrum. In both spectra, the A1g

mode has a higher intensity than the E2g mode. The ratio of E2g /A1g is 0.60 for few-layer
WS2, whereas it is on average 0.79 for the pyramid spectra (see Fig.6.6b in Chapter 6).

Figure C.5a-c presents room-temperature maps of the ratio between the first two Raman
peaks in the spectra (E2g /A1g ) of respectively the WS2 monolayer, the hollow pyramid
and a full WS2 pyramid (compare the presented SEM images). In contrast with the po-
sition dependent peak ratio of the hollow pyramids, the peak ratio on the monolayer
is homogeneous along the full flake (see Fig.C.5a). This ratio is around 1.4, as can be
observed in the Raman spectrum in Fig.C.5d. The Raman peak ratio of the hollow pyra-
mids upon 561 nm excitation is much higher on the pyramid sides than in the pyramid
crater (see Fig.C.5b). This difference in ratio was already apparent upon 594 nm excita-
tion, as presented in Fig.6.4f in Chapter 6, but the contrast between the pyramid sides
and crater is much larger upon 561 nm excitation. The Raman peak ratio at the pyramid
sides is as high as 4-7 times, as the A1g feature is reduced to merely a shoulder on the
E2g ,2LA(M) feature. This becomes apparent in the spectrum in Fig.C.5e. The SEM image
under Fig.C.5c depicts a full WS2 pyramid grown on the same substrate. This pyramid
exhibits a clear curvature. Interestingly, the Raman peak ratio of the spectra from this
pyramid (upon a 594 nm excitation) exhibit a difference on the side with the largest cur-
vature, potentially induced by strain. Figure C.5f presents a spectrum of the full WS2

pyramid, which is similar to the spectra of the hollow WS2 pyramid in Chapter 6. We
conclude that the Raman peak ratio provides information on differences in the atomic
structure between different nanostructures, as well information on differences in both
atomic structure and strain or stress within the same nanostructure.

Another position-dependent spectral feature alluded to in Chapter 6 is the spectral po-
sition of the Raman peaks. Figure C.6 presents a map of the spectral position of the first
Raman peak on the WS2 monolayer and the full WS2 pyramid respectively. The peak po-



C

126 SUPPLEMENTARY MATERIALS TO CHAPTER 6

y 
(μ

m
)

x (μm)

360

350     

340

Δν (cm-1)ba
y 

(μ
m

)

x (μm)

360

350     

340

Δν (cm-1)
30

20     

10    

 0 
30       20      10       0

20

15     

10    

 5

 0
20                  10              0

c

pe
ak

 p
os

iti
on

 (c
m

-1
)

360

355     

350

345
measured pyramid

20 μm 10 μm

pyr 2
pyr 1
monolayer
five layers

  full pyramid   
  dented pyramid
  monolayer
  five layers

Figure C.6: Position dependence of spectral position
a-b Room temperature map of the first WS2 Raman feature around 350cm−1 on a the monolayer and b a
full WS2 pyramid (compare SEM images). Comparing a and b and Fig.6.5 in Chapter 6, it becomes apparent
that the Raman peak position on the monolayer is significantly different than on the pyramids. c depicts the
average spectral position of the first Raman peak on all measured pyramids and the monolayer. Note that the
bar does not indicate errors, but rather the spread of the peak position along the pyramids. The first Raman
feature on the monolayer is around 357 cm−1, whereas on all measured pyramids, it is around 350 cm−1, and
around 348 cm−1 on five layers of WS2. Possibly this Raman peak has a larger contribution from the E2g than
the 2LA(M) phonon in the monolayer than in the pyramid spectra.

sition is fairly homogeneous along both nanostructures compared to the hollow pyramid
(Fig.6.5a in Chapter 6). Figure C.6c depicts the average spectral position of the first Ra-
man peak, as measured on different WS2 pyramids and the monolayer (the bar does not
indicate errors, but rather the spread of the peak position along the pyramids). The peak
position on the monolayer is around 357 cm−1, which is significantly different than the
peak position of around 350 cm−1 on all the pyramid structures and 348 cm−1 for five lay-
ers of exfoliated WS2. We hypothesise that this first Raman peak has a larger contribution
from the E2g than the 2LA(M) phonon in the monolayer than in the pyramid spectra. In
conclusion, the different nanogeometry of the WS2 pyramids induces spectral changes
with respect to monolayer WS2.

C.4. STRUCTURAL CHARACTERISATION
Figure C.7 displays additional results obtained in the structural characterization mea-
surements by means of Transmission Electron Microscopy (TEM). Figure C.7a presents
a high-resolution ADF-STEM image taken at the side of a hollow WS2 pyramid. Within
Fig.6.2 of Chapter 6 it could already be observed that the atomic arrangements present in
the sides of the WS2 pyramid and the middle are not the same. Figure C.7a depicts how
even within a given region the atomic arrangement can vary. This is highlighted by the
differences in the FFTs taken in the lower left corner (marked by the green rectangle in
Fig.C.7a) and the top right corner (marked by the blue rectangle in Fig.C.7b) of this given
region. Where the FFT in the blue area shows two nicely arranged hexagonal patterns,
e.g., an inner and an outer hexagon, the green area presents one hexagon. These subtle
variations of the atomic arrangement might be induced by the local presence of strain,
which in turn results into a slight change of the orientation of the flake.
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Figure C.7: ADF-STEM of a hollow WS2 pyramid
a. Atomic resolution ADF-STEM image taken at the side of a hollow WS2 pyramid. inset FFTs are taken within
two visual different areas of this given region, highlighting a clear difference between the two areas. b-d. Low-
magnification ADF images of the same hollow pyramid. The characteristic morphology of the hollow pyramids
can clearly be observed, and is also extracted from the line profile over the white line given within b (see inset).
Each of these images show free-standing flakes which arise from the walls of the hollow pyramid. The free-
standing flake shown in d suggest a growth mechanism where layer-by-layer stacking and screw-dislocation-
driven growth mechanisms co-exist. inset A schematic visualises this co-existence. Here a free-standing flake
initiates its growing from a central nucleation point via layer-by-layer growth (blue), after which a separate
nucleation event occurs leading to a screw-dislocation-driven growth (green) on top.
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Figures C.7b and C.7c depict low-magnification ADF images of the hollow WS2 pyramid.
Within Fig.C.7b the hollow nature of the pyramid can clearly be observed, and illustrated
even clearer in the line profile taken along the white line given in Fig.C.7b. In addition,
both Fig.C.7b and C.7c depict how free-standing WS2 flakes seem to arise from the walls
of the hollow pyramid. These free-standing flakes increase the level of structural disorder
in the middle of the pyramids as compared to the sides. The standing flake depicted in
Fig.C.7d highlights the possible growth mechanism leading to the hollow WS2 pyramids.
In this figure it can be observed that both layer-by-layer stacking and screw-dislocation-
driven growth mechanisms contribute to the overall growth mechanism of the hollow
WS2 pyramids.
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Data acquired for this chapter can be found at DOI: 10.4121/16628488
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D.1. REMNANT PHOTOLUMINESCENCE
As mentioned in Chapter 7, the spectral response of the WS2 nanoflowers exhibits 8-
10 Raman features, in combination with a broad background. Figure D.1a-d presents
temperature-dependent spectra of a nanoflower upon 594 nm excitation (in orange) and
561 nm excitation (in light green). From Fig.D.1c,d it becomes apparent that for the spec-
tra upon 594 nm excitation, the maximum of the broad background is found at approx-
imately 615 nm and overlaps spectrally with the sharp Raman features. For the spec-
tra upon 561 nm excitation, the broad background is well separated from the Raman
features. The spectral position of the broad background is the same for both excita-
tions.

a x103

wavelength (nm) wavelength (nm)

10

 8

 6    

 4

 2

 0      

x104

I c
ou

nt
s/

s)
b

dc

x104

x104

4

3

2  

1    
   

0      

300K 200K

100K 4K

I c
ou

nt
s/

s)
I c

ou
nt

s/
s)

I c
ou

nt
s/

s)

580     600     620     640

300K 200K

1.5

1.0  

0.5    

   

  0      

       594nm
       561nm *4
       594nm PL*0.02 
       561nm PL*0.1

       594nm
       561nm *3
       594nm PL*0.02 
       561nm PL*0.1

       594nm
       561nm *3
       594nm PL*0.01 
       561nm PL*0.04

       594nm
       561nm *3
       594nm PL*0.02 
       561nm PL*0.06

580     600     620     640

wavelength (nm)
600                700                  800

3

2  

1   

0      

I (
co

un
ts

/s
)

x104

        flower
        trilayer
        5 layers

600 700 800 900

wavelength (nm)

0

1000

2000

3000

I
 
(
c
o
u
n
t
s
/
s
)

300K

e
 2

1.5  

 1    

0.5 

 0     

Figure D.1: Comparison spectral response flower and monolayer WS2
a-d. Temperature-dependent spectral response of a WS2 nanoflower upon 594 nm excitation (orange) and
561 nm excitation (light green), compared with the photoluminescence (PL) response of a monolayer WS2
upon 594 nm excitation (in red) and 561 nm excitation (dark green), rescaled for an easy comparison (see
legends). The spectral response of the nanoflowers contains both sharp Raman features and a broad back-
ground. In c-d, this broad background around 615 nm overlaps spectrally with the sharp Raman features upon
594 nm excitation (in orange), but is well separated from the Raman features upon 561 nm excitation (light
green). Especially in the spectra at 4 K and 100 K (c-d), the spectral background under the Raman features of
the nanoflowers is at the same spectral position as the monolayer PL. At all temperatures, the remnant PL in
the nanoflower spectra is at most 2% of the monolayer PL. e. (Room-temperature) spectra of a WS2 trilayer (in
blue) and five layers of WS2 (in blue-green) (exfoliated on a Si substrate), compared with a spectrum of a WS2
nanoflower (in orange). For few-layer WS2, the PL intensity from the direct transition is reduced by an order of
magnitude with respect to a monolayer, but is still clearly distinguishable from the background. The intensity
of the remnant PL from the nanoflower is however another order of magnitude lower than the PL of few-layer
WS2.

As a comparison, Fig.D.1a-d also presents temperature-dependent PL spectra of a WS2

monolayer upon 594 nm excitation (in red) and 561 nm excitation (dark green). The
spectral position of the PL shifts from 630 nm at room temperature to 615 nm at cryo-
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genic temperatures. At 100 K and 4 K it is clearly visible, that the broad background un-
der the Raman features of the nanoflowers is at the same spectral position as the mono-
layer PL spectra. The maximum peak intensity of the broad background is around 2%
of the PL intensity. At room temperature and 200 K, the background under the Raman
features is broader than the monolayer PL spectra. At these temperatures, the intensity
of the background is not higher than 2% of the monolayer photoluminescence. As the
depicted spectra are taken from nanoflowers with the highest visible background, we
conclude that the upper limit for the remnant PL in the nanoflower spectra is 2%.

When comparing the spectra of the WS2 nanoflowers with the spectra of the hollow pyra-
mids in Fig.C.3 of Appendix C, we observe many differences. The spectra of the hollow
pyramids exhibit a spectral background with a different temperature-dependent spec-
tral position than the exciton. Based on the spectral position of this background, we
attribute this to intermediate gap states or defect states (see Section C.2 of Appendix C).
The spectra of the flowers do not exhibit this defect-related background. This allows a
qualitative determination of the amount of remnant PL under the nanoflower spectra,
which was not possible for the spectra of the pyramids.

As mentioned in Chapter 7, the thickness of the nanoflower petal is estimated to be be-
tween 2 and 30 nm. Therefore we compare the response of the nanoflowers to that of
few-layer WS2 in Fig.D.1e. The spectra of a trilayer (in blue) and five layers of WS2 (in
blue-green) (exfoliated on a Si substrate) exhibit PL both from the direct transition and
the indirect transition (around 800 - 850 nm). The intensity of the PL from the direct
transition is an order of magnitude lower than the PL of the WS2 monolayer, but it is
still clearly distinguishable from the background. The intensity of the remnant PL of
the nanoflower is however another order of magnitude lower than the PL of few-layer
WS2.

D.2. CHARACTERIZATION OF RAMAN MODES

D.2.1. HIGHER ORDER WS2 RAMAN MODES
The spectral position of the sharp features in the spectra of the WS2 nanoflower, taken
with a different excitation wavelengths in Fig.D.1, does not overlap in wavelength. These
features are located at the same relative frequency distance to the excitation laser, as de-
picted in Fig.D.2a, indicating that the collected light originates from Raman processes,
as described for the spectra of the pyramids (see Chapter 6). In the same way as for
the pyramids, we attribute the higher frequency Raman modes to multiphonon res-
onances involving the LA(M) phonon, adopting the methodology for high frequency
Raman features in MoS2 [74]. The dark grey line in Fig.D.2b depicts the higher order
resonances of n*LA(M), and the light grey line depicts the higher order resonances of
A1g +n*LA(M).

The features around 880 cm−1, 1057 cm−1 and 1128 cm−1 (marked with dotted arrows
in Fig.D.2b) are less pronounced in the spectral response of the flowers than of the pyra-
mids (see Fig.6.3 in Chapter 6). Although one would also expect a feature at 3*LA(M), this
is usually not reported. Most experiments are performed with TMDs on a silicon sub-
strate, and the Si resonance at 520 cm−1 is around the same position as the mentioned
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Figure D.2: Characterization of Raman peaks for nanoflowers
a. The optical response of the WS2 nanoflowers upon 594 nm excitation (in orange) and 561 nm excitation (in
green, multiplied by 4 for an easy comparison). The spectral response on the two different lasers overlaps well,
indicating that the collected light originates from Raman processes. Many more modes are observed using the
more resonant 594 nm excitation (orange), than using the 561 nm excitation (green). The optical response of
the WS2 nanoflowers contains the same 8-10 Raman features as the pyramids (see Fig.6.3 in Chapter 6). b. In
the same way as for the pyramids, we explain the higher frequency features as being multiphonon resonances
involving the LA(M) phonon. The dark grey line depicts the higher order resonances of n*LA(M), and the
light grey line depicts the higher order resonances of A1g +n*LA(M). Note the absence of the Raman features

associated to silicon (at 520 cm−1 and 955 cm−1) in the spectral response of the nanoflowers. We associate
the feature around 525 cm−1 in the spectral response of the flower to 3LA(M) rather than to the Si Raman
resonance. The features around 880 cm−1, 1057 cm−1 and 1128 cm−1 (marked with dotted arrows) are less
pronounced in the spectral response of the flowers than of the pyramids (see Fig.6.3 in Chapter 6).
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Figure D.3: Non-WS2 Raman response
a. SEM image of the WS2 nanoflowers. The substrate is composed of a silicon frame (upper half of image) with
a Si3N4 window in the middle (lower half of image). The array of holes can be distinguished more clearly in
the silicon region of the sample, but the holes are also present in the Si3N4 membrane. b. Spectrum on the
Si substrate (see green circle in a), where the characteristic 520 cm−1 and 955 cm−1 Raman features can be
clearly distinguished. These Raman features are not present on the Si3N4 membrane. c. Spectrum of a WO3
particle (see pink circle in a), where the characteristic 715 cm−1 and 807 cm−1 Raman features can be clearly
distinguished. In most regions of the sample, the only measured Raman features are from WS2 and not WO3.
d. Spectrum with the characteristic Raman features of carbon at 1340 cm−1 and 1577 cm−1. We attribute this
to the carbon paste that is used to attach the microchip to the sample holder, as the Raman features are only
visible at the holes in the Si3N4 membrane (see blue circle in a).
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WS2 feature (see Fig.6.3 in Chapter 6). For this experiment the flowers are positioned
on a Si3N4 film far away from the silicon frame, therefore it is safe to assume that the
measured feature is not related to Si, but can be attributed to 3LA(M).

D.2.2. ATOMIC STRUCTURE 2H VS 3R
Naturally occurring WS2 exhibits a hexagonal atomic structure called 2H. However, the
scanning transmission electron microscopy (STEM) study reveals that the nanoflowers
exhibit a crystallographic polytypism 2H/3R [13]. The 2H and 3R atomic structures can
be distinguished comparing the Raman signal of shear- and breathing modes [196, 197].
These Raman resonances have frequencies of 10-60 cm−1 and therefore lie outside of
our experimental spectral region. Differences have been reported in the layer depen-
dent spectral position of the A1g and E1

2g Raman peaks as well as the spectral position
of the photoluminescence [177, 198], but the reported differences are too subtle to allow
drawing any conclusions based on our measurements.

D.2.3. NON-WS2 RAMAN FEATURES
At some positions, the measured spectra exhibit Raman features from other materials
than WS2. As mentioned in Section 1.3.2 of Chapter 1, the studied WS2 nanoflowers are
fabricated on a Si3N4 membrane with an array of holes. This membrane spans a window
in the middle of a silicon frame. Figure D.3a depicts an SEM image of a part of the sample,
where the WS2 nanoflowers are grown both on the Si frame (upper part of image) and on
the Si3N4 membrane (lower part of the image). The holes cross present in both the Si and
the Si3N4. Figure D.3b depicts a spectrum of the Si substrate (see green circle in Fig.D.3a),
where the characteristic Raman features of Si are clearly present. These Raman features
are not present in any other spectra presented in this work, as all the spectra are acquired
from nanoflowers on the Si3N4 membrane.

Preceding the CVD growth procedure of the nanoflowers, WO3 is deposited on the mi-
crochip [13]. Signature Raman features of WO3 can be distinguished in the spectrum
in Fig.D.3c, acquired from the large white structure in the right corner of Fig.D.3a (see
pink circle). We conclude that this white structure is a WO3 crystal that has not reacted
with sulfur. We do not measure any Raman signatures of WO3 in other regions of the
sample.

Next to Si and WO3, signature Raman features of C can be distinguished in Fig.D.3d.
We attribute this to the carbon paste that is used to attach the microchip to the sample
holder. The carbon Raman features are only visible at the holes in the Si3N4 membrane
(see blue circle in Fig.D.3a).

D.3. POLARIZATION-RESOLVED RAMAN RESPONSE
As mentioned in Chapter 7, we study the interaction of the WS2 nanoflower Raman re-
sponse with linearly polarized light. Figure D.4a,f depicts SEM images of flower-like WS2

structures (indicated in pink and red respectively in Fig.7.1a in Chapter 7). The right
upper corner of the flower-like structure in Fig.D.4a contains mainly petals oriented in
the y-z plane (see coordinate system in Fig.7.1b in Chapter 7), the petals of the flower
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Figure D.4: Excitation polarization
a. SEM image of a WS2 flower-like structure (pink circle in Fig.7.1a in Chapter 7). The right upper corner of
this flower-like structure contains mainly petals oriented in the y-z plane. b-d,g-h Map of the intensity of the
first Raman feature of the flower-like structure upon b,g. vertically polarized, c,h. diagonally polarized and
d,i. horizontally polarized excitation. e. Raman intensity of the flower in a (used pixels are marked with stars
in b-d) as a function of excitation polarization angle. Note that the intensity increases drastically when the
polarization direction is parallel to the WS2 flower petals. f. SEM image of a WS2 flower (red circle in Fig.7.1a in
Chapter 7), with petals oriented in all directions. j. Raman intensity of the flower in f (used pixels are marked
with stars in g-i) as a function of excitation polarization angle. No polarization dependence can be observed
in the Raman intensity of this flower.
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Figure D.5: Excitation polarization dependence of A1g mode and at room temperature
a,c. Polarization-dependent spectra of the WS2 nanoflowers presented in Fig.7.2a,f in Chapter 7. The intensity
of the different Raman features has the same polarization dependence. b,d. Raman intensity of the A1g mode
of the flower in Fig.7.2a,f in Chapter 7 as a function of excitation polarization angle. As was the case for the
Raman intensity of the first WS2 mode E2g ,2LA(M), the intensity of the A1g mode increases drastically when
the polarization direction is parallel to the WS2 flower petals, e.g., for a horizontal polarization in b (compare
Fig.7.2e in Chapter 7) and a vertical polarization in d (compare Fig.7.2j in Chapter 7). e-h. Intensity of the first
Raman mode as a function of polarization angle of e,f. the flowers in Fig.7.2a,f in Chapter 7 at a temperature
of 200 K and upon 594 nm excitation, and g,h of the flower in Fig.D.4a and h. in Fig.7.2f in Chapter 7, at room
temperature upon 561 nm excitation. As was the case for the Raman intensity at 4 K upon 594 nm presented
in Chapter 7, the Raman intensity increases when the polarization direction is parallel to the flower petals.
Although the noise on the current data is higher, the contrast between parallel and perpendicular polarization
is e,f the same for both temperatures upon 594 nm excitation: around 0.60 for the flower in Fig.7.2a and 0.70
for the flower in Fig.7.2f, and the contrast is g,h slightly larger upon 561 nm excitation: around 0.40 in g. and
0.60 in h.
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in Fig.D.4f are oriented in all directions. Figure D.4b-d and g-i depicts the intensity of
the first Raman feature upon vertical polarization excitation, excitation polarization at
45 degrees and horizontal polarization excitation. For the upper part of the flower in
Fig.D.4a, the Raman intensity is highest when the excitation polarization direction is
parallel to the orientation of the petals, namely vertically polarized. The Raman inten-
sity of the lower part of this flower, and of the flower in Fig.D.4f, does not depend on
the excitation polarization direction. Fig.D.4e,j depicts the normalized Raman intensity
of different parts of the nanoflower (positions are indicated in Fig.D.4b-d) as a function
of polarization angle (depicted by the arrows). In Fig.D.4e, the Raman intensity upon
horizontal excitation is 60 - 80 % of the Raman intensity upon vertical polarization. No
polarization dependence can be distinguished in Fig.D.4j.

Fig.7.2 in Chapter 7 displays the polarization dependence of the intensity of the first
Raman feature, the combination of the E2g ,2LA(M) modes. Figure D.5a,c depicts polar-
ization dependent spectra of the nanoflowers presented in Fig.7.2 in Chapter 7. The po-
larization response of the intensity of the first two Raman features is highly similar. This
similarity becomes apparent when comparing the polarization-dependent normalized
intensity of the second Raman feature, the A1g mode, in Fig.D.5b,d to the polarization-
dependent response of the first Raman feature in Fig.7.2e,j in Chapter 7. As the flower
in Fig.7.2a contains mainly petals oriented in the x-z plane, the intensity of both the
first and the second Raman feature is highest upon horizontal excitation polarization
(Fig.D.5b). As the flower in Fig.7.2f contains mainly petals oriented in the y-z plane, the
intensity of two first two Raman modes is highest upon vertical excitation polarization
(Fig.D.5d).

Where Fig.7.2 in Chapter 7 displayed the polarization dependence of the Raman in-
tensity at 4 K, Fig.D.5e,f depicts the polarization dependence of the first Raman fea-
ture at 200 K. Comparing Fig.D.5e,f with Fig.7.2e,j, it becomes apparent that the Ra-
man intensity at both temperatures increases when the polarization direction is par-
allel to the flower petals. Although the noise on the data at 200 K is higher, the con-
trast between parallel and perpendicular polarization is the same for both temperatures,
namely 0.60 for the flower in Fig.7.2a and 0.70 for the flower in Fig.7.2f. We conclude
that the polarization-dependence of the Raman intensity does not depend on tempera-
ture.

So far, all mentioned polarization dependences have been using a 594 nm excitation.
Fig.D.5g,h depicts the polarization-dependent Raman intensity of the first Raman fea-
ture at room temperature upon a 561 nm excitation, for the flower in Fig.D.4a and in
Fig.7.2j in Chapter 7 respectively. As the petals in both cases are mainly oriented in the y-
z plane, the Raman intensity is lowest upon horizontal excitation polarization. Although
the noise on the data for a 561 nm excitation is higher, the contrast between parallel and
perpendicular polarization is slightly larger than for a 594 nm excitation.

D.4. HELICITY OF RAMAN FEATURES
Fig.7.3d-f in Chapter 7 displayed the intensity and helicity of the first WS2 Raman fea-
ture, the combination of the E2g and 2LA(M) modes. Figure D.6a presents a map of the
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Figure D.6: Raman helicity of A1g mode
a. Map of the intensity of the second Raman feature, the A1g , of the nanoflower spectra presented in Fig.7.3b,c
in Chapter 7. b. Map of the same region of the helicity of the A1g mode. The helicity of this Raman feature has
a similar value as the first Raman feature presented in Chapter 7, being negative around the WS2 nanoflowers
and positive in regions next to the larger nanoflowers (see Fig.7.3e in Chapter 7). c. Distribution of the Raman
helicity (of the first Raman feature, presented in Chapter 7), as a function of Raman intensity. At low intensity,
the helicity can take a broad range of values between -0.1 and +0.2. At high intensity, the helicity goes to a value
of around -0.05. d,e. Temperature-dependent helicity d. of the A1g mode and e. of the first Raman feature of
the WS2 nanoflower marked in d. green and e. grey in a,b. (taking into account all pixels associated with this
flower). The lines present the temperature dependence of three specific places on the flowers, denoted with
stars in a,b. Like in Fig.7.3f in Chapter 7, the helicity decreases slightly at room-temperature.
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Figure D.7: Raman helicity at room temperature
a,b Helicity-resolved nanoflower spectra, where the flowers are excited with σ+ light and the helicity is deter-
mined from the difference in σ+ and σ− emission. The spectra are taken at room temperature at the same
positions as in Fig.7.3 in Chapter 7. In a, the spectrum with the same polarization as the excitation light (blue)
has a higher intensity (helicity is conserved). In b, the spectrum with opposite polarization to the excitation
light (red) has a higher intensity (helicity is reversed). c. Distribution of the helicity of the first Raman feature
as a function of Raman intensity. At low intensity, the helicity can take a broad range of values between -0.15
and +0.1. At high intensity, the helicity goes to a value of around -0.1. d. Map of the intensity of the first Raman
feature, taken at room temperature. e. Map of the same region of the Raman helicity. As in Fig.7.3, the helic-
ity of the Raman features around the WS2 nanoflowers is negative (green star), whereas the Raman helicity is
positive in regions next to the larger nanoflowers (pink star).
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nanoflower intensity of the second Raman feature, the A1g mode. Figure D.6b presents
a map of the experimentally determined helicity of the A1g mode. When comparing
Fig.D.6b with Fig.7.3e in Chapter 7, note that the helicity of the two Raman features has
very similar position-dependent values. Comparing the position of the (bright) nanoflow-
ers on the intensity map with the helicity map, it becomes apparent that the Raman he-
licity of the nanoflowers is slightly negative. Figure D.6c depicts the helicity of the first
Raman feature as a function of intensity. At low intensity, the helicity values are spread
in a range from -0.10 and +0.20. At high intensity, the spread in the helicity becomes
smaller and converges to a value around -0.05.

Figure D.6d depicts the temperature dependence of the helicity of the A1g mode for the
flower marked in green in Fig.7.1a. At all temperatures, the intensity is depicted of the
first Raman feature of all spectra associated to this flower. The lines present the tem-
perature dependence of three specific places on the flower, marked by green stars in
Fig.D.6a,b. Figure D.6e depicts the temperature dependence of the helicity of the first
Raman mode of another flower. The lines present the temperature dependence of three
places on the flower, marked by grey stars in Fig.D.6a,b. As for the flower and the Raman
feature in Chapter 7, the helicity of these flowers slightly decreases from 4 K to room
temperature.

For comparison, we determine the position-dependent helicity of the Raman features
at different temperatures. Figure D.7a,b depicts helicity-resolved nanoflower spectra,
taken at room temperature. Here, the flowers are excited with σ+ light and the helic-
ity of the Raman features is determined from the difference in σ+ and σ− emission (see
Fig.7.3a in Chapter 7). In Fig.D.7a, the blue spectrum with the same polarization as the
excitation light, has a higher intensity (helicity is conserved) than the red spectrum with
the opposite polarization (helicity is reversed). In Fig.D.7b, the helicity-reversed spec-
trum (in red) has a higher intensity than the helicity-conserved spectrum (in blue).

Figure D.7d,e presents a map of the nanoflower intensity and helicity of the first Raman
feature, taken at room temperature. The stars indicate the position of the spectra in
Fig.D.7a,b (compare Fig.7.3d,e in Chapter 7). As was the case at 4 K (see Fig.7.3 in Chap-
ter 7), at room temperature the Raman helicity is also negative at the position of the
WS2 nanoflowers, and positive on locations in between the flowers (compare position of
green and pink star in Fig.D.7d,e). As depicted in Fig.7.3f in Chapter 7, the Raman he-
licity is on average more negative at room temperature than at cryogenic temperatures.
Figure D.7c depicts the helicity of the first Raman feature as a function of intensity. As
was the case at 4 K, the spread in the helicity values is large for low intensities, but the
spread becomes smaller at high intensity. Comparing Fig.D.6c and Fig.D.7c, it becomes
apparent that the helicity at room temperature has lower values: the maximum helicity
is only 0.12 instead of 0.20, and the value at high intensity is -0.10 instead of -0.05.

D.5. RAMAN POLARIZABILITY TENSORS

D.5.1. TENSORS AND JONES CALCULUS
As mentioned in Chapter 7, the interaction of TMDs materials with polarized light can
be described by Raman polarizability tensors. The Jones vectors for circularly polarized
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The first two Raman features of WS2 are the combination of the E2g and 2LA(M) mode,
and the A1g mode. We start with the Raman tensor of the second feature, the A1g mode
[67]:

RA =
a 0 0

0 a 0
0 0 b

 . (D.2)

If the incident and outgoing light have the same polarization handedness, the calcu-
lation yields a non-zero matrix element [67]: σ†

+RAσ+ = a. If the incident and outgoing
light have different polarization handedness, the matrix element is zero [67]: σ†

+RAσ− = 0.

Calculating the polarization response of the E2g mode is less straighforward, as the Ra-
man tensors depend on the resonance conditions of the excitation light with the exci-
tonic transition [68]. If the excitation is out-of-resonance, the Raman tensor is [67]:

RE =
0 d 0

d 0 0
0 0 0

 . (D.3)

In this case, if the incident and outgoing light have the same polarization handednes, the
matrix element is zero [67]: σ†

+REσ+ = 0. If the incident and outgoing light have different
polarization handedness, the matrix element is non-zero: σ†

+REσ− = d .

In Chapter 7, we calculate the helicity of the measured Raman features: H = Iconser ved−Ir ever sed
Iconser ved+Ir ever sed

,
where Iconser ved had a σ+ and Ir ever sed a σ− polarization. Note that the helicity is calcu-
lated based on intensities, therefore the matrix elements need to be squared. We calcu-
late the helicity as:

H = Iσ+σ+− Iσ+σ−
Iσ+σ++ Iσ+σ−

. (D.4)

The helicity of the A1g mode is H = a2−0
a2+0

=+1, the helicity is conserved. The helicity of

the E2g mode is H = −d 2

d 2 =−1, the helicity is reversed. In summary: when the excita-
tion light is out of resonance with the excitonic transition of a TMDs material, the first
two Raman features respond to circular polarization in an opposite way: the helicity is
reversed for the first feature, and conserved for the second.
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D.5.2. RESONANT EXCITATION
The measured helicity-resolved Raman of the WS2 nanoflowers exhibits a different type
of behaviour. We experimentally observe that the two first Raman features exhibit the
same response to circularly polarized light, either both being helicity conserved or he-
licity reversed. Part of this difference between theory and experiment can be explained
by the fact that the incident light on the nanoflowers is in resonance with the excitonic
transition.

In this case, the Raman tensor for the A1g mode remains the same, but the polarization
response of the E2g mode has two contributions [68, 69]. The interaction between elec-
trons, photons and excitons is governed by the so called deformation potential (DP) and
Frohlich interaction (FI) [68], leading to the following Raman tensors:

RLO =
 aF aDP 0

aDP aF 0
0 0 aF

 ,RT O =
aDP 0 0

0 −aDP 0
0 0 0

 . (D.5)
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Figure D.8: Coordinate systems
a. Coordination system with a flat WS2 layer in the x-y plane, and circularly polarized excitation propagating
along z. b. Exciting a wall-like WS2 flower petal is like performing a base transform. Here the new base vectors
are: x̂′ = x̂, ŷ ′ =−ẑ and ẑ′ = ŷ .

If the incident and outgoing light have the same polarization handedness,σ†
+RLOσ+ = aF

and σ†
+RT Oσ+ = 0. If the incident and outgoing light have different polarization hand-

edness, σ†
+RLOσ− =−i aDP and σ†

+RT Oσ− = aDP . Therefore, independent on the polar-
ization handedness, the interaction will always contain a non-zero matrix element. The

helicity of the E2g mode is H = a2
F −2a2

DP

a2
F +2a2

DP
. Depending on the contribution of the DP and FI

interactions, the helicity of the E2g mode can be either conserved or reversed [68].

In summary: when the excitation light is in resonance with the excitonic transition of a
TMDs material, both the E2g and the A1g mode can be helicity conserved (H > 0) [68,
69].



D.5. RAMAN POLARIZABILITY TENSORS

D

143

D.5.3. BASE TRANSFORMATION
Still, the theory above does not adequately describe the measured helicity-resolved Ra-
man of the WS2 nanoflowers exhibits. Although the resonance condition explains why
both Raman features exhibit the same helicity response, it does not explain the observed
helicities between -0.20 and +0.20 for the A1g mode, where a helicity of +1.0 would be
expected. As mentioned in Chapter 7, the Raman polarizablity tensors are defined with
respect to the crystal axes of flat TMDs layers, e.g., a frame of reference with the ex-
citation light perpendicular to it. As the petals of the WS2 flowers exhibit a variety of
orientations with respect to the incident light, the Raman tensor needs to be defined in
a different frame of reference (see [190–192]). Figure D.8a presents schematically a WS2

flake in the horizontal x-y plane, excited by circularly polarized light propagating along
z. Figure D.8b presents a wall-like WS2 petal in the x-z plane. The WS2 Raman tensor
needs to be defined in this rotated coordinate system, where the base vectors transform
to: x̂ ′ = x̂, ŷ ′ =−ẑ and ẑ ′ = ŷ . The Raman tensor of the A1g mode will change to:

R ′
A =

a 0 0
0 −a 0
0 0 −b

 . (D.6)

If the incident and outgoing light have the same polarization handedness, the matrix
element is zero: σ†

+R ′
Aσ+ = 0. If the incident and the outgoing light have different polar-

ization handedness, the matrix element is non zero: σ†
+R ′

Aσ− = 2a. Note that now the
A1g mode is helicity reversed instead of helicity conserved: H=-1.0.

Applying the same base transformation to the tensors of the E2g mode yields:

R ′
LO =

 aF 0 −aDP

0 aF 0
−aDP 0 aF

 ,

R ′
T O =

aDP 0 0
0 0 0
0 0 −aDP

 .

(D.7)

If the incident and outgoing light have the same polarization handedness, the matrix
element are: σ†

+R ′
LOσ+ = aF and σ†

+R ′
T Oσ+ = 1

2 aDP . If the incident and outgoing light

have different polarization handedness, the matrix elements are: σ†
+R ′

LOσ− = 0 and

σ†
+R ′

T Oσ− = 1
2 aDP . Therefore the helicity again depends on the contribution of the DP

and FI interactions [68]: H = a2
F

a2
F +1/2a2

DP
.

D.5.4. HELICITY OF (FLAT ) PYRAMIDS VS. FLOWERS
We observe that the Raman helicity of WS2 petals is positive when they are oriented in
the x-y plane, horizontally with respect to the surface, and the helicity is negative when
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Figure D.9: Helicity of hollow WS2 pyramid crater
a-b. Helicity-resolved spectra of a hollow WS2 pyramid, where the pyramid is excited with σ+ light, and the
helicity is determined from the difference in σ+ or σ− emission. The spectra are taken at the flat crater of the
hollow pyramids (see Chapter 6). Especially at 100 K, the spectra exhibit a large spectral background. Three
Raman features can be distinguished: the two characteristic WS2 features at 350 cm−1 and 417 cm−1, and the
Si mode at 520 cm−1. The Si mode exhibits only σ− emission (in red) and no σ+ emission (in blue), and is
therefore helicity-reversed. The second Raman feature, the A1g mode, only exhibits σ+ emission (in blue)
and is therefore helicity-conserved. The first Raman feature, E2g ,2LA(M), exhibits more σ+ emission and is
therefore more helicity-conserved. The helicity ranges from 0.50 at room temperature to almost 1.0 at 4 K.

they are wall-like, oriented vertically with respect to the surface. We conclude that the
detected Raman helicity depends on the orientation of the WS2 petals or flakes.

This is confirmed by the helicity-resolved spectra of hollow pyramids (see Chapter 6),
depicted in Fig.D.9a,b. In contrast to the nanoflowers, both the crater in the middle of the
hollow pyramids and the stair-like sides, exhibit WS2 oriented horizontally with respect
to the surface. For the spectra in Fig.D.9a-b, the pyramid is excited with σ+ light and
the helicity of the Raman features is determined from the difference in σ+ (in blue) and
σ− (in red) emission. The spectra exhibit three Raman features: the two characteristic
WS2 features at 350 cm−1 and 417 cm−1, and the Si mode at 520 cm−1. Since the pyramid
spectra exhibit a large spectral background, the intensity of the three Raman features
with respect to the background is marked with arrows.

From the spectra at room temperature in Fig.D.9a, it becomes apparent that the Si mode
exhibits only σ− emission and is therefore helicity-reversed, which is in agreement with
previous reports [68]. The second Raman feature, the the A1g mode, only exhibits σ+
emission (in blue) and is therefore helicity-conserved. The measured helicity of this
mode is in agreement with the tensor in Eq.D.6, describing the Raman polarizability for
horizontal WS2. This confirms that the measured helicity H < 1.0 of the A1g mode of the
nanoflowers can be attributed to the vertical orientation of the flower petals.

The first Raman feature, E2g ,2LA(M), exhibits more σ+ emission and is therefore more
helicity-conserved. The helicity ranges from 0.50 at room temperature to around 1.0 at
100 K. Note that in contrast to the nanoflowers, the helicity of the first Raman feature of
the pyramid is always positive. There are two reasons why the helicity value of the first
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Raman feature is not perfectly 1.0, that apply both to the randomly oriented nanoflower
petals and to the horizontal pyramid layers. First of all, as we excite both WS2 nanos-
tructures in resonance with the excitonic transition, the relative contributions of the DP
and FI interaction need to be taken into account, as described by the tensors in Eq.D.5.
Second of all, note that the first Raman feature is a combination of the E2g mode and a
multiple of the longitudinal acoustic phonon. The interaction of the E2g mode with po-
larized is described by the polarizability tensors mentioned above, but the polarization
response of the longitudinal acoustic phonon will naturally also influence the measured
Raman spectrum. The fact that both the influence of the excitonic resonance condition
and the relative contribution of the 2LA(M) phonon can be temperature dependent [68],
explains the temperature dependence of the helicity value of the first Raman feature of
the pyramid spectra, ranging from 0.50 at room temperature to 1.0 at cryogenic temper-
atures.
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