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2 1. INTRODUCTION

1.1. THE HUMAN EYE

The human eye is a complex organ that plays a pivotal sensorial role in human vision. To
this end, the eye collects the light reflected from the many surfaces in our surroundings
and focuses it onto the retina, a light-sensitive tissue in the back of the eye (Figure 1.1).
Specifically, the light enters the eye through the cornea and it travels through the aque-
ous humor, the pupil, the lens, and the vitreous humor until it reaches the retina. There,
million of photo-sensitive nerve cells convert the light into electric impulses, which are
sent to the brain through the optic nerve.

Figure 1.1: Cross-sectional view of the human eye. (Courtesy of: NIH, National Eye Institute [1]).

In order to properly focus the light onto the retina, the cornea and the lens work to-
gether as a compound focusing system. The cornea holds a higher but fixed refractive
power (approximately 40 diopters), whereas the lens provides a smaller but adaptive re-
fractive power (approximately 20 diopters in the relaxed eye, and up to 33 diopters in the
fully accommodated state) [2], which enables focusing light originating from short dis-
tances (tens of centimeters) to infinity. This is performed by the ciliary muscles, which
control the curvature of the lens in a process called accommodation. The ciliary body
also secretes the aqueous humor, a transparent watery fluid (99.9% water) that fills the
anterior chamber (between cornea and iris) and the posterior chamber (between iris
and lens). The aqueous humor plays an essential role in the eye, as it nourishes the
cornea and the lens with nutrients and maintains the intraocular pressure. Indeed, both
the cornea and the lens are transparent tissue lacking blood vessels –so that the light is
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Figure 1.2: Layers of the cornea (Courtesy of: NIH, National Eye Institute [1]). Dua’s layer is not depicted in the
figure.

not scattered– and therefore they rely mainly on the aqueous humor for their nutrients.
In contrast, the vitreous humor is a transparent, gelatinous fluid that fills the vitreous
chamber and helps to hold the spherical shape of the eye. In this optic system, the iris
is a contractile structure that regulates the size of the pupil, which in turn controls the
amount of light entering the posterior eye.

1.2. THE CORNEA AND THE CORNEAL LAYERS

The cornea and the sclera constitute the outer covering of the eye, whose common pur-
pose is to protect the structures inside the eye. However, the tissue arrangement of the
cornea differentiates from the sclera in the sense that the latter is opaque due to the ir-
regularity of the collagen fibers whereas the former is transparent due to a near-uniform
thickness and parallel arrangement of the collagen [3]. The cornea is convex and as-
pheric, with a size of 11–12 mm horizontally and 9–11 mm vertically. Its thickness is
between 551 and 565 µm in the central cornea and it increases gradually towards the
periphery, reaching between 612 and 640 µm [4].

The cornea comprises six layers: epithelium, Bowman’s layer, stroma, Dua’s layer,
Descemet’s layer, and endothelium (Figure 1.2). It has cellular components (epithelial
cells, keratocytes in the stroma, and endothelial cells) and acellular components (e.g.
collagen), and it is densely populated with sensory nerve fibers [4].

The epithelium is comprised of 5–7 cell layers of nonkeratinized, stratified squa-
mous epithelial cells and a single layer of basal cells (50 µm thickness in total), which
act together as a barrier for microbes and chemicals and provides a smooth optical sur-
face. The epithelial cells have a life expectancy of 7 to 10 days [4].

The Bowman’s layer is an acellular layer (condensation of collagen and proteogly-
cans) of 8–12 µm thickness that attaches the epithelium with the stroma and helps main-
tain the corneal shape. This layer has no regenerative ability; thus, scar tissue results
when injured.
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The stroma is the largest layer, comprising approximately 80–90% of the corneal
thickness (approx. 500 µm), and it is made up of keratocytes, collagen, and glycosamino-
glycans. The stroma is characteristically transparent due to the precise organization of
the stromal fibers. The stroma can heal due to the work of the keratocytes, which can
transform into fibroblasts and participate in wound closure and even play a role in nerve
regeneration [5].

The Dua’s layer (15 µm thickness) is located between the stroma and Descemet’s
layer. Discovered in 2013 By Dua et al. [6], it is characterized by its strength, thinness (15
µm), and impermeability to air.

The Descemet’s layer is an acellular layer (collagen and laminin) of 7 µm thickness,
which are secreted by the endothelial cells, and it attaches the endothelium with the
stroma.

The endothelium is a single layer of 5 µm thickness of mostly hexagonal cells, which
form a honeycomb-like mosaic. This layer controls the transport of fluids and nutrients
across the posterior surface of the cornea, allowing them to enter the inner layers of the
cornea to nourish the cells, and it maintains a slightly dehydrated state of the cornea (de-
turgescence) that is necessary for optical transparency. Specifically, the endothelial cells
passively allow the leakage of solutes and nutrients from the aqueous humor towards the
inner cornea while they actively pumps out the excess of water in the opposite direction.
Corneal endothelial cells rarely divide in the post-natal human cornea and, therefore,
they lack regeneration. In the presence of injury and/or cell apoptosis, the endothelium
heals by sliding and enlarging the adjacent healthy cells rather than performing mito-
sis [4]. Naturally, cell density decreases with age, from around 4000 cells/mm2 in 3–5
year-old children, to 2700–2900 cells/mm2 in healthy middle-aged adults (30–40 years
old), and to 2400–2600 cells/mm2 in healthy elderly people (70–80 years old) [7]. If cell
loss is exacerbated due to trauma or certain diseases, the cell density might fall below
the threshold needed to maintain corneal deturgescence (400–700 cells/mm2), which
would lead to an excess hydration (edema) of the stroma and epithelium. The stromal
edema disrupts the normally uniform organization of the stromal collagen fibers, creat-
ing light scattering, and the epithelial edema perturbs the epithelial surface, degrading
the optical path and, thus, compromising the visual acuity.

Due to the critical role of the endothelium to maintain a proper optical system and a
healthy cornea, it has been important in the clinic to assess its health status.

1.3. IN-VIVO IMAGING OF THE CORNEAL ENDOTHELIUM: THE

SPECULAR MICROSCOPE

The first time that the corneal endothelium was observed in vivo in the clinic dates back
to 1918 [7, 8]. This was performed by the Swiss ophthalmologist Alfred Vogt with the use
of a slit-lamp, which is an instrument with a high-intensity light that uses the specular
reflex (i.e. regular reflection) to observe different structures of the eye (iris, lens, cornea,
etc.). The light is simply applied under a certain angle and the reflected light is then
magnified by a lens (40x in Vogt’s design) so that the observer can see the reflected tissue.
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Figure 1.3: Schematic representation of the specular reflex beam on the corneal endothelium. (Background
image of the cornea is courtesy of NIH, National Eye Institute [1]).

In order to obtain a specular reflection, a smooth surfaced interface is required. In
the case of the endothelium, the cells can be imaged because the refractive index of the
endothelium (1.373) is higher than the refractive index of the aqueous humor (1.336),
thus reflecting 0.022% of the projected light [7].

In 1968, the concept of imaging the endothelium with a specular reflex was further
developed by Maurice, who designed (and named) the first specular microscope [9]. In
Maurice’s microscope, the incident light and reflected light passed through the same
objective lens, whose aperture was divided in two halves (one for each beam). The light
beam was very narrow to avoid glare of the overlying stroma, and the magnification was
substantially higher than the slit-lamp (400x instead of 40x) [8]. This device was not
practical for clinical use (it used a vertical setup), and it was mainly employed in donor
eyes to assess the endothelium prior to keratoplasty.

In 1975, Laing et al. introduced a series of modifications to Maurice’s microscope,
which made it useful for examination in the clinic, becoming the first clinical specular
microscope [10]. Among the modifications: (1) a Zeiss slit-lamp base was used to allow
horizontal use; (2) the lens was immersed in water to get higher magnification (200x)
with simpler lenses (20x); (3) the corneal surface was flattened to add stability; (4) the
exposure time was reduced to 1/15 seconds [8].

Due to the invasive nature of Laing’s microscope, a different setup that does not re-
quire applanation of the cornea was developed in the late 1970s, named noncontact
specular microscope [11]. This device was designed to avoid that the reflection from the
air-epithelium interface, with a higher reflective power, would obscure the endothelial
reflection. In practice, the viewable endothelial area is delimited based on the thickness
of the cornea, the curvature of the cornea, and the width of the light beam (Figure 1.3).
Furthermore, specular images tend to show different intensity contrasts along both di-
mensions.

In the late 1980s, a different technology, named confocal microscopy, allowed to im-
age not only the endothelium but any layer in the cornea [12]. The principles of confocal
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microscopy were first developed by Minsky in 1957 [13]. Briefly, the basic principle is
that a single point of tissue can be illuminated by a light source and simultaneously im-
aged by a camera when they share the same focal point (hence the name confocal). This
would provide very high-resolution images but it has virtually no field of view since it
is a single point of illumination-detection. To solve this, the microscope scans a small
region with thousands of small beams, reconstructing the final image. Confocal mi-
croscopes use a spatial pinhole to block out-of-focus light, thus providing high contrast
and resolution (lateral resolution of 1–2 µm) for any spatial plane [12]. For comparative
purposes, current specular microscopes also provide a lateral resolution of 1–2 µm, but
contrast tend to be lower. The first clinical confocal microscopes also required to have
contact with the cornea, but newer instruments allowed for noncontact measurements.
Nevertheless, specular microscopes are fast, simple, and cheap, which makes them the
preferred option for many clinical tasks.

Nowadays, commercial microscopes are sold along with computers as part of an in-
tegrated system, which include built-in image processing and image analysis software
that automatically segments the endothelial cells, displaying the image along with sev-
eral corneal parameters that are considered of interest in clinical practice.

1.4. ASSESSING THE CORNEAL ENDOTHELIUM: THE CORNEAL

PARAMETERS

As previously mentioned, the endothelial cell density (ECD) is the most important pa-
rameter of the endothelium to assess its health status. Secondary parameters have been
defined in order to evaluate the stressed state of the layer, such as the coefficient of vari-
ation in cell size (CV, also named polymegethism, defined as the ratio of the standard
deviation [SD] of the cell size to its mean size, expressed in percentage) and the per-
centage of hexagonal cells (HEX, also referred to as pleomorphism). In a healthy cornea,
pleomorphism is usually above 60% [14] and polymegethism is below 30% [15]. Biolog-
ically, an endothelium affected by acute cell loss would show an increase in CV and a
decrease in HEX, whereas an endothelium experiencing cell stabilization after cell loss
would show the opposite pattern (decrease in CV and increase in HEX).

Monitoring the corneal parameters is not only important to diagnose and study cer-
tain diseases, but also to evaluate and minimize the damage of certain surgical interven-
tions that affect the endothelium. For example:

• Endothelial cell loss after cataract surgery –which needs to go through the cornea
to change the lens– varies from 4% to 25% [16]. The subsequent rate of cell loss
is 2.5% per year in the central corneal during the ten years after surgery, which is
several times the rate in healthy unoperated eyes (0.6±0.5 % per year) [7, 17].

• Patients with primary open-angle glaucoma (POAG) tend to show significantly
lower ECD but no significant differences in CV and HEX [18].

• Diabetic patients also tend to display a significantly lower ECD but no changes in
CV and HEX [19].

• The use of contact lenses, either hard or soft, have shown long-term changes in
polymegethism and pleomorphism [20]. These changes seem to be linked to the
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decrease in oxygen (hypoxia) in the cornea due to the presence of the contact lens.
• The success of corneal transplantation, where donor tissue suffers a large cell loss

due to surgical trauma and stress, is mainly dependent on the cell density. Pene-
trating keratoplasty, the main type of surgery until the mid-2000s, had a graft sur-
vival of 66% at the 5 years follow-up [21].

• Patients with keratoconus, a corneal disease where the stroma grows abnormally
and forms a conical shape, tend to show a significant decrease in ECD and increase
in CV [22].

It is indubitable that the assessment of the corneal parameters is very helpful in the
clinic. To this end, the segmentation of the endothelial images is necessary to estimate
the corneal parameters. However, manual annotations are a very tedious task (up to
30–60 minutes per image) and therefore not practical for large sets of images. For this
reason, many of the aforementioned studies with a large number of subjects relied on
automatic segmentations. Current microscopes provide automatic segmentation tools,
but their accuracy tend to be unsatisfactory not only for pathological corneas but some-
times even for healthy corneas. Several studies compared automatic and manual as-
sessments of ECD (with different devices), and in most cases the automatic values were
overestimated [23, 24]. For CV and HEX, no studies have been performed since the cur-
rent commercial segmentation algorithms do not provide enough accuracy. In fact, only
semi-automatic analyses have been reported for CV estimation [25].

1.5. MOTIVATION OF THE THESIS

The research project described in this thesis was a collaboration between Delft Univer-
sity of Technology (Delft, the Netherlands) and Rotterdam Ophthalmic Institute (Rotter-
dam, the Netherlands). The main goal was to develop and evaluate an automatic cell
segmentation framework for corneal endothelium images that estimates the corneal pa-
rameters ECD, CV, and HEX with sufficient accuracy for use in clinical practice. Particu-
larly, such framework would be employed in two clinical studies from The Rotterdam Eye
Hospital (Rotterdam, the Netherlands): one regarding the transplantation of the cornea
and the other regarding the implantation of a drainage device in glaucoma patients. In
both cases, images were acquired with a Topcon SP-1P (Topcon Co., Tokyo, Japan) (Fig-
ure 1.4) allocated in the Rotterdam Ophthalmic Institute. This microscope had an auto-
matic segmentation program (IMAGEnet i-base, version 1.32); however, its accuracy was
not only deficient sometimes (particularly for CV and HEX) but it also could not detect
any cell in many images (specifically, 28.5% of the images in the transplantation study
and 7.4% in the glaucoma study); thus, the need for a better automatic method. These
studies were supported by the program TopZorg from ZonMw, the Dutch organization
for health research and healthcare innovation.

1.5.1. STUDY 1: CORRELATION OF PRE- AND POST-SURGICAL CORNEAL

THICKNESS AND VISUAL FUNCTION

The aim of this study was to monitor the thickness of the graft after keratoplasty in or-
der to analyze the correlation between pre- and post-surgical thickness and its impact
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Figure 1.4: (A) The specular microscope Topcon SP-1P (Topcon Co., Tokyo, Japan – Courtesy of: Topcon Co.).
This microscope model includes a tactile display where the acquired image and automatic segmentation ap-
pears. (B) The analysis made by Topcon’s software, which includes several corneal parameters: central corneal
thickness (CCT), cell density (CD), coefficient of variation (CV), hexagonality (HEX), number of automatically
segmented cells (N), minimum cell size (MIN), maximum cell size (MAX), average cell size (AVG), and standard
deviation of the cell size (SD).

on visual acuity. The process of corneal dehydration after keratoplasty can last several
months until reaching an equilibrium, and it is still unknown whether such swelling has
a role in the long-term visual outcome. Since the corneal swelling is controlled by the
endothelium, specular images of the layer were acquired at 1, 3, 6, and 12 months af-
ter surgery to estimate ECD. Originally, CV and HEX were not considered in the study
design because (1) Topcon’s estimates were initially considered to be used for the study
and their CV/HEX estimation reliability was expected to be unsatisfactory, and (2) it was
unclear whether CV and HEX could provide any knowledge that would help to answer
the research question.

Forty-one (41) subjects with Fuchs’ endothelial dystrophy (FED) indicated for kerato-
plasty participated in this study (a total of 383 images). FED is a corneal disease where
the endothelium undergoes a degenerative process, triggering an abnormal growth of
the Descemet’s layer and a rapid loss of endothelial cells. The performed surgical proce-
dure was ultrathin DSAEK (UT-DSAEK), where only Descemet’s layer and the endothe-
lium are removed from the patient and the donor tissue contains (besides the two afore-
mentioned layers) a very thin slice of donor stroma, hence the prefix ultrathin. Trial
registration: (NL4805), registered 15-12-2014.

Post-keratoplasty specular images are very noisy, with many areas out of focus due
to the optical distortions introduced by the corneal swelling, the irregular surface of the
graft endothelium, or the graft-recipient interface. In this respect, the work in this thesis
aims to develop a framework that can solve very complex cases in the clinic (e.g. post-
keratoplasty images), which is currently not feasible with commercial software. Addi-
tionally, this work also aims to discuss the patterns and relevance of the three corneal
parameters after keratoplasty, since only ECD has been thoroughly discussed in the lit-
erature.

https://www.trialregister.nl/trial/4805
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Figure 1.5: (A) An illustration of the flow of the aqueous humor, which is secreted in the ciliary body and ab-
sorbed in the trabecular meshwork. If the absorption is compromised, a higher intraocular pressure will occur.
(Courtesy of: NIH, National Eye Institute [1]). (B) An illustration of the Baerveldt implant, whose tube reaches
the anterior chamber to absorb the excess of fluid. (Courtesy of: Baerveldt, Abbott Laboratories, Johnson &
Johnson).

1.5.2. STUDY 2: THE POSTOPERATIVE EFFECTS OF A BAERVELDT IMPLANT

ON OCULAR MOTILITY AND CORNEAL ENDOTHELIUM

Glaucoma patients for whom conventional treatment options (medication and/or laser
treatment) are inadequate to sufficiently reduce their elevated intraocular pressure usu-
ally need surgical intervention, which includes trabeculectomy or the implantation of a
permanent drainage device. These devices, which have a tube that reaches the anterior
chamber where the excess of aqueous humor is drained (Figure 1.5), are usually pre-
ferred over trabeculectomy in secondary glaucoma [26], where drainage devices show a
higher success rate after five years [27]. However, two common problems of such de-
vices are their impact on the ocular motility and the degenerative effect on the corneal
endothelium triggered by the device’s tube. To study the latter, 192 patients that received
a Baerveldt implant in The Rotterdam Eye Hospital were imaged before surgery and 3, 6,
12, and 24 months after the implantation, in both the central and the temporal-superior
cornea (closer to the device’s tube), acquiring a total of 7975 images. Trial registration:
NL4823, registered 06-01-2015.

Since glaucoma does not perturb the optical path of the specular microscope, cen-
tral specular images tend to be of good quality (unless the subject had another corneal
pathology). Due to the higher corneal curvature in the periphery, good temporal-superi-
or specular images can be more difficult to acquire, with less contrast and less visi-
ble cells. In this respect, the work in this thesis aims to provide accurate estimates of
the corneal parameters for these glaucomatous subjects, particularly for the temporal-
superior images, which in turn will help to study the effect of the Baerveldt implant on
the cornea.

1.6. THESIS OUTLINE

The organization of this thesis is as follows:

Chapter 2 presents a first methodology for segmentation of endothelial cells based

https://www.trialregister.nl/trial/4823
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on merging superpixels in oversegmented images. The oversegmentation method is
based on stochastic watershed, previously presented by Selig et al. [28], which was orig-
inally designed for segmenting confocal microscopy images. Among the several modi-
fications to adapt the method, a scaling factor was added to trigger oversegmentation.
The main contribution in the chapter comprises the merging method, based on Support
Vector Machines (SVM), which evaluates pairs and triplets of superpixels to determine
whether they form whole cells. The method was evaluated on 30 specular images from
the Baerveldt study and on three public datasets (confocal microscopy of in vivo en-
dothelium, phase-contrast microscopy of ex vivo endothelium, and fluorescence con-
focal microscopy of the retinal pigment epithelium) to illustrate the versatility of the
method.

Chapter 3 extends the work presented in Chapter 2 in several ways: (1) it evaluates
and discusses the importance of using the correct scaling factor in the oversegmentation
method; (2) it proves that the merging method would even improve a segmentation that
was designed for a direct, optimal performance by removing any remaining false edge
(for this, we tested Selig et al.’s method [28]); and (3) it presents an improved method-
ology to estimate the most common cell size in an endothelial image from the Fourier
domain, which is employed in the oversegmentation method (to set the seeds of the
stochastic watershed and to smooth the images). The same 30 Baerveldt images as in
Chapter 2 were employed for the evaluation.

Chapter 4 presents a different segmentation methodology, based on convolutional
neural networks (CNNs). It evaluates two different approaches: either by pixel classifi-
cation (CNN classifier) or by direct segmentation (U-net, CNN segmentation). It also in-
troduces the so-called ‘postprocessing method’ to convert the output of the CNNs into
a binary image, necessary to estimate the clinical parameters. This postprocessing is
based on the watershed algorithm and Fourier analysis, already introduced in Chapters
2 and 3. A dataset of 50 images from the Baerveldt study was used for the evaluation.

Chapter 5 introduces a CNN-based model to automatically select the region of in-
terest (ROI) in the segmented images where cells are correctly delineated. The fully-
automatic framework is finally presented, which includes:

(1) A CNN to generate the edge images (based on Chapter 4).
(2) A CNN to generate the ROI images (this chapter).
(3) A postprocessing method to combine both images, edges and ROI, and generate

the binary segmented image (based on Chapters 3–4).
(4) A refinement method to remove any remaining false edge in the segmentation

(based on Chapter 2).

The fully-automatic framework was evaluated in an extended dataset of 140 images from
the Baerveldt study.

Chapter 6 explores the idea of using a single CNN model to directly estimate the
corneal parameters, without the need of performing segmentation. Here, the dataset
contained 400 images from the Baerveldt study and 338 images from the DSAEK study,
which is assumed to be large enough to explore this hypothesis. This approach is com-
pared to the fully-automatic framework presented in Chapter 5. Alternatively, this chap-
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ter also discusses whether Fourier analysis could provide some insight regarding the cell
size variation in an image and whether this could be used to improve the postprocessing
method.

Chapter 7 presents the final version of the fully-automatic framework, where mi-
nor changes were introduced, and it evaluates the 1-year follow-up in the DSAEK study.
This chapter highlights the significant improvement to assess the corneal parameters
achieved with the proposed method in comparison with Topcon’s software. Indeed, the
proposed methodology estimates the corneal parameters accurately from practically all
images, regardless the challenges observed in the images and, therefore, making the
method very useful in a clinical setup. Furthermore, it discusses the existence of clin-
ical patterns in the corneal parameters during the one year post-keratoplasty.

Chapter 8 summarizes the findings related to the corneal parameters on the Baer-
veldt study. The proposed fully-automatic method was employed to solve the images in
that study, which analyses the relation between the progression of corneal parameters
with respect to the length and angle of the device’s tube.

Chapter 9 discusses the technical developments and limitations presented in this
thesis and future research directions.
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Abstract
Corneal endothelium images obtained by in vivo specular microscopy provide important infor-

mation to assess the health status of the cornea. Estimation of clinical parameters, such as cell

density, polymegethism, and pleomorphism, requires accurate cell segmentation. State-of-the-art

techniques to automatically segment the endothelium are error-prone when applied to images with

low contrast and/or large variation in cell size. Here, we propose an automatic method to segment

the endothelium. Starting with an oversegmented image comprised of superpixels obtained from a

stochastic watershed segmentation, the proposed method uses intensity and shape information of

the superpixels to identify and merge those that constitute a cell, using Support Vector Machines. We

evaluated the automatic segmentation on a dataset of in vivo specular microscopy images (Topcon

SP-1P), obtaining 95.8% correctly merged cells and 2.0% undersegmented cells. We also evaluated

the parameter estimation against the results of the vendor’s built-in software, obtaining a statisti-

cally significant better precision in all parameters and a similar or better accuracy. The parameter

estimation was also evaluated on three other datasets from different imaging modalities (confocal

microscopy, phase-contrast microscopy, and fluorescence confocal microscopy) and tissue types (ex

vivo corneal endothelium and retinal pigment epithelium). In comparison with the estimates of the

datasets’ authors, we achieved statistically significant better accuracy and precision in all parame-

ters except pleomorphism, where a similar accuracy and precision were obtained.
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2.1. INTRODUCTION

The corneal endothelium (CE) is a single layer of closely packed and predominantly
hexagonally-shaped cells forming the inner surface of the cornea. It performs an im-
portant role maintaining an optimal state of hydration of the cornea [1]. Endothelial cell
loss occurs normally due to aging, from a density of approximately 4000–5000 cells/mm2

at birth down to 2000–3000 cells/mm2 in a normal adult eye [2]. However, this loss can
be exacerbated by trauma, diseases, or intraocular surgery, which might in turn lead
to irreversible corneal swelling when the cell density drops below 500–700 cells/mm2

[3, 4]. Due to its limited cell division capacity, the repair function is usually restricted
to the swelling and sliding of the existing cells in order to maintain the barrier proper-
ties. Quantitative analysis of the corneal endothelial cell morphology from image data
provides clinical information to assist ophthalmologists in diagnosis and treatment of
corneal diseases. Currently, endothelial cell density (ECD) is the most important mea-
sure to assess the corneal health state, reported as the number of cells per mm2. Other
parameters such as polymegethism –expressed by the coefficient of variation (CV) in
cell size– or pleomorphism –quantified by the hexagonality coefficient (HEX) as the per-
centage of hexagonal cells– are not used in standard clinical practice due to unreliable
estimations.

Different instruments are available to assess the cell density and morphometry of
the endothelium. Noncontact specular microscopy, developed in the late 1970s, is a fast,
noninvasive, in vivo imaging method, which permits to record large field-of-view im-
ages of the endothelium. In contrast, contact confocal microscopy, developed in the
late 1980s, provides an in vivo, high-resolution assessment of all corneal layers, but re-
quires physical contact with the cornea and relatively long acquisition time [5]. Due
to its noninvasive nature and fast acquisition time, specular microscopy is the current
clinical standard technique. While contact confocal microscopy obtains considerably
clearer images from edematous corneas [6], both microscopes provide images of suffi-
cient quality from the central and peripheral cornea. Due to the optical principles of the
technology, good quality specular microscopy images are limited to corneas that have a
smooth endothelium surface [7, 8]. Noncontact confocal microscopy is the most recent
modality (early 2000s), and it provides similar image quality as the noncontact specular
microscopy for normal corneas but yields a larger field of view [9].

Manual quantification of endothelial images is very labor-intensive, so computer
aided techniques to generate the cell segmentation are necessary. Microscope manufac-
turers currently provide built-in software to automatically segment the recorded images
and estimate the parameters. Several studies using different microscope modalities have
been performed in order to evaluate the reliability of these fully automated analyses in
comparison with semi-automated and manual analyses, especially in the evaluation of
cell density. In general, the fully automatic ECD estimations were not consistent with
the manual estimations. Some studies indicated an overestimation of ECD in both spec-
ular and confocal microscopy images for healthy and glaucomatous eyes exhibiting a
high cell density [9], and for healthy and transplanted corneas with normal to low cell
density [10, 11], mainly due to the oversegmentation of large cells. In contrast, another
study (employing a different microscope vendor’s software) reported an underestima-
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tion of ECD in both, confocal and specular microscopy, for normal corneas with high
cell density due to the identification of false cell borders [12]. When images with large
differences in cell density were analyzed with the same software, this was prone to un-
derestimating the cell density in images with high ECD and overestimating it in images
with low ECD [13], or vice versa [7]. Previous studies on semi-automated analyses re-
ported clinically acceptable results as it produces ECD values comparable to the manual
analysis. However, this process is still time consuming since an expert needs to correct
the segmentation.

Overall, the automatic detection of cell borders is a complicated task due to the pres-
ence of noise, variation in illumination, and optical artifacts. Furthermore, the estima-
tion of polymegethism and pleomorphism can be significantly affected by just a few er-
rors in the segmentation. The aforementioned studies suggest that the built-in software
of the currently available commercial microscopes is prone to mistakes in the segmen-
tation, particularly in the presence of a low or high cell density or a high degree of poly-
megethism. Therefore, there is a need to develop an algorithm that can reliably estimate
these parameters from images with such characteristics.

2.1.1. RELATED WORK

Several cell segmentation techniques for corneal endothelium images have been pro-
posed. Selig et al. suggested a stochastic watershed approach to segment in vivo confo-
cal microscopy images [14]. Ruggeri and Scarpa segmented ex vivo porcine endothelium
images obtained with inverse contrast phase microscopy by means of an artificial neural
network algorithm [15] and in vivo confocal microscopy images by means of a genetic
algorithm [16]. Gavet and Pinoli proposed a binarization algorithm to segment in vivo
specular microscopy images [17]. Finally, Sharif et al. developed a hybrid model based
on snake and particle swarm optimization for in vivo confocal microscopy images [18].

2.1.2. OUR CONTRIBUTION

Due to the aforementioned challenges, i.e. illumination distortions, optical artifacts, and
presence of noise, current segmentation methods fail to identify all cell edges without
finding invalid ones. These methods seem to be designed to segment a specific type of
endothelium images within a limited range of cell density and variation of cell size. Here,
we propose a machine learning framework based on Support Vector Machines (SVM) for
segmenting a broad range of endothelium images from different types of microscopes.
We hypothesize that, by starting with an oversegmented image where all cell edges have
been traced, a trained classifier could identify the fragments (superpixels) that constitute
a complete cell. Indeed, the union of fragments belonging to the same cell shows distinc-
tive features (related to shape, intensity, size, etc.) compared to an arbitrary combination
of fragments from different cells. Thus, by merging those fragments, the oversegmented
image converges towards the correct segmentation. The creation of the initially over-
segmented image is not a trivial task, and here we adapted Selig et al.’s approach [14] to
generate an initial segmentation without undersegmentation and where hardly any cell
is divided in more than three fragments.
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Although superpixel merging methods have been proposed in recent years, they were
mainly applied to high quality color images and using color histogram features [19, 20],
a combination of color and spectral information [21], or color with superpixel size in-
formation [22]. Needless to say, all these methods fail to provide acceptable results in
specular microscopy images due to the challenges posed by the low image quality. In
contrast, the novelty of our method lies in exploiting the morphology of the endothe-
lial cell layer in addition to intensity information of the constituting superpixels and the
candidate merger, as well as the edges between them. Moreover, we have exploited the
idea that better segmentation results can be achieved if, instead of aiming directly for an
optimal segmentation, an oversegmentation followed by a merging process is employed.

To evaluate our method, we used a dataset of endothelial images obtained with in
vivo specular microscopy (Topcon SP-1P) and we compared our results against the es-
timates of the microscope’s built-in software. To illustrate the versatility of the method,
it was also applied to three other datasets: 52 confocal microscopy endothelial images
used in Selig et al.’s paper [14], 30 ex vivo endothelial images from phase-contrast mi-
croscopy published in Ruggeri et al.’s paper [15], and a dataset of 23 confocal microscopy
fluorescence images of the central retinal pigment epithelium (RPE) analyzed in Chiu et
al.’s paper [23]. RPE cells might show a considerably high variation in cell size, unlikely
in corneal endothelial cells, which makes it a good example to test the robustness of the
method against polymegethism.

This paper is organized as follows. Section 2.2 provides a description of the pro-
posed method, including how the initial oversegmentation was generated. Section 2.3
first evaluates the merging process and the subsequent cell segmentation of the main
dataset. Second, it evaluates the estimates of the clinical parameters for all datasets.
Third, a brief explanation about computational cost is provided. Finally, the results are
discussed in Section 2.4.

2.2. METHODOLOGY

2.2.1. METHOD SUMMARY

An SVM algorithm is presented, which aims to create a correct segmentation of an en-
dothelial cell image from an initially oversegmented image composed of superpixels.
This is accomplished by evaluating whether combinations of adjacent superpixels con-
stitute a complete cell. The SVM classifier uses information about shape, structure, and
intensity from the superpixels (both, separately and combined) and their boundaries.
All possible combinations of two and three adjacent superpixels in the image are con-
sidered simultaneously by means of a dedicated classifier for each type of combination
(2 or 3 fragments). In order to compare the combinations from the different classifiers,
the signed distance from the classification hyperplane is transformed into a probabilistic
output by means of Platt’s algorithm [24]. Only the combinations classified as positives
and with probability higher than 0.5 are considered. The combination with the highest
probability is merged, iterating this process until no more combinations are accepted.

To optimize this iterative process, we create a list of “accepted combinations” such
that every time a merger is performed and removed from the list, we also remove all
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Figure 2.1: Flowchart of the method.

combinations that are no longer possible and all combinations that need to be updated
(i.e., neighboring combinations to the merger whose features have changed). Then, all
new combinations involving the new superpixel are evaluated as described above, as
well as the neighboring combinations that needed to be updated. These combinations
are added to the list if their mergers are accepted. Hence, only the strictly necessary (or
new) combinations are re-evaluated after each merger, making the process computa-
tionally efficient. Once the list of accepted combinations is empty, we have reached the
final segmentation. A data-flow diagram is depicted in Figure 2.1.

We chose an SVM classifier with a probabilistic output instead of any other type of
classifier or a different method (clustering, regression, etc.) because of the following rea-
sons: (1) SVMs belong to the class of supervised techniques, which usually provide better
results than unsupervised methods such as clustering techniques; (2) SVMs can use the
features of the constituting superpixels (independently) in combination with the fea-
tures of the candidate merger in order to determine if a merger is correct, which makes
the merging decision more robust; (3) SVM’s regularization parameter (C ) can be used
to avoid over-fitting; (4) SVMs are well known to provide great performance in tasks with
highly-unbalanced classes, which happens in our problem; (5) SVMs are robust against
the high-dimensional space of the problem; (6) SVM’s kernel trick allows building a more
complex decision boundary, and in our case it also helps to deal with the arbitrary order
of the superpixels in the feature vector; (7) SVMs are computationally very efficient (fast
in evaluating), which is necessary in clinical applications with thousands of combina-
tions to be evaluated in one single image; (8) Platt’s probabilistic output permits com-
paring competing types of combinations (2- and 3-fragments), which cannot be done
directly.

2.2.2. INITIAL OVERSEGMENTATION

In an ideal oversegmented image, all cell edges are traced with high accuracy and each
cell is comprised by a minimum number of superpixels. Due to the low signal-to-noise
ratio of specular microscopy images, these two goals are difficult to achieve simultane-
ously. Since only the removal of edge segments is considered by our method, any un-
detected cell edge (undersegmentation) produces an error that cannot be corrected a
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SA
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Figure 2.2: (A) Portion of a specular microscopy image. (B) Initial oversegmentation (in blue). Cells are com-
prised of 1, 2, or 3 superpixels. In the specular microscopy dataset, rarely any cell is divided in more than 3
fragments. (C) Visual representation of a 2-fragment merger. The segmentation (edges in blue, vertices in red)
is superimposed on the intensity image. Here, S A and SB are merged by removing e1. (D) After the merger,
vertex v1 is transformed into an edge-pixel, whereas v2 stays as a vertex.

posteriori. On the other hand, creating a highly oversegmented image might trace all cell
edges accurately, but makes the subsequent model too complex and prone to mistakes.

Selig et al. [14] proposed a method to segment endothelial images by applying a
seeded watershed algorithm in a stochastic manner. The seed grid has a hexagonal pat-
tern with a spacing equal to the most common cell diameter in the image (l ), which is
computed as the inverse of the characteristic frequency, l = 1/ f ∗, estimated by Fourier
analysis [14]. By creating a denser grid of seeds, we can control the degree of overseg-
mentation. Here, we divided the estimated cell diameter by

p
3, which corresponds to a

grid with three times more seeds, nseed s = AI ( f ∗p3)2 = 3AI f ∗2, being AI the total image
area [14]. This enabled a good detection of all cells edges without creating an excess of
oversegmentation (Figure 2.2-B).

For the remaining parameters in the stochastic watershed method (iterations, added
noise, blur size, and local minima to ignore), we used the values reported in the origi-
nal paper [14]. One of these parameters, kσ = σPDF f ∗ = 0.17, is related to a Gaussian
smoothing filter (σPDF ) that is applied to the stochastic watershed output. Selig et al.
observed that, for large σPDF , the ridges in the segmentation were shifted with respect
to those in the input image. To solve this, Selig et al. added a final, optional step where
the classic seeded watershed method was applied to a smoothed version of the input
image and the segmented regions of the stochastic watershed were used as seeds. Only
two datasets evaluated in this paper showed such a shift in the ridges, namely Selig
et al.’s confocal microscope data (σPDF ≈ 6) and the fluorescence confocal RPE data
(σPDF ≈ 4.5). For the other two datasets (σPDF ≈ 3), this final step did not substan-
tially change the segmentation (phase-contrast microscope data) or it even degraded
the segmentation in areas with blurry cell edges (specular microscope data). Therefore,
the edge correction method was only applied to the confocal microscopy datasets.

2.2.3. DEFINITION OF A MERGER

Given a segmented (binary) image, we define the vertices as the branch points of the
segmentation, and the edges as the set of 8-connected positive pixels whose endpoints
are constrained to vertices. Biologically, a vertex is placed in the point where the cell
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edges from three or more cells meet. In order to avoid small edge segments comprised
by less than two pixels, these are fused with their respective vertices to form a single
vertex (Figure 2.2-C, vertex v2). The superpixels are defined as the sets of 4-connected
negative (non-edge) pixels. We define a 2-fragment merger as the union of two adjacent
superpixels by the removal of the edge segment between them. A 3-fragment merger is
defined as the union of three adjacent superpixels by the removal of the two or three edge
segments between them. This is accomplished by two consecutive 2-fragment mergers.

2.2.4. FEATURES

For every candidate merger, let us consider S A and SB as the two fragments to be merged,
S A+B as the resulting superpixel, e1 as the edge segment that needs to be removed to
create S A+B , and v1 and v2 as the vertices at the ends of e1 (Figure 2.2-C). A merger is
computed as S A+B = S A +SB + e1, and v1 with v2 are evaluated to identify whether they
stay as vertices or they become part of the edge of S A+B (Figure 2.2-D). The following
features are computed for each superpixel in the merger (S A , SB , and S A+B ). Let S be
any of those superpixels:

1. Normalized cell size, computed as the number of pixels in S (area) divided by the
most common cell size, in pixels (estimated by Fourier Analysis [14]).

2. Normalized cell intensity, computed as the ratio of the average pixel intensity of S
to the average pixel intensity of the neighboring superpixels.

3. Convexity, defined as the ratio of the perimeter of the convex hull of S to the pe-
rimeter of S.

4. Solidity, defined as the proportion of the pixels in the convex hull that are also in S
(Ar ea/Convex Ar ea).

5. Circularity, defined as 4πAr ea/Per i meter 2.
6. Eccentricity, defined as the eccentricity of the ellipse that has the same second-

order moments as S.
7. Number of neighboring superpixels.
8. Standard deviation of the lengths of the edges associated with S.
9. Standard deviation of the inner angles. We define the inner angles as the angles

that are formed in the center of mass of S between the straight lines that are traced
from that point to the vertices of S.

10. Standard deviation of the outer angles. We define the outer angles as the angles
formed in the vertices of S between the straight lines that are traced between the
vertices.

11. Ratio of the area of S to the polygon area, where the polygon is formed by connect-
ing the vertices of S with straight lines.

12. Binary value to indicate whether S lies in the border region of the image (this is not
included for S A+B ).

For S A+B , we compute extra features. Here, we define l1 as the straight line that is
formed by connecting v1 with v2. Features related to those vertices provide two values,
one per vertex.

13. Ratio of the average intensity of e1 to the average intensity of S A and SB .
14. Ratio of the average intensity of e1 to the average intensity of the edges of S A+B .
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15. Ratio of the area formed between e1 and l1 to the area of S A+B .
16. Ratio of the length of l1 to the length of e1.
17. For each vertex (v1, v2), ratio of the average intensity of half e1 (the part closest to

the vertex) to the average intensity of the edges of S A+B ending in v (only the half
of the edges closest to v). In contrast to feature 14, here only the intensity in the
vicinity of v is evaluated (2 values).

18. Ratio of the length of e1 to the average edge length of S A and SB (2 values).
19. Standard deviation of the angles formed in the vertices (v1 and v2) before the

merger occurs (2 values).
20. The angles formed in the vertices (v1 and v2) after the merger occurs (2 values).

The concatenation of the features of the involved superpixels creates the feature vec-
tor of a merger. For an n-fragment merger, n! possible feature vectors can describe the
same merger, depending on the order of the fragments. The SVM kernel was designed to
map all those vectors to the same point in feature space (see Section 2.2.6).

For a 2-fragment merger, the feature vector contains 47 elements. For a 3-fragment
merger, the extra features are computed twice (one per removed edge segment), and they
are processed as follows: For features 13–16, the averaged value is computed; for features
17–20, the maximum and minimum values are kept. In total, a 3-fragment merger is
represented with a feature vector of 59 elements.

2.2.5. CLASS DEFINITION & TRAINING DATA PREPARATION

In the 2-fragment SVM classifier, the good-merger class is defined as the set of combi-
nations of two superpixels that form a cell. The bad-merger class is defined as the set
of all other combinations of two adjacent superpixels, with the exception of combina-
tions coming from within cells divided in more than two fragments. The classes in the
3-fragment SVM classifier are defined in an analogous way, but now for sets of three su-
perpixels.

To prepare the training/test data, we retrieved the class elements from the overseg-
mented images as described above. Since some features are affected by the state of frag-
mentation of the neighboring cells, the training elements in the good-merger class were
computed twice, once when none of the fragmented neighboring cells were merged
yet, and again when all were merged. Bad-merger examples were also retrieved from
the resulting superpixel of a good-merger with its neighboring superpixels. Hence, the
training/test examples not only included all the mergers that could be formed in the ini-
tially oversegmented image, but also (some of) the mergers that could appear during the
merging process.

To help solve the segmentation of cells divided in more than three fragments without
having a classifier specifically built for that purpose, the following training elements in
the good-merger class were included: for the n-fragment classifier, a cell divided in m
fragments, being m > n, will generate combinations of n superpixels where one super-
pixel is the result of previously merging m −n +1 fragments of the cell.

To deal with cells touching the border of the image, some good and bad mergers were
included for those cases. Feature number 12 was added for this purpose. Eventually, the



2

24
2. CORNEAL ENDOTHELIAL CELL SEGMENTATION BY CLASSIFIER-DRIVEN MERGING OF

OVERSEGMENTED IMAGES

estimation of the endothelial parameters is done excluding the superpixels touching the
border region of the image.

The ratio of bad mergers (negative class) to good mergers (positive class) in the train-
ing/test dataset was around 25:1 for the 2-fragment classifier, and 200:1 for the 3-frag-
ment classifier.

2.2.6. SVM, KERNEL, & PROBABILISTIC MODEL

By design, no oversampling or undersampling is applied to the classes, and each ele-
ment in any of the two classes has the same weight. For computational purposes, the
negative class in the 3-fragment classifier was undersampled to the same ratio as in the
2-fragment classifier without losing discriminative power. This was done by selecting
the closest negative elements to the positive ones, in Euclidean distance, which removes
elements that exert no influence on the SVM hyperplane.

A Gaussian-based kernel was designed, which maps all permutations of the feature
vectors of a single merger onto the same point in the feature space. Let us suppose
G(x j ,xk ) denotes element ( j ,k) in the Gram matrix, where x j and xk are p-dimensional
vectors representing elements j and k. For the 2-fragment SVM classifier, let j indi-
cate the merger between superpixels A and B , whose vector can be depicted as x j =
[ f A , fB , f A+B ] or x′j = [ fB , f A , f A+B ], with fn the features of the superpixel n. Then, the

kernel is defined as

G(x j ,xk ) = exp(−γ||x j −xk ||2)+exp(−γ||x′j −xk ||2), (2.1)

with γ the scale parameter of the Gaussian radial basis function. The kernel for the 3-
fragment classifier was defined in a similar fashion, covering the six possible permuta-
tions that describe the same 3-fragment merger.

In order to compare mergers from different SVM classifiers, the optimal score-to-
posterior-probability transformation was computed for each classifier by using Platt’s
approach [24].

2.3. EXPERIMENTS & EVALUATION

We evaluate the proposed method in Section 2.3.1 for the main dataset. The evaluation
is done for the classifiers separately and jointly, and for the full cell segmentation task.
In Section 2.3.2 we evaluate the estimates of the clinical parameters from the segmented
images for all datasets. The estimates are compared against the gold standard and ei-
ther the estimates of the microscope’s built-in software or the estimates provided by the
original authors.

For all datasets, a double 5-fold cross-validation approach was used to separate train-
ing, validation, and testing sets, providing a ratio in the size of the sets of approximately
64% training, 14% validation, and 20% testing. Images were completely assigned to a sin-
gle fold to prevent combinations of fragments from the same image in different sets. For
the evaluations in Section 2.3.1, the experiments were repeated five times, reassigning
the images to the folds differently each time, and the averaged results were reported.
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2.3.1. EVALUATION OF THE METHOD

DATASET

The main dataset consists of 30 corneal endothelium images from the central cornea of
30 glaucomatous eyes, with approximately 250 cells per image. They were obtained with
a noncontact specular microscope (SP-1P, Topcon Co, Tokyo, Japan) for an ongoing study
regarding the implantation of a Baerveldt glaucoma drainage device in The Rotterdam
Eye Hospital. The images were acquired prior to the implantation of the device. They
cover an area of 0.25 mm × 0.55 mm and were saved as 241×529 pixels 8-bits grayscale
images. The acquisition occurred with informed consent and followed the tenets of the
Declaration of Helsinki. One expert created the gold standard for each image by per-
forming manual segmentation of the cell contours using an open-source image manip-
ulation program (GIMP v.2.8).

EVALUATING THE ACCURACY OF THE CLASSIFIERS

The performances of the two classifiers (2- and 3-fragments) were evaluated indepen-
dently. Fifteen SVMs were computed per classifier by varying the misclassification cost
between False Positives (FP) and False Negatives (FN). The cost values FP:FN followed
the ratio 5n/2:1, with n = 12,11, . . . ,1,0,−1,−2. Based on the class definition, a FP is de-
fined as a bad-merger classified as positive, whereas a FN is a good-merger classified as
negative. A grid search was performed to find the best SVM parameters, γ and C , in the
validation set, using the cost function: argminγ,C (costF P FP+ costF N FN).

The evaluation was done on the test set, built as described in Section 2.2.5. FROC
curves [25] were generated by calculating the true positive rate, TPR = TP/(TP+FN), and
the fractional number of false positives per cell, FPs/cell, from the output of each clas-
sifier. Two setups were considered: one where the fifteen classifiers performed the task
independently, and another for a cascade of classifiers. In the latter, the classifiers were
ordered from highest to lowest ratio of cost FP:FN, and any accepted merger at one clas-
sifier was automatically accepted by the following classifiers. The classifier with equal
costs (FP:FN of 1:1) was marked in all curves (Figure 2.3-A, B).

An inflection point was observed in the curves of the independent classifiers, at those
with costs 5:1 (2-frag) and 25:1 (3-frag). Beyond that point, decreasing the misclassifica-
tion cost of the FP created more FPs, but did not increase the number of TPs. In contrast,
the cascade of classifiers benefited from a higher TPR because of the accumulative ef-
fect of TPs in a cascade design, but at the expense of a slightly higher number of FPs. It
was clear from the graphs that no further improvement occurs beyond the classifier with
equal costs (FP:FN of 1:1), as the remaining good-mergers would come at a high price in
terms of FPs. At that point (1:1), the 2-fragment classifier in the cascade provided a TPR
of 96.5% with 0.037 FPs/cell, and the 3-fragment classifier provided a TPR of 94.9% with
0.046 FPs/cell. Moreover, half of the FPs in both cases came from cells touching the im-
age borders and such cells are not considered when calculating ECD, CV, or HEX.
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(A) (B)
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Figure 2.3: FROC curves of the 2-fragment classifier (A), 3-fragment classifier (B), and the outcome of the merg-
ing process (C), using 15 classifiers with different costs of FP:FN. The 15 classifiers are evaluated in two ways:
independently and connected in a cascade. In all cases, the classifier with equal cost (FP:FN of 1:1) is marked.

EVALUATING THE ACCURACY OF THE MERGING PROCESS

This evaluation differed from the previous one in three aspects: (1) the setup follows the
proposed method (Figure 2.1), which means that both classifiers work simultaneously;
(2) the evaluation now uses the test images, which means that only mergers that occur
during the merging process are involved; (3) the evaluation metric is now defined for the
final result at the cell level: a TP is defined as a fragmented cell that is correctly merged,
a FN is defined as a fragmented cell that is not completely merged (oversegmentation),
and a FP is defined as any cell –fragmented or not– that suffers from an incorrect merger
(undersegmentation). A cell can be labeled with only one condition, and the condition
FN prevails over FP. For instance, if a fragment from an oversegmented cell (FN) merges
with another cell, the former cell is labeled as FN and the latter as FP. If a fragmented cell,
after merging correctly, merges with another cell, then both are labeled as FP. Hence, TPR
indicates the percentage of oversegmented cells that were correctly merged, whereas the
number of FPs/cell indicates the percentage of cells that were undersegmented. This
metric will be also used for the remaining datasets.

The same fifteen SVMs were used here, and both setups, independent classifiers and
the cascade of classifiers, were considered. In the latter, once all the accepted combi-
nations have been merged in one set of classifiers, the output segmentation is provided
as input to the next set of classifiers. The FROC curves (Figure 2.3-C) showed a simi-
lar pattern as before. The cascade, whose main goal is to merge the most certain true
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(A) (B) (C)

Figure 2.4: Three representative specular microscopy images (top) and their respective visual outcome of the
merging (bottom): final segmentation in black lines, and removed edges by merging process in magenta. All
mergers are colored: successful mergers in green, undersegmented cells (FP) in red, oversegmented cell (FN)
in dark blue, and mergers outside the gold standard area in light blue.

combinations in the first stages, could potentially reduce FPs in the last stages as less
false combinations are being evaluated, showing a small but clear effect. At the classifier
with equal costs (FP:FN of 1:1) in the cascade, a TPR of 95.8% with 0.020 FPs/cell was
obtained. To illustrate the outcome, at that point there are, on average, less than six un-
dersegmented cells and less than two oversegmented cells per image (Figure 2.4), con-
sidering that initially 25% of the approximately 250 cells per image were oversegmented.
Furthermore, the majority of undersegmented cells were located along the image bor-
ders. This supports the idea of having reached the optimal point, since the number of
over- and undersegmented cells in the inner part of the image was similar, while under-
segmentation was starting to prevail along the image borders.

EVALUATING THE ACCURACY OF THE SEGMENTATION

The segmentation accuracy was measured by using the distance transform. In a first
measure, the distance transform was computed on the resulting segmentation. The dis-
tance values were averaged over those pixels that were labeled as edge pixels in the gold
standard, providing a single value per image. This measure is sensitive to underseg-
mentation, as missing true edges in the output segmentation increases the value, but is
barely affected by oversegmentation. In a second measure, the distance transform was
computed on the gold standard, retrieving only the values of those pixels that were la-
beled as edge pixel in the resulting segmentation. In contrast to the former measure,
this is sensitive to oversegmentation, as false edges increase the value, but insensitive
to undersegmentation. In almost all images, the first measure was slightly higher (the
difference was 0.05±0.05, mean ± SD), suggesting a very small dominance of underseg-
mentation. The average of both measures was computed for each image, providing a
value of 0.93±0.09 (mean ± SD). This suggested that the segmentation was on average
within one pixel from the gold standard.
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2.3.2. EVALUATION OF THE APPLICATION

Based on the previous results, a cascade of four classifiers was established as the final
setup, with cost values (FP:FN) of 125:1, 25:1, 5:1 and 1:1.

DATASETS & STATISTICAL ANALYSIS METHOD

Besides the main dataset, three publicly available datasets were evaluated.

The confocal microscopy dataset includes 52 in vivo images (768×576 pixels, Nidek
Confoscan 4, Italy) of transplanted corneal endothelium (DSAEK), imaged one year after
surgery. Images were cropped by the author to remove dark areas. Each image contains
approximately 70 cells [14].

The phase-contrast microscopy dataset includes 30 ex vivo images (768×576 pixels,
Olympus CK 40, USA) of porcine corneal endothelium. These images were also cropped
by the author. Each image contains approximately 350 cells [15].

The fluorescence confocal microscopy dataset includes 23 images (1024×1024 pixels,
Nikon Eclipse C1, Japan) of central RPE from 17 mice, with approximately 1000 cells per
image [23].

The parameters to be estimated were endothelial cell density (ECD), polymegethism
(CV), and pleomorphism (HEX) for the endothelium datasets, and the number of cells
and the average cell size for the RPE images (as it was done in the original papers). The
gold standard and the segmentation images produced by the original authors were pub-
licly available or provided at our request, which allowed us to apply the same algorithm
for parameter estimation in all cases. For all images in all datasets, only the cells cov-
ered by the area of the gold standard were included for the parameter estimation. The
only exception was Topcon’s segmentation (specular microscopy dataset), since the mi-
croscope’s software did not provide any cell segmentation in areas where cells were not
correctly detected by the software. In that dataset, the gold standard covered a surface
35% larger. The estimation error was defined as the difference between the estimated
value and the gold standard value for the CE datasets (Figure 2.5, Figure 2.6-A–C), and
as the percentage of that difference for the RPE dataset (Figure 2.6-D–E). Note that, for
polymegethism and pleomorphism, the units are a percentage, whereas the error is the
difference of the percentages. The mean value and SD of those estimation errors are
indicated in Table 2.1.

The RPE images and their gold standard were originally presented by Ding et al. [26],
but Chiu et al. [23] discovered (but did not correct) in the gold standard a few unseg-
mented cells due to their small size; here those cells were corrected (on average, three
cells per image were added). We also noticed that cell edges along the perimeter of the
gold standard area were not annotated, and they were corrected. For the phase-contrast
microscopy dataset, the cell edges in the gold standard had a thickness of 2-3 pixels, so
skeletonization was applied to reduce it to 1 pixel thickness.

A statistical analysis based on linear mixed-effects models [27] was performed to de-
termine, for each parameter, whether there was a statistically significant difference in
precision (smaller variance) and in accuracy (smaller absolute mean) between the two
estimation errors. To determine whether the variances were different, we used a likeli-
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Figure 2.5: Estimates of the clinical parameters in the specular microscopy dataset (A-C), and confocal mi-
croscopy dataset (D-F). The x-axis indicates the value for the gold standard, and the y-axis indicates the error
computed as the difference between the estimates and the gold standard. Each point corresponds to one im-
age in the dataset (proposed in colored circles, third-party results in black diamonds). The mean value of the
error for each set is drawn with a dashed line.
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Figure 2.6: Estimates of the clinical parameters in the phase-contrast microscopy (A-C), and fluorescence con-
focal microscopy (D-E). The x-axis indicates the value for the gold standard, and the y-axis indicates the error
computed as the difference between the estimates and the gold standard for the phase-contrast microscopy,
and as the percentage of error for the fluorescence confocal microscopy. Each point corresponds to one image
in the dataset (proposed in colored circles, third-party results in black diamonds). The mean value of the error
for each set is drawn with a dashed line.
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Table 2.1: Mean error (ME) and its standard deviation of the estimated clinical parameters for all datasets.

Dataset Method
ME of ECD

[cells/mm2]
ME of CV

[%]
ME of HEX

[%]

Specular Microscopy
Proposed 14±16 0.6±1.3 −2.1±2.7

Topcon 9±41 1.7±1.8 −1.4±6.8

Confocal Microscopy
Proposed 22±30 −0.8±3.0 0.0±7.8

Selig et al. 40±57 1.7±6.4 −2.6±9.9

Phase-Contrast Microscopy
Proposed 1±9 −0.4±0.9 0.0±0.9

Ruggeri et al. 48±88 3.8±3.2 −0.4±1.9

Dataset Method
ME of no. cells

[%]
ME of mean
cell area [%]

Fluorescence-Confocal
Microscopy

Proposed at 1:1 0.5±1.4 −0.3±1.4

Proposed at 1:25 0.3±1.0 −0.1±1.0

Chiu et al. −1.7±1.6 2.0±1.8

hood test to compare a model that assumes equal variances between both estimation
errors with a model that assumes different variances. From the fixed effects test of the
models we evaluated whether the mean values in both estimations were different. No
correction for multiple testing was applied, and a P-value of less than 0.05 was consid-
ered statistically significant.

SPECULAR MICROSCOPY DATASET

The statistical analysis indicated a significantly better precision in all parameters for the
proposed method (P < 0.001, P = 0.020, and P < 0.001, for ECD, CV, and HEX respec-
tively). The analysis also indicated a significantly better accuracy for CV (P < 0.001), but
comparable accuracy for ECD and HEX (P = 0.57, both) (Table 2.1).

CONFOCAL MICROSCOPY DATASET

This dataset was characterized for having significantly smaller images with a rather low
cell density (Figure 2.5-D). The larger cell sizes (Figure 2.7-A–D) resulted in an initial
oversegmentation in approximately 45% of the cells. In the output, there were on av-
erage only one over- and one undersegmented cell per image, the majority of them in
the border region of the image. This provided a TPR of 97.5% and 0.016 FPs/cell. The
statistical analysis indicated that, for ECD and CV, there was a significantly better preci-
sion (P < 0.001) and better accuracy (P = 0.028, P = 0.002, respectively) for the proposed
method, but comparable precision and accuracy for HEX (P = 0.074, P = 0.088, respec-
tively) (Table 2.1). The small image sizes and large cells made the parameter estima-
tion more sensitive to merging errors and small variation in edge location. Overall, the
method could successfully cope with images exhibiting large differences in cell density
(Figure 2.5-D).
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Figure 2.7: Two representative results for each dataset: confocal microscopy (A-D), phase-contrast microscopy
(E-H), and fluorescence confocal microscopy (I-L). Segmentation in black lines; removed edges by merging
process in magenta. All mergers are colored: successful mergers in green, undersegmented cells (FP) in red,
oversegmented cell (FN) in dark blue, and mergers outside the gold standard area in light blue.

PHASE-CONTRAST MICROSCOPY DATASET

This dataset showed a high cell density and a low degree of polymegethism (Figure 2.6-
A, B), and the image quality was significantly better (Figure 2.7-E–H) compared to the
other datasets. Therefore, only 7.5% of the cells were initially oversegmented. After ap-
plying our method, 20 of the images had a perfect merging, and the remaining 10 im-
ages showed on average one over- and one under-segmented cell. In total, the method
provided a TPR of 98.70% and 0.0009 FPs/cell. The statistical analysis indicated a signif-
icantly better precision in all parameters for the proposed method (P < 0.001), a signif-
icantly better accuracy for ECD and CV (P = 0.008, P < 0.001, respectively), and similar
accuracy for HEX (P = 0.214) (Table 2.1). Overall, the high cell density and good quality
image made that our method provided highly satisfactory estimates.

FLUORESCENCE CONFOCAL MICROSCOPY DATASET

The last dataset was characterized by a large variation in cell size (Figure 2.7-I–L). Ap-
proximately 50% of the cells in each image were oversegmented, and around 5% of the
cells were comprised of more than three fragments. In the output, there were on aver-
age three over- and three under-segmented cells (from the approx. 1000 cells per im-
age). This provided a TPR of 99.37% and 0.0036 FPs/cell. However, the oversegmented
cells were mainly large cells divided in 5-10 fragments (Figure 2.7-K–L), which affected
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the parameter estimation considerably. The statistical analysis indicated a significantly
better accuracy in both parameters for our method (p < 0.001), but comparable preci-
sion (P = 0.428 and P = 0.201, for number of cells and mean cell area, respectively) (Ta-
ble 2.1). Due to the high intensity contrast between edges and cells, another SVM model
with smaller cost (FP:FN of 1:25) could be added to the cascade, which barely introduced
any FP but solved the majority of those oversegmented cells (figure not provided; values
in Table 2.1). Consequently, this also provided a statistically significant better precision
in both parameters (P = 0.024 and P = 0.007, for number of cells and mean cell area,
respectively).

2.3.3. COMPUTATIONAL COST & EXECUTION TIME

Besides the details explained in Section 2.2.1, several considerations were taken into ac-
count in order to reduce the computational cost. On average, each superpixel had 7
neighbors in the oversegmented image. Hence, the features of the superpixels were com-
puted only once, stored in memory, and retrieved when building the feature vector of a
candidate merger. When the features of a superpixel changed due to neighboring merg-
ers, the features were recomputed and overwritten. Initially, the oversegmented image
was translated into a structure where each superpixel, edge, vertex, and pixel was la-
beled, and where the connection between these elements were listed. This simplified
the iterative merging process, as we could directly access to the elements that needed to
be updated.

The computational cost of the 2-fragment classifier was linear with respect to the
number (N ) of initial superpixels, O (N ). For the 3-fragment classifier, the relation was
quadratic, O (N 2). For the main dataset, the entire segmentation process for a single pair
of classifiers took on average 2.5 minutes (four times more if we used the cascade of four
classifiers). The majority of time was used in evaluating all combinations of 3-fragments.
Restricting the segmentation to mergers of two fragments reduced the computation time
to less than 30 seconds, but as a consequence not all cells divided in 3 fragments were
correctly segmented. We believe that these computation times can be decreased sub-
stantially if this method were implemented in a low-level programming language.

2.4. DISCUSSION

We presented a new method to segment corneal endothelium images that requires no
user intervention. The method provided very good results in endothelium images ob-
tained from different devices and with large differences in cell density and variation in
cell size. Furthermore, our method can be applied to other images of similar closely-
packed cells with little extracellular matrix, such as RPE images. To the best of our knowl-
edge, no other technique with such versatility has been reported up to now.

The qualitative results shown in Figures 2.4 and 2.7 indicate accurate cell segmenta-
tion despite the presence of image artifacts and blurriness, and the variability in cell size
was not a performance-limiting factor. The quantitative results indicate an average er-
ror of less than 2.1% (Table 2.1), although this can be considerably smaller depending on
the dataset and the estimated parameter. The proposed method outperforms the other
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Figure 2.8: Several examples of undersegmented cells (A–C), and oversegmented cells (C–E) in the specular
microscopy dataset. (Top) Intensity images. (Middle) Gold standard in red. (Bottom) Segmentation results,
with the final segmentation in black lines and edges removed by the merging process in magenta. All mergers
are colored: successful mergers in green, undersegmented cells (FP) in red, oversegmented cell (FN) in dark
blue.

automatic techniques from the literature, offering a significantly better accuracy and/or
precision for the majority of the clinical parameters.

While we have used only classifiers dealing with cells divided in two and three frag-
ments, it is straightforward to extend our method to cells composed of more fragments.
Endothelial cells rarely show such a large difference in cell size that inclusion of explicit
classifiers for cells divided in more than three fragments is required. Indeed, those cases
only represent 0.35% of the cells in the specular microscopy dataset and 2.5% of the cells
in the confocal microscopy dataset. In practice, the proposed method achieves the cor-
rect segmentation for the majority of those cells as the intensity-related features help
to identify the false edges. This was illustrated convincingly in the fluorescence confo-
cal microscopy dataset (RPE), where cells divided in up to 15 fragments were correctly
segmented (Figure 2.7-I–L).

Among the datasets presented here, the specular microscopy images generate the
highest number of errors due to their lower signal-to-noise ratio and lower image qual-
ity in terms of contrast and blurriness. Indeed, lack of contrast between edges and cells
produces a rather inaccurate delineation of the edges in the initial oversegmentation,
which is the major factor for errors in the merging process (Figure 2.8-A, C, E). Even in
the absence of cell fragmentation, the inaccurate edge delineation significantly affects
the estimation of CV and, especially, HEX. Other factors, such as oddly shaped cells (Fig-
ure 2.8-B, D) or cells touching in the image borders, may produce wrong mergers. We
expect that the latter could be avoided with more training examples.

Overall, we observe that fragmented cells with correctly segmented edges are satis-
factorily merged. Hence, to further increase the accuracy of the segmentation, improve-
ments should be primarily made in the method to generate the initially oversegmented
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images.

In general, the method provides clinically usable results, especially for ECD and CV.
As observed in Figures 2.5–2.6, the error of those two biomarkers are relatively low, al-
though the error for HEX is still rather large. Whether this accuracy is clinically accept-
able depends more on the actual application and/or disease under study. Nonetheless, a
manual correction could be suggested to correct mistakes. This could be done in a user-
friendly manner, permitting the user to remove a false edge (or to undo an erroneously
removed true edge) with a simple click, without the need of tracing it manually.
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Abstract
Clinical parameters related to the corneal endothelium can be estimated by segmenting endothelial

cell images. Specular microscopy is the current standard technique to image the endothelium, but

its low signal-to-noise ratio make the segmentation a complicated task. Recently, we proposed a

method to segment such images by starting with an oversegmented image and merging the super-

pixels that constitute a cell. Here, we show how our merging method provides better results than

optimizing the segmentation itself. Furthermore, our method can provide accurate results despite

the degree of the initial oversegmentation, resulting into a precision and recall of 0.91 for the optimal

oversegmentation.
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3.1. INTRODUCTION

The endothelium of the cornea, a monolayer of hexagonal shaped cells on the posterior
corneal surface, plays a key role in keeping an optimal state of corneal hydration [1].
Human endothelial cell density decreases naturally with increasing age, and regenera-
tion of endothelial cells has not been observed under normal circumstances. Instead,
endothelial cells grow and migrate to occupy the space that is freed by the dying cells.
Intraocular surgery, trauma, and certain diseases may accelerate cell loss. If cell density
drops below 700 cells/mm2, the resulting corneal edema may disrupt vision [2]. Accu-
rate quantification of the endothelial cell morphology is crucial for the assessment of the
health status of the cornea.

Noncontact specular microscopy and contact confocal microscopy are commonly
used in clinical practice to image the endothelium in vivo. Characterized by its noninva-
sive nature and fast acquisition time, noncontact specular microscopy provides reliable
and reproducible measurements [3]. In comparison, contact confocal microscopy re-
quires corneal contact and has longer acquisition time, but it provides higher quality
endothelial images in diseased and edematous corneas [4]. Furthermore, ocular mi-
crosaccades, respiration, and pulse are important, limiting factors in the acquisition of
good quality images in vivo.

Endothelial cell density (ECD), coefficient of variation in cell size (CV), and hexag-
onality (HEX) are the three main parameters to assess the endothelium. Microscope
manufacturers provide built-in software to automatically segment endothelium images
and estimate these parameters. However, many studies have indicated that current mi-
croscope software may provide unreliable estimations, specifically in the cases with low
or high cell density or a high degree of CV [3, 5, 6].

In recent years, several cell segmentation techniques for in vivo corneal endothelium
images were proposed. More studies were focused on segmenting confocal images [7, 8]
rather than specular [9], probably because of its better image quality and signal-to-noise
ratio (SNR). Hence, there is a need to develop algorithms that can accurately segment
specular microscopy endothelial images.

3.1.1. OUR AIM

We have recently developed an automatic algorithm to segment in vivo specular mi-
croscopy images [10]. Briefly summarized, our method aims to generate an accurate
segmentation by starting with an oversegmented endothelial cell image and merging
those superpixels that together comprise a whole cell (Figure 3.1). We showed how a
machine learning approach (based on Support Vector Machines) can use features re-
lated to shape, intensity, size, etc., to identify the superpixels that constitute a complete
cell. During the merging process, all combinations of two and three neighboring super-
pixels are evaluated simultaneously, using a dedicated classifier for the merger of two
or three superpixels. The binary classification is then transformed into a probabilistic
output, which allows to sort the combinations. In a iterative process, the combination
with the highest probability is merged until no more acceptable combinations (P > 0.5)
remain.
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(A) (B) (C)

Figure 3.1: (A) Input image. (B) Initial oversegmentation. (C) Output of merging process.

Although any method that can generate oversegmented cell images could be used
as a starting point, we chose to adapt Selig et al.’s approach [7] because of its simplicity
to generate and adjust oversegmentation. Selig et al. designed a seeded watershed al-
gorithm in a stochastic manner to segment in vivo confocal microscopy images, which
requires fine-tuning of several parameters in order to achieve a satisfactory result. In our
approach [10], parameter tuning was not necessary as we aimed for oversegmentation.

In this paper, we show how our method can improve the accuracy of Selig et al.’s
[7] optimal segmentation when applied to in vivo specular microscopy images. By us-
ing precision and recall to evaluate the segmentation, we obtained the best parameter
values for Selig et al.’s method and computed the corresponding segmentation (named
“watershed optimized result"). After applying our merging method [10] to the watershed
optimized result, we evaluated the segmentation results. Furthermore, we generated
several oversegmented images with different degrees of oversegmentation, applied our
merging method to all of them, and evaluated the resulting segmentation, thereby show-
ing the robustness of our method against various degrees of oversegmentation.

3.2. METHOD

3.2.1. MATERIALS

The dataset contains 30 corneal endothelium images from the central cornea of 30 glau-
comatous eyes, acquired in The Rotterdam Eye Hospital with a noncontact specular mi-
croscope (SP-1P, Topcon, Tokyo, Japan) for an ongoing study regarding the implantation
of a Baerveldt glaucoma drainage device. Each image covers an area of 0.25 mm × 0.55
mm and they were saved as 8-bits grayscale images of 241×529 pixels. The dataset shows
a large variability in cell morphology, with a range of 1400–2700 cells/mm2 in ECD, 19–
35% in CV, and 44–73% in HEX. The acquisition occurred with informed consent and fol-
lowed the tenets of the Declaration of Helsinki. One expert created the gold standard by
performing manual segmentation of the edges using an image manipulation program,
GIMP.

3.2.2. DESCRIPTION OF THE OVERSEGMENTATION METHOD

Selig et al.’s method [7] employs a seeded stochastic watershed algorithm to segment
endothelial cell images. The seeds are arranged in a hexagonal grid to mimic the en-
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dothelial cells pattern. The grid size is derived by estimating the most common cell size,
which can be computed from the Fourier spectrum of the image (see Section 3.2.3). The
seeded watershed algorithm is repeatedly applied, m = 100 times (value derived in [11]),
to a randomly rotated and translated grid. Uniformly distributed noise in the range of
[0,u] is added to the image at each iteration, which avoids the occurrence of spurious
segmentation lines [11]. The result of all seeded watershed segmentations are summed
together, providing an image named likelihood map (or PDF), which indicates how often
each pixel was selected as edge. To smooth the result, a Gaussian smoothing filter is ap-
plied to the PDF, whose optimal σPDF is related to the cell size. To adapt σPDF to the cell
size of each image, Selig et al. defined a parameter kσ = σPDF f ∗, where f ∗ is the char-
acteristic frequency estimated from the Fourier spectrum of the image. An H-minima
transform is then applied to the PDF, h = khm/σPDF , to discard small minima. Finally,
the classical watershed is applied to the PDF, resulting in the final segmentation. Selig
et al. observed that the smoothing was very sensitive to errors in the estimation of f ∗,
and so they suggested to re-estimate f ∗ from the PDF. In summary, three parameters are
to be tuned in the algorithm: noise amplitude u, smoothing size kσ, and local minima
depth kh .

3.2.3. FREQUENCY ANALYSIS

The 2D Fourier transform (2D FT) of an endothelial image shows a distinctive concen-
tric ring due to the fairly regular size and pattern of the cells [12]. The ring’s radius,
called characteristic frequency ( f ∗), is related to the most common cell size in the image,
l = 1/ f ∗ [7]. To determine the radius, we compute the 1D radial magnitude by angular
averaging of the magnitude of the 2D FT,

FRM ( f ) = 1

2π

∫ 2π

0
|F ( f ,θ)|dθ, (3.1)

where F ( f ,θ) is the Fourier transform of the intensity image in polar coordinates. Thus,
the ring radius in the 2D FT appears as a peak in the 1D radial magnitude. Since specular
microscopy images have lower SNR, lower contrast, and lower resolution than confocal
images, the ring appears almost imperceptible in the radial magnitude (Figure 3.2-A,
arrow). Selig et al. [7] proposed a method, named reconstruction by dilation, to enhance
the peak (Figure 3.2-B) and find its value by fitting a parabola. While the enhancement
method works well in specular microscopy images, the parabola fitting must be applied
with caution because it is prone to generate wrong estimations. Instead, we propose to
fit a function that is comprised of a decaying exponential and a Gaussian,

g ( f ; a,b,c,µ,σ) = a exp(−b f )+ 1p
2πσ2

exp

(−( f −µ)2

2σ2

)
+ c, (3.2)

where g is the model, f is the spatial frequency, a and b are the scale parameters of the
exponential, µ and σ are the mean and standard deviation of the Gaussian respectively,
and c is the offset. A non-linear least-squares solver was used to find the parameters.
The characteristic frequency is then estimated as the position of the Gaussian (µ). As
suggested by Selig et al. [7], the estimation of f ∗ can be improved if the model is fitted
to the Fourier transform of the PDF (Figure 3.2-C).
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(A) (B)

(C) (D)

Figure 3.2: The radial magnitude of the FT after angular averaging at different stages of preprocessing in order
to estimate f ∗. (A) No preprocessing; f ∗ is almost indiscernible (arrow). (B) After reconstruction by dilation in
the FT of the image (fitting gives a f ∗ = 0.0527). (C) After reconstruction by dilation in the FT of the PDF (fitting
indicates a f ∗ = 0.0541). (D) After reconstruction by dilation in the FT of the PDF where an oversegmentation
with N = 8 was applied (fitting provides a f ∗ = 0.0880).

3.2.4. GENERATING OVERSEGMENTATION

Oversegmentation can easily be induced by creating a denser grid of seeds in Selig et al.’s
method [7]. Given the total image area AI , the expected number of cells in the image is
nseed s = N AI f ∗2, with N = 1 for the watershed optimized segmentation. In our merging
method, we used a value N = 3, which is equivalent to a cell density three times higher.
In this paper, we generate nine oversegmented images by taking the integer values N =
1,2, ...,9.

Two scenarios to create oversegmentation were considered. If f ∗ is re-estimated in
the PDF after oversegmentation was applied, the frequency spectrum will show the com-
ponents of the smaller superpixels in the PDF (Figure 3.2-D). Then, the fitting function
will provide an f ∗ balanced between the average cell size and the smaller superpixels
in the PDF. This simply creates a higher degree of oversegmentation with more irregular
sizes of superpixels. Alternatively, we can avoid re-estimation (or to re-estimate it using
N = 1). Nonetheless, both cases were evaluated here, named oversg. 1 for the former (re-
estimation of f ∗ in the PDF) and oversg. 2 for the latter. The degree of oversegmentation
in both cases is indicated in Table 3.1.
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Table 3.1: Estimated precision and recall for different degrees of oversegmentation (N ). The percentage in-
dicates the number of superpixels in the initial oversegmented images relative to N=1. Watershed optimized
result (WOR) is added for comparison purposes.

N WOR 1 2 3 4 5 6 7 8 9

Oversg. 1 (%) - 1 1.12 1.24 1.42 1.70 2.04 2.21 2.45 2.68

Precision 0.83 0.89 0.91 0.91 0.91 0.90 0.89 0.88 0.88 0.86

Recall 0.85 0.86 0.90 0.91 0.91 0.91 0.92 0.92 0.92 0.90

Oversg. 2 (%) - 1 1.10 1.20 1.28 1.35 1.39 1.42 1.44 1.47

Precision 0.83 0.89 0.91 0.91 0.89 0.89 0.88 0.86 0.85 0.85

Recall 0.85 0.86 0.90 0.90 0.89 0.89 0.88 0.86 0.85 0.85

3.2.5. EVALUATING THE SEGMENTATION

In order to evaluate the segmentation, we computed two values from the segmented
images, the total number of superpixels (ntot al ) and the number of cells correctly seg-
mented (ncor r ), as well as one value from the gold standard, the number of real cells
(nr eal ). We considered a cell is correctly segmented based on the following rule: given
the area of a cell in the segmentation AS , the area of a cell in the gold standard AG , and
the intersection of those two areas AI = AS ∩AG , the cell in the segmentation is correctly
segmented if AI > 0.75×max(AS , AG ). That margin was added to allow small deviations
in the cell boundary locations and was selected after visual analysis.

The precision p = ncor r /ntot al and the recall r = ncor r /nr eal were computed and
combined into the F -measure, F = 2pr /(p + r ). Although both, over- and underseg-
mented cells affect both metrics, precision decreases more acutely with oversegmenta-
tion and recall decreases more strongly with undersegmentation.

3.3. RESULTS & DISCUSSION

3.3.1. WATERSHED OPTIMIZED RESULT

Selig et al.’s algorithm was applied to all images in the dataset for all values of u between 0
and 50 in steps of 10, values of kσ between 0.10 and 0.25 in steps of 0.01, and values of kh

between 0.000 and 0.010 in steps of 0.001. The F -measure was computed for each image.
In a leave-one-out approach, the parameters for image i were estimated as the ones that
yielded the largest average F when computed for all images in the dataset excluding i .
For all images, the optimal parameters were the same: ui = 20, kσ,i = 0.20, and kh,i = 0.

When evaluated the segmentation without merging, the mean and standard devia-
tion of the precision and recall with the optimal parameters were p = 0.83± 0.07 and
r = 0.85 ± 0.06, yielding F = 0.84 ± 0.07. This suggested that over- as well as under-
segmentation were present.
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(A) (B) (C) (D)

(E) (F) (G) (H)

Figure 3.3: Two representative examples: oversg. 2 in (A–D), and oversg. 1 in (E–H). (A,E) Gold standard seg-
mentation in blue, superimposed over the intensity image. In the remaining images, resulting segmentation in
black and edges removed during merging process in magenta, for an oversegmentation of N = 1 in (B,F), N = 3
in (C,G), and N = 9 in (D,H). Note that watershed optimized result is (B,F) with all edges (black and magenta).
Red arrows indicate undersegmentation. Blue arrows indicate inaccurate segmentation.

3.3.2. SOLVING THE OVERSEGMENTATION

Based on the optimal parameters obtained in Section 3.3.1, nine oversegmented images
(per image in the dataset) were generated for each type of oversegmentation (as de-
scribed in Section 3.2.4) after which the merging method [10] was applied to all of them
without retraining. The evaluation of the resulting segmentations shows that the wa-
tershed optimized result can be directly improved by just applying our merging method
(WOR vs. N = 1, in Table 3.1). In a visual evaluation (Figure 3.3-B, F), it is clear that
the watershed optimized result generates under- (red arrows) and over-segmentation
(magenta edges). Whereas the latter is mostly solved by the merging method (large in-
crease in precision from WOR to N = 1 in Table 3.1), the former cannot be easily fixed
as the number of possible splits grows exponentially with the number of edge pixels per
undersegmented superpixel. It is then crucial for our merging method to start with an
oversegmented image where no undersegmentation occurs.

The optimal degree of oversegmentation occurs at N = 3 for both types of overseg-
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mentation (Foversg.1 = 0.910, and Foversg.2 = 0.906). All true edges seem to be detected
at that point, and the degree of oversegmentation is not excessive. For higher values of
N , it would be expected that more (presumably unnecessary) initial oversegmentation
would only increase the chances of more errors. Interestingly, this hardly happens for
the cases in oversg. 1. The reason lies in the inaccurate segmentation of some edges due
to a limitation of the stochastic watershed: when a strong false edge is detected close to
a real edge (blue arrows in Figure 3.3-F), the latter cannot be detected unless we force
a large amount of oversegmentation (Figure 3.3-H). Whereas such a degree of overseg-
mentation would suggest a higher error probability, the merging method can satisfacto-
rily overcome this problem. Nonetheless, this evaluation suggests that the best setup is
using oversg. 1 with N = 3, as it is more robust.

In summary, we have shown how a segmentation method based on merging super-
pixels can improve the accuracy of another segmentation method specifically designed
to solve confocal images. Furthermore, we have proven how such a merging method
is strongly robust against the degree of initial oversegmentation without requiring any
retraining.
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Abstract
Background: Corneal endothelium (CE) images provide valuable clinical information regarding
the health state of the cornea. Computation of the clinical morphometric parameters requires the
segmentation of endothelial cell images. Current techniques to image the endothelium in vivo de-
liver low quality images, which makes automatic segmentation a complicated task. Here, we present
two convolutional neural networks (CNN) to segment CE images: a global fully convolutional ap-
proach based on U-net, and a local sliding-window network (SW-net). We propose to use prob-
abilistic labels instead of binary, we evaluate a preprocessing method to enhance the contrast of
images, and we introduce a postprocessing method based on Fourier analysis and watershed to con-
vert the CNN output images into the final cell segmentation. Both methods are applied to 50 images
acquired with an SP-1P Topcon specular microscope. Estimates are compared against a manual
delineation made by a trained observer.

Results: U-net (AUC = 0.9938) yields slightly sharper, clearer images than SW-net (AUC = 0.9921).
After postprocessing, U-net obtains a DICE = 0.981 and a MHD = 0.22 (modified Hausdorff dis-
tance), whereas SW-net yields a DICE = 0.978 and a MHD = 0.30. U-net generates a wrong cell
segmentation in only 0.48% of the cells, versus 0.92% for the SW-net. U-net achieves statistically
significant better precision and accuracy than both, Topcon and SW-net, for the estimates of three
clinical parameters: cell density (ECD), polymegethism (CV), and pleomorphism (HEX). The mean
absolute percentage error in U-net for the parameters is 0.4% in ECD, 2.8% in CV, and 1.3% in HEX.
The computation time to segment an image and estimate the parameters is barely a few seconds.

Conclusions: Both methods presented here provide a statistically significant improvement over the

state of the art. U-net has reached the smallest error rate. We suggest a segmentation refinement

based on our previous work to further improve the performance.
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4.1. INTRODUCTION

Convolutional Neural Networks (CNNs) have considerably advanced the state of the art
in computer vision in the last years. Although they were introduced 30 years ago [1],
it was not until recently that improvements in computer hardware allowed large-scale
training of more complex, deep networks [2]. Whilst the typical use of CNNs was aimed
at learning classification tasks, segmentation is also a desired outcome in medical imag-
ing. In 2012, Cireşan et al. [3] employed a typical classification architecture to perform
tissue segmentation. They segmented neural membranes images from electron micros-
copy by using a CNN in a sliding-window setup such that in order to predict the class
label of a target pixel, a local region (patch) around that pixel was provided as input. Al-
though this strategy yielded great results (it won the ISBI 2012 challenge), it was compu-
tationally expensive and did not exploit the redundancy between overlapping patches.
In 2015, Ronneberger et al. [4] proposed the U-net, which turned out to be a major con-
tribution to the field of biomedical image segmentation. This network, an extension of
a “fully convolutional network” presented in a previous paper [5], had the benefits of
faster training by introducing skip-layer connections between layers of the same reso-
lution and by not using fully connected layers. U-nets accept the whole image as input
and obtain good results with just a very few annotated images to train on, which made it
win the ISBI 2015 challenge. In this paper we aim to adapt, improve, and evaluate a local
sliding-window CNN (named SW-net) and a global fully convolutional U-net to segment
corneal endothelium (CE) images obtained with specular microscopy.

The CE is a monolayer of closely packed and predominantly hexagonally-shaped
cells on the posterior surface of the cornea. Endothelial cells are 4–6 µm in height and 20
µm in width [6], and they play a key role in maintaining an optimal state of corneal hy-
dration [7], but they do not undergo mitosis in vivo. Instead, when cells are lost through
age-related apoptosis or trauma, the remaining healthy cells grow and migrate to oc-
cupy the space of the lost cells. As a result, the CE cell architecture loses its hexagonal
appearance. In young adults, the endothelial cell density is within 3000–3500 cells/mm2,
but generally around 2000 cells/mm2 in elderly people [8]. If the cell density reaches a
critical point due to trauma or eye diseases (around 500–700 cells/mm2), corneal edema
occurs. Since edema leads to poor vision, corneal transplantation is usually the treat-
ment in those situations.

Currently, three parameters are used to evaluate the health status of the endothe-
lium: endothelial cell density (ECD), polymegethism (or coefficient of variation in cell
size, CV), and pleomorphism (or hexagonality, HEX). To correctly estimate the clinical
parameters, an accurate segmentation of the cells is necessary. The current clinical stan-
dard technique to image the endothelium in vivo is noncontact specular microscopy,
which is fast and noninvasive. However, images might appear blurred since this tech-
nology requires corneas to have a smooth endothelium surface [9]. In addition, noise,
illumination distortions, and optical artifacts are commonly present in specular images.

Manual delineation of the cells is a very labor-intensive task. Existing commercial
software for cell segmentation, usually provided by the microscope manufacturers, has
limited performance. Several studies using specular microscopy have shown the inac-
curacy of the automated analyses [10–13]. For instance, Luft et al. [14] compared four
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different noncontact specular microscopes in combination with their built-in segmen-
tation software (models: EM-3000, Tomey; CEM-530, Nidek; CellChek XL, Konan; and
Perseus, Bon Optic) in healthy eyes and eyes with corneal grafts, and concluded that
all models (except Konan) significantly underestimated ECD in the subgroup of healthy
eyes, whereas ECD was significantly overestimated in the corneal graft group for all mod-
els.

Several algorithms for in vivo corneal endothelium cell segmentation have been pro-
posed in the last three decades. The early approaches (90s and early 00s) used simple
methods, such as a combination of thresholding, skeletonization, Gaussian filtering, and
morphological operations [6, 15, 16], shape dependent filters [17], and the seeded wa-
tershed algorithm [18–20] (each one using different morphological operations to place
the seeds). These methods only provided relatively good results for high-quality images
and their clinical application was never evaluated. Moreover, many of them suggested
the necessity of user interaction to correct errors. In contrast, new clinically applicable
methods have been proposed in recent years: Foracchia and Ruggeri [21] developed an
algorithm based on Bayesian shape models, which later evolved into a genetic algorithm
by Scarpa and Ruggeri [22]; Sharif et al. [23] developed a hybrid model based on a combi-
nation of an active contour model (snakes) and a particle swarm optimization approach;
Habrat et al. [24] proposed an algorithm based on directional filters, which was clini-
cally evaluated along with other methods [25]; Al-Fahdawi et al. [26] suggested a method
based on the watershed algorithm and Voronoi tessellations; Selig et al. [27] employed
Fourier analysis and the seeded watershed algorithm in a stochastic manner to segment
confocal images; and Vigueras-Guillén et al. [28] proposed a classifier-driven method to
generate an accurate segmentation from an oversegmented image, using Selig et al.’s ap-
proach [27] to generate the oversegmentation. Among these methods, the ones includ-
ing a comparison with their respective microscope’s estimates were significantly more
accurate, yet some mistakes were still present.

Regarding the use of neural networks or CNNs to segment CE images, four algorithms
were published in the last year. Fabijańska [29] proposed a feed-forward neural network
with one hidden layer to segment 30 ex vivo endothelial images from phase-contrast
microscopy (dataset published in [30]), achieving an error in cell number detection of
5% and a DICE [31] value of 0.85. Nurzynska [32] further improved the results on the
same dataset by employing a CNN in a sliding-window setup, using a similar network as
Cireşan et al. [3], and obtaining a precision of 93% and a DICE of 0.94. Phase-contrast
microscopy yields ex vivo CE images of high quality, which cannot be compared with
in vivo specular microscopy. In fact, we already solved that dataset, achieving a seg-
mentation error in only 0.28% of the cells and an average error in the clinical parameter
estimates of less than 0.4% [28]. Katafuchi et al. [33] also used a CNN in a sliding-window
setup to segment human endothelium in vivo, although they did not specify the imaging
technology. They also employed a similar network as Cireşan et al. [3], and they achieved
an error rate of 12%. Since neither of these two papers did a clinical evaluation, no fur-
ther comparison can be described here. Finally, Fabijańska [34] was the first to apply the
U-net to specular images, although using patches as input instead of whole images. She
achieved a DICE of 0.85, an AUC (area under the ROC curve) of 0.92, and the error in the
clinical parameters were 5.2% in ECD, 11.93% in CV, and 6.2% in HEX. In other image
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modalities, different neural networks architectures have been used for image segmenta-
tion, such as the use of fuzzy deep neural networks for brain MRI images [35] in order
to extract information from both fuzzy and neural representations. Whereas the use of
these sophisticated architectures in CE images has not been studied yet, it does not seem
to be necessary given the rather low complexity of the cell patterns in CE images.

In summary, two main approaches have been exploited when using CNNs to seg-
ment endothelial cell images: via pixel classification (sliding-window setup, SW-net), or
via direct segmentation (U-net). Here, we aim to clarify which approach is more opti-
mal, proposing and evaluating two end-to-end solutions to segment in vivo CE images
acquired with specular microscopy. Specifically, (1) we use a preprocessing technique,
a contrast limited adaptive histogram equalization (CLAHE) [36], to enhance the con-
trast of the images, and evaluate whether any image normalization is beneficial; (2) we
propose a modification of the image labels to make them probabilistic instead of binary,
which improves the performance; (3) we evaluate several implementation choices of the
CNNs; and (4) we suggest a postprocessing method to the CNN output in order to create
the final segmented images.

This paper is organized as follows. In the Methods section, we describe the dataset,
we illustrate the two networks highlighting the changes we introduce, and we describe
the pre- and postprocessing techniques in detail, as well as all the metrics and statistical
analysis employed. In the Results section we evaluate the two networks in three ways:
the performance of the CNNs and the importance of certain implementation details; the
segmentation after applying the postprocessing method, reporting the distance to and
similarity with the gold standard, as well as the percentage of correctly detected cells;
and the accuracy of the estimated clinical parameters. In the Discussion section, we
highlight the main findings and compare the results with some of the aforementioned
methods. In the Conclusions section, we summarize the relevance of this study.

4.2. METHODS

4.2.1. MATERIALS

The dataset contains 50 corneal endothelium images from the central cornea of 50 glau-
comatous eyes, imaged with a noncontact specular microscope (SP-1P, Topcon Co., To-
kyo, Japan). They are part of an ongoing study in The Rotterdam Eye Hospital regarding
the implantation of a Baerveldt glaucoma drainage device. Data was collected in ac-
cordance with the tenets of the Declaration of Helsinki. Signed informed consent was
obtained from all subjects. Approval was obtained from the Medical Ethical Commit-
tee of the Erasmus Medical Center, Rotterdam, the Netherlands (MEC-2014-573). Trial
registration: NL4823 (https://www.trialregister.nl/trial/4823), registered 06/01/2015.

Glaucoma is a condition related to the buildup of pressure inside the eye, which can
eventually damage the optic nerve. In primary open-angle glaucoma (POAG), the eye
cannot properly drain the aqueous humor through its drainage system, whereas in pri-
mary angle-closure glaucoma (PACG) the iris blocks the entrance of the drainage system.
In PACG, surgical intervention is usually required to remove the blockage. In POAG, eye
drops are the first treatment option in mild cases, either to reduce the formation of fluid

https://www.trialregister.nl/trial/4823
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in the eye or increase the outflow, but surgical intervention is usually considered when
these treatment modalities have proven ineffective. Trabeculectomy is a common pro-
cedure, which consists of a small hole in the sclera, covered by a thin trap-door, which
makes it possible to drain the aqueous humor out of the eye. However, scarring may
lead to failure of the trabeculectomy. Therefore, but also because of other possible com-
plications with trabeculectomies, glaucoma drainage devices are often preferred over
trabeculectomy. Indeed, in refractory cases, the success rates five years postoperatively
of Baerveldt implants are higher than those of trabeculectomies [37].

A common postoperative complication after implantation of a Baerveldt (or simi-
lar glaucoma drainage) device is a change in the CE, in both cell count and cell shape
[38, 39], due to the proximity of the device’s tube. In the study currently ongoing in The
Rotterdam Eye Hospital, eyes were imaged before and after the implantation of the de-
vice. Here, we focused on solving the cases prior to the implantation, which let us as-
sume that the CE was only affected by the natural aging process. Indeed, it has not been
observed that glaucoma has any direct effect in the morphology of the CE cells. In our
dataset, the average age is 64.8±9.2 (mean ± SD). Our dataset showed a large variability
in cell size and morphology, with a range of 1100–2800 cells/mm2 in ECD, and 18–36%
in CV, and 44–74% in HEX.

Each image covers an area of 0.25 mm × 0.55 mm and was saved as 8-bits grayscale
images of 240×528 pixels. According to the manufacturer, pixels have a lateral size of
1.038 µm. On average, there are 240 cells per image. One expert created the gold stan-
dard by performing manual segmentation of the cell edges using an open-source image
manipulation program (GIMP, v.2.8).

4.2.2. U-NET ARCHITECTURE

The U-net follows a standard fully convolutional architecture, with a contraction and
an expansion path, each composed of four resolution steps (Figure 4.1). In the contrac-
tion path, each step consists of two 4×4 padded convolutions with a rectified linear unit
(ReLU), a dropout layer with a drop rate of 50% between the two convolutions, and a 2×2
max pooling with stride 2 at the end for downsampling. In the expansion path, each step
contains a 4×4 transposed convolution with stride 2 for upsampling, a concatenation
with the corresponding feature map from the contraction path, two 4×4 padded convo-
lutions with ReLU, and a dropout layer with a drop rate of 50% between the convolutions.
The convolutional layers in the first resolution step have 32 feature channels, doubling
it at each downsampling step, and halving it at each upsampling step. In the last layer, a
1×1 convolution reduces the channels to the number of classes, which is set to two (cell
body and cell edges). A cross-entropy loss function with a pixel-wise soft-max activation
is used over the final feature map. No class weighting is employed. The optimizer of our
choice is Adam [40] with an initial learning rate (l ri=0) of 0.001 and a decay of 0.001, such
that l ri = l ri−1 ·(1/(1+decay ·iteration)), where i denotes iteration. The network accepts
the whole image as input. A batch size of 4 images is used.

Compared to the original U-net architecture, several modifications were introduced.
First, we used a kernel size of 4×4 instead of 3×3, and the network was downscaled in
width and depth, halving the number of feature channels and removing one resolution
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Figure 4.1: Schematic overview of U-net (B) and SW-net (C). The blocks summarizing the layers at the different
resolution steps are indicated in (A). For U-net, the network consists of a contraction path and an expansion
path. In contrast, SW-net is, in essence, the same contraction path of U-net with a global averaging layer and a
fully connected layer of 2 neurons in the end.

step.

Second, dropout layers were added in between the two consecutive convolutions per
resolution step. Dropout is a regularization method used to avoid overfitting, originally
described for neural networks [41, 42]. It stochastically sets to zero a certain number of
activations of hidden units at each training iteration. This prevents the co-adaptation of
feature detectors by forcing neurons to rely on population behavior. In CNNs, it simply
sets input values (of the feature maps) to zero.

Third, we used transposed convolutions for upsampling in the expansion path. The
transposed convolution is described as the operation that forms the same connectivity
as the normal convolution but in the opposite direction [43]. Since the weights in the
transposed convolution are learned, this avoids to predefine an interpolation method
for upsampling. Unfortunately, transposed convolutions can also produce a checker-
board effect due to the uneven overlapping of the filter range in the output pixels [44].
Specifically, the uneven overlapping occurs when the kernel size is not divisible by the
stride. While the CNN could, in principle, learn weights to avoid this problem, in prac-
tice this effect is often observed, especially in images with strong colors. One practical
solution is to use a 4×4 kernel size with a stride of 2 [45]. Nonetheless, we did not observe
in our work the checkerboard effect when using filters of 3×3 with a stride of 2.
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4.2.3. SW-NET ARCHITECTURE

The SW-net architecture follows the same contraction path as the aforementioned U-net
(Figure 4.1). However, instead of the entire image, a patch of size 64×64 is provided as
input, and the filter size of the convolutional layers is 3×3. At the end of the contrac-
tion path it adds a global averaging pooling layer, where each channel is reduced to its
average value, and a fully connected layer of two neurons, which provides the outcome
for the two classes regarding the central pixel of the patch. A batch size of 128 patches
is used here, which holds a similar amount of data as the batch in our U-net. Moreover,
the same loss function and optimizer is employed.

The original Cireşan et al.’s architecture [3] consisted of four stages of one convolu-
tional layer followed by max-pooling. All convolutional layers had 48 feature maps and
filters of size 4×4 (one of 5×5). The network ended with two fully connected layers: one
of 200 neurons followed by another with 2 neurons to obtain the class labels. In compar-
ison, our network has doubled the number of convolutional layers, albeit with a smaller
kernel size, increasing the receptive field (61 pixels instead of 48 pixels). Moreover, we
substituted the large fully connected layer with a global averaging pooling. This idea
was originally suggested by Lin et al. [46], where they argued that fully connected layers
at the end of a CNN are prone to overfitting, whereas global averaging layers are more
native to the convolution structure, overfitting is avoided, and the feature maps can be
interpreted as categories confidence maps.

4.2.4. PREDICTION

For U-net, the segmentation was retrieved directly from the network output. In the SW-
net, one patch per each pixel was retrieved, building up the segmentation image with the
classification value of each patch. Images were mirrored in order to extract the patches
that reached beyond the image borders.

4.2.5. POSTPROCESSING

To obtain the final segmentation, we smoothed the CNN output and applied the clas-
sic watershed algorithm [47]. Specifically, we first estimated the average cell size in the
image by Fourier analysis in order to built a Gaussian smoothing filter whose standard
deviation was related to that size. It is well known how the 2D Fourier Transform (FT)
of a CE image shows a distinctive concentric ring due to the fairly regular pattern of the
cells [27], and for the output of the CNN that ring is clearly noticeable (Figure 4.2-A).
Selig et al. described in [27] how the radius of the ring, called characteristic frequency
( f ∗), is related to the most common cell size in the image, l = 1/ f ∗. We estimated the
radius by first applying a method called “reconstruction by dilation” to remove the low
frequencies (defined by Selig et al. in [27]) and later computing the 1D radial magnitude,
defined as the angular averaging of the magnitude of the 2D FT of the images,

FRM ( f ) = 1

2π

∫ 2π

0
|F ( f ,θ)|dθ, (4.1)
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(B)(A)

Figure 4.2: (A) 2D FT of the U-net output of a CE image (up to f = 0.3). (B) The magnitude of the FT after
reconstruction by dilation and angular averaging (black), and the fitted model (red) in order to estimate the
peak.

where F ( f ,θ) is the FT of the image in polar coordinates (Figure 4.2-B). In our previous
work [48], we described a fitting function to estimate the peak position ( f ∗) and also de-
rived a parameter, kσ = 0.20, used to adapt the filter σ to each image, σ = kσ/ f ∗. Once
images were smoothed, the watershed algorithm was applied, and the clinical parame-
ters were estimated from the resulting images. The classic watershed does not require
any parameter tuning, but it is expected that each object (cell) to detect has a single local
minimum, otherwise cells will be oversegmented.

4.2.6. LABELS

The gold standard, a binary image where value 1 indicates a cell edge and value 0 repre-
sents a cell body, was defined such that cell edges are 8-connected-pixel lines of 1 pixel-
width (Figure 4.3-B). In the intensity image, the cell edges might appear thicker, with a
steep but clear transition in intensity from the peak of the edge towards the inner cell.
However, this thickness might vary considerably even in the same image (Figure 4.3-A).
Hence, instead of using the gold standard images as labels, we proposed to use prob-
abilistic labels where edges appear thicker and in which the aforementioned intensity
transition between edges and cells is preserved. There are three reasons for doing so:
(1) it is counterproductive to teach the network that the pixels adjacent to the annotated
1-pixel-width edge are cell pixels as they usually have the same characteristics as the
annotated edge; (2) mimicking the intensity transition in the labels is a more natural ap-
proach and helps the network in its classification task; (3) as the network will learn to
replicate this pattern (gradual intensity transition between edges and cell bodies), this
will be beneficial when applying the watershed algorithm in the postprocessing step.

To create the probabilistic labels, we convolved the gold standard images with a 7×7
isotropic unnormalized Gaussian filter of standard deviation 1 pixel. This allowed all pix-
els with label 1 (edges) in the gold standard to keep a value equal to 1 in the probabilistic
label image, with increasingly smaller probabilities for pixels further away from the an-
notated cell edge (Figure 4.3-C). Hence, the pixels in the label image can be regarded as
the probability of being part of an edge. This is used as the target output of the networks
to be trained. During evaluation, the edge class was considered any pixel with p > 0.5.
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(A) (B) (C)

Figure 4.3: (A) Raw intensity image, size 100×120 pixels. (B) Gold standard superimposed on the image. (C)
Label image.

In practice this means that we accept a 1 pixel error in the location of the edge. For com-
parative purposes, we also evaluated the outcome segmentation when the “hard”, binary
gold standard labels are used as target output.

4.2.7. PREPROCESSING OF THE INTENSITY IMAGES

Specular microscopy images usually have a non-uniform luminosity across the image
and low contrast (Figure 4.4-A). Here, we want to evaluate whether the CNN can benefit
from some kind of image enhancement. Furthermore, it is common practice in neural
networks to standardize the input images,

i mag est and = image−mean(image)

std(image)
, (4.2)

or normalize them,

i mag enor m = image−mi n(image)

max(image)−mi n(image)
. (4.3)

To enhance local image contrast, we proposed to use contrast limited adaptive his-
togram equalization (CLAHE) [36] with a kernel of 24×24 (Figure 4.4-B). This kernel size
matches approximately the area of the average cell. A kernel with a size less than half of a
cell would overamplify noise, whereas a kernel too large would reduce the benefits of lo-
cal contrast enhancement. In earlier work on aneurysm detection in fundus images, we
achieved a much better performance with intensity normalization than without it [49].

In summary, we tested the influence of preprocessing by analyzing five possible sce-
narios: feeding the raw images, normalizing them, standardizing them, and enhancing
them by CLAHE (with and without standardization, since the output of CLAHE is already
normalized).

4.2.8. DATA AUGMENTATION

Given the nature of the images, flipping them horizontally and/or vertically was a natu-
ral way of augmenting the training data by a factor of four. We avoided other transfor-
mations, such as rotation or elastic deformations [50], for two reasons: (1) the images
show a small degree of distortions only in horizontal and vertical lines, hence rotating or
deforming the images would create new noise patterns that do not exist in the original
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(A) (B)

Figure 4.4: (A) A specular microscopy image, size 240×528 pixels. (B) The intensity image after CLAHE.

images; (2) when rotating, the image corners need to be filled, either by mirroring the
image or setting that area in black; either way, we are introducing new patterns to be
solved by the network.

4.2.9. IMPLEMENTATION DETAILS, AND COMPUTATIONAL COST

The data set was divided in 5 folds of 10 images each. To obtain the optimal network
parameters, we used 4 folds for training and 1 for validation/test. For the evaluation of
the CNN segmentation and the clinical parameters, a 5-fold cross-validation approach
was employed in order to test all the remaining folds, using the parameters determined
in the first test set.

Regarding class weighting in U-net, we evaluated whether adding weights in the loss
function was advantageous. Here, the edge class has 4 times less pixels than the cell
class. For the SW-net, we sampled the same amount of patches per class in each batch.

Other loss functions were tested, specifically mean-squared and mean-absolute loss,
but with very similar performance as using cross-entropy. Batch normalization layers
[51] were also tested by including them after every ReLU, but this created slightly more
overfitting and degraded the performance. Similarly to what Springenberg et al. reported
in [52], no differences were observed in SW-net if max-pooling layers were substituted
with a stride of 2 in the previous convolutional layer.

CNN filter weights were initialized from an uniform distribution of mean = 0 and
width ≈ 1 (glorot uniform initializer in Keras). Networks were coded in Python 3.6 pro-
gramming language, using the Keras library and Tensorflow as backend. Experiments
were run in the free research tool Google Colaboratory, which includes GPU support
(Tesla K80), taking roughly 0.8 seconds per training iteration in U-net and 0.5 seconds
for the SW-net. The testing took less than 1 second per image for U-net. However, for the
SW-net, evaluating all patches in an image took around 1 minute. The postprocessing
and parameter estimation took barely 1–2 seconds per image.

4.2.10. METRICS AND STATISTICAL ANALYSIS

In the evaluation of the CNNs performance, accuracy and AUC were provided. However,
due to the probabilistic nature of the labels, pixels with label values p close to 0.5 are not
relevant for our ultimate goal. Indeed, the most important pixels are either at the crest of
the cell edge (p = 1) or at the inner cell body (p = 0). Furthermore, the class imbalance
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makes it important to evaluate each class performance independently. Hence, we also
reported the precision (PRE), sensitivity (SEN), and specificity (SPE) for the final designs,
but only considering the pixels with values 0 and 1 in the label images. For clarification
purposes, we placed an asterisk (*) in the metrics that followed this rule.

In the evaluation of the post-processed segmentation, only the cells within the area
of the gold standard were kept, discarding all cells in contact with the image borders. We
used the modified Hausdorff distance (MHD) [53] to measure the distance between the
gold standard and the proposed segmentation. MHD is defined as

MHD(U ,V ) = max(hd(U ,V ),hd(V ,U )), (4.4)

where

hd(U ,V ) = 1

|U |
∑

a∈U

min
b∈V

||a −b||2, (4.5)

U is the gold standard segmentation, and V the proposed segmentation.

DICE [31] was used to assess the segmentation at the cell level. We computed the
DICE for each cell independently, reporting the average DICE. Specifically, for each cell
(Ci ) in the gold standard images, we select the superpixel (S j ) in the proposed segmen-
tation with the largest overlap to Ci , such that TP = Ci ∩S j (True Positive), FN = Ci \ S j

(False Negative), FP = S j \Ci (False Positive),

DICEi th cel l =
2 ·T P

2 ·T P +F P +F N
, (4.6)

DICEi mag e = 1

n

n∑
i=1

DICEi th cel l , (4.7)

where n is the number of cells in the image.

We also evaluated the number of cells correctly segmented, reporting the number
of cells that were oversegmented (divided in more than one superpixel) and underseg-
mented (within a superpixel that covers more than one cell). We considered a cell was
correctly segmented if its T Pi > 0.80·max(Ci ,S j ). That margin was added to allow small
deviations in the cell boundary locations and was selected after visual analysis.

For the three previous metrics, either the parametric paired t-test or the nonpara-
metric Wilcoxon signed-rank test was performed to determine which method, U-net or
SW-net, was more accurate. We used the non-parametric test when the distributions did
not fulfill the normality assumption (Shapiro–Wilk normality test). A P-value of less than
0.05 was considered statistically significant.

In the evaluation of the clinical parameters, a statistical analysis based on linear
mixed-effects models [54] was performed to determine, for each parameter, whether
there was a statistically significant difference in accuracy (smaller absolute mean) and in
precision (smaller variance) between the two estimation errors. To determine whether
the variances were different, we used a likelihood test to compare a model that assumes
equal variances between both estimation errors with a model that assumes different
variances. From the fixed effects test of the models we evaluated whether the absolute
mean values in both estimations were different. No correction for multiple testing was
applied, and a P-value of less than 0.05 was considered statistically significant.
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Table 4.1: Accuracy and AUC from the test fold for different types of preprocessing methods in both networks

Accuracy AUC

SW-net U-net SW-net U-net

Raw 95.45 97.65 0.9932 0.9958

Normalize 95.49 97.67 0.9933 0.9954

Standardize 95.54 97.64 0.9937 0.9956

CLAHE 95.82 97.63 0.9938 0.9957

CLAHE + Standardize 95.88 97.65 0.9935 0.9953

4.3. RESULTS

4.3.1. EVALUATION ON THE CNN PERFORMANCE

PREPROCESSING METHOD

Our experiments showed two main conclusions: (1) networks fed with raw images took
slightly more time to converge, especially for SW-net; (2) either enhancing or standard-
izing/normalizing the images did not lead to prominent improvements in the perfor-
mance (Table 4.1).

SW-net provided higher accuracy when using CLAHE but similar AUC, which sug-
gested that enhancing the images helps in the classification of those pixels whose p
is closer to 0.5, but no significant changes occur in the proper edge (p = 1) and body
(p = 0) pixels. For U-net, the differences were even smaller. In fact, the case with raw
images provided the largest AUC. This suggested that U-net does not need any type of
preprocessing to perform at its best.

In conclusion, we selected the type of preprocessing with the largest AUC: raw images
for U-net, and CLAHE for SW-net.

OVERFITTING, ELASTIC DEFORMATIONS, AND DROPOUT LAYERS

We observed that overfitting was an important problem in training U-net. We could ei-
ther tackle the issue by adding dropout layers (our approach), by using more data aug-
mentation (elastic deformations), or both.

While elastic deformations could create an artificially large training set, dropout lay-
ers were already optimal, removing any effect of overfitting in U-net and increasing the
accuracy (Figure 4.5-B). If elastic deformations were added on top of that, the accuracy
decreased from 97.65 to 97.22, which made us discard that approach.

In contrast, SW-net was not affected by overfitting (Figure 4.5-A). In fact, the network
diverged and classified all pixels as cell body when dropout layers with a drop rate of
50% were added. Furthermore, we investigated whether substituting the global averag-
ing layer for a fully connected layer had any effect in performance. We observed that
overfitting was also not present when using a fully connected layer of 200 neurons (as
Cireşan et al.’s network [3]), but performance degraded (Table 4.2).
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(A) (B)

Figure 4.5: Effect of using dropout layers for SW-net (A) and U-net (B), where accuracy is plotted as a function
of iterations. Note that SW-net required more iterations in order to stabilize its accuracy.

Figure 4.5 also shows the difference between both networks in terms of stability and
convergence. Training U-nets yields much faster convergence and is more stable than
training SW-nets. The latter shows a relatively large accuracy fluctuation, probably due
to the large variation between patches. However, it is worth noting that, for the SW-net,
we only sampled randomly 200 batches (25600 patches) from the test set every 200 train-
ing iterations, whereas the whole test set (10 images) was evaluated for the U-net at the
same iterations. Using the whole test set for SW-net would entail to evaluate 12 mil-
lion patches, which was extremely expensive computationally if evaluated so frequently.
This was only done once the training was finished. Regarding the results for the training
set in Figure 4.5, they indicate the average accuracy in the 200 training batches previous
to each test evaluation. Since batches in both networks had similar amount of data, it
is possible to conclude that U-net is more stable. Nonetheless, both networks did not
show any type of performance degradation as the number of iterations increases.

RECEPTIVE FIELD AND FILTER SIZE

A key discrepancy between the two networks was the difference in receptive field size
(Table 4.2). It is believed that a cell only has a direct effect in the shape of its adjacent
cells. Indeed, it was observed a long time ago how the endothelial cells elongate and pull
their neighboring cells when they need to cover a large space of dying cells [55]. Hence,
it was expected that, in order to classify one pixel, only the shape and intensity informa-
tion of the neighboring cells was required. Given that the average cell diameter is 25-30
pixels, a receptive field of 75–90 pixels would be optimal. Indeed, our experiments sug-
gested that for U-net: the performance degraded when decreasing the receptive field, ei-
ther by using filters of 3×3 or removing one resolution step, but also when increasing the
receptive field, either by using larger filters of 5×5 or adding another resolution step (Ta-
ble 4.2). Based on the cell size, more than 5 resolutions steps would be counterproduc-
tive, as cells would be unrecognizable at the last resolution (25 = 32 > average cell size).

It could be argued that a different network composition with different filter sizes, but
reaching the desired receptive field, would also be optimal. To evaluate this, we built
networks reaching comparable receptive fields: for the 3×3 filters, we added another
convolutional layer at each resolution step of the contraction path (receptive field of 93
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Table 4.2: Receptive field (in pixels), accuracy, and AUC from the test fold for different types of filter sizes,
number of filters, depth of the network (resolution steps), using class weighting or binary labels (for U-net),
and patch size (for SW-net). Best performing (default) networks are indicated in bold.

Receptive field Accuracy AUC

SW-net Patch 64pix, 32 filters of 3×3 61 95.82 0.9938

SW-net Default, Fully Connected Layer 61 94.97 0.9916

SW-net Patch 96pix, 32 filters of 3×3 61 94.03 0.9888

SW-net Patch 96pix, 32 filters of 4×4 91 95.39 0.9931

U-net 32 filters of 3×3, 4 steps 61 97.55 0.9949

U-net 32 filters of 3×3, 5 steps 125 97.62 0.9955

U-net 32 filters of 4×4, 4 steps 91 97.65 0.9958

U-net 32 filters of 5×5, 4 steps 121 97.46 0.9954

U-net 32 filters of 4×4, 3 steps 43 97.48 0.9951

U-net 32 filters of 4×4, 5 steps 187 96.92 0.9939

U-net 16 filters of 4×4, 4 steps 91 97.32 0.9951

U-net 64 filters of 4×4, 4 steps 91 97.61 0.9956

U-net Default, weighted class 91 96.65 0.9958

U-net Default, binary labels 91 93.92 0.9919

pixels); for the 5×5 filters, we removed the last convolutional layer of the contraction
path (receptive field of 89 pixels). Still, accuracy and AUC for the network using filters
of 4×4 were always slightly higher (data not included). Moreover, visual evaluation indi-
cated that filters of 4×4 (Figure 4.6-C) were somehow better than 3×3 (Figure 4.6-D) or
5×5 (Figure 4.6-E) in segmenting complex areas where the contrast was low. We believe
this is due to the transposed convolutional layers and their problems in handling filter
sizes not divisible by the stride, as discussed in the Methods section. This hypothesis
was reinforced when the same experiment was done using SW-net, where no transposed
convolutions were present, obtaining similar noisy results for both filter sizes, 3×3 ((Fig-
ure 4.6-G) and 4×4 (Figure 4.6-H).

In comparison with U-net, SW-net generated a “grainy” effect in those complex ar-
eas. Moreover, it was observed that increasing the patch size to 96 pixels did not improve
the performance (Table 4.2). Thus, the receptive field of SW-net was significantly smaller
than that of U-net. This might be linked to the inherent nature of the patch-based ap-
proach, where increasing the patch size also increases the variation between patches,
which in turn would take higher efforts for the CNN to distinguish patches of different
classes.

Finally, we also tested the number of filters in U-net, halving or doubling them, ob-
taining slightly less accuracy in both cases (Table 4.2). In general, we observed that mod-
ifying the depth and width of our U-net did not drastically degraded the performance.
Considering that the postprocessing corrects some mistakes and enhances the final seg-
mentation, most probably all these networks would give similar clinical estimates.
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(A) (B) (C) (D)

(E) (F) (G) (H)

Figure 4.6: (A) Small, blurred area of a specular image (size 68×68 pixels) where the identification of small cells
is difficult. (B) The gold standard (in blue) superimposed on the intensity image. (C) U-net output for a filter
size of 4×4. (D) U-net output for a filter size of 3×3 with similar receptive field. (E) U-net output for a filter size
of 5×5 with similar receptive field. (F) Default U-net output for a filter size of 4×4, but using the original binary
labels. (G) SW-net output for a filter size of 4×4. (H) SW-net output for a filter size of 3×3.

WEIGHTED CLASSES AND BINARY LABELS

Two distinctive decisions were taken when designing the network: not weighting the
classes for U-net, and using probabilistic labels instead of the binary gold standard im-
ages.

Weighting the classes did not change the AUC in U-net, but the accuracy decreased
(Table 4.2). The visible effect was slightly thicker edges, which in turn provided higher
sensitivity* (0.9954 instead of 0.9940), but lower precision* (0.9907 instead of 0.9938).

On the contrary, the use of binary, weighted labels was clearly a mistake in terms of
performance (Table 4.2). Furthermore, it created a “halo” effect in complex areas (Fig-
ure 4.6-F), with no clear intensity pattern, which would create many artifacts in the post-
processing step.

THE EFFECT OF THE AMOUNT OF TRAINING DATA

Large training sets are important to achieve good results in CNNs. To evaluate this, we
defined an experiment where the training set was comprised of the following number of
images, ntr ai ni ng = [1,2,3,5,10,15, 20,25,30,35,40,45], while the remaining images were
assigned to the test set. AUC was retrieved for each case (Figure 4.7-A). The experiment
showed the following: (1) although overfitting was present when less than 25 training
images were used, no degradation in the performance of the test set was observed; (2)
both networks could perform reasonably well with just one training image; (3) the per-
formance of U-net improved more acutely than that of SW-net as more training images
were included. In summary, this experiment suggested than building a larger training
dataset might be the best choice to improve the overall performance.
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Table 4.3: Accuracy, AUC, precision*, sensitivity*, and specificity* from all images (i.e. using a 5-fold cross-
validation) in both networks, SW-net and U-net.

Accuracy AUC Precision* Sensitivity* Specificity*

SW-net 95.48 0.9921 0.9585 0.9906 0.9914

U-net 97.33 0.9938 0.9855 0.9892 0.9971

(A) (B)

Figure 4.7: (A) Network performance (AUC) based on the number of training examples (without cross-
validation). (B) The ROC curves (zoomed) and the corresponding AUC values for both networks for the whole
dataset (5-fold cross-validation).

COMPARISON BETWEEN U-NET AND SW-NET

Finally, we tested all images in both networks by employing a 5-fold cross-validation,
using their respective best design parameters indicated above. The computed metrics
clearly showed a higher performance for U-net (Table 4.3), with a considerably larger ac-
curacy and precision. The ROC (Receiver Operating Characteristic) curves are displayed
in Figure 4.7-B.

4.3.2. EVALUATION AFTER APPLYING POSTPROCESSING

The postprocessing method was particularly effective when the cell size in the image was
rather regular, as it detected weak edges in the CNN output and “filled” discontinuities
in the visual appearance of some edges (Figure 4.9, green arrows). On the contrary, it
sometimes reinforced weak, false edges in large cells (Figure 4.9, red arrow) or smoothed
away small cells in images with a large variation in cell size (Figure 4.9, blue arrows). Fur-
thermore, it was exceptionally beneficial for SW-net, as it corrected the “grainy” edges.
In Figure 4.9, we reported the CNN output and final segmentation for three representa-
tive examples, along with the segmentation of the microscope’s built-in software. The
gold standard images were not included, but instead the errors were indicated with red
or blue arrows.

The modified Hausdorff distance (MHD) [53] indicated very low values for both net-
works (Table 4.4), which is in favor of concluding we achieved a very precise segmenta-
tion. To compare both networks, we applied the Wilcoxon signed-rank test since neither
of both passed the Shapiro-Wild normality test (P < 0.0001), achieving a statistically sig-
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Table 4.4: Average MHD (±SD), average DICE (±SD), and percentage of over- and under-segmented cells, in
both networks (SW-net and U-net), for α= 1.

MHD DICE Overseg. Cells (%) Underseg. Cells (%)

SW-net 0.30±0.09 0.978±0.006 0.537 0.382

U-net 0.22±0.04 0.981±0.003 0.220 0.260

Figure 4.8: Percentage of wrongly detected cells (both, under- and over-segmented cells) for different scaling
values (α) applied to f ∗, for both networks.

nificant difference in favor of U-net (P < 0.0001).

The DICE metric [31] showed higher values for U-net (Table 4.4). Wilcoxon signed-
rank test was also applied since the SW-net distribution did not pass the Shapiro-Wild
normality test (P < 0.0001), achieving a statistically significant better performance for
U-net (P < 0.0001).

Regarding the number of over- and undersegmented cells, U-net correctly segment-
ed 99.52% of the cells. In contrast, SW-net achieved 99.08% success rate (Table 4.4). The
distributions of “percentage of correctly segmented cells” from both assessments failed
the Shapiro–Wilk normality test (P < 0.0001). The Wilcoxon signed-rank test indicated a
statistically significant difference in favor of U-net (P = 0.0006).

Furthermore, we evaluated the robustness of the postprocessing method by adding
a scaling factor (α) to the estimated characteristic frequency, σ = kσ/(α f ∗) (see Meth-
ods section). Specifically, we evaluated the method for both networks and values of α
between 0.60 and 1.40 in steps of 0.05 (Figure 4.8). Overall, both approaches yielded op-
timal results for values of α≈ 1, but the error for SW-net rose much faster as α increased.
In comparison with the Topcon output segmentation (Figure 4.9-F), both our methods
did significantly better, detecting all the cells in the image (roughly 70% more cells than
Topcon).
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(A)
Intensity image SW-net output U-net output

SW-net output,
postprocessed

U-net output,
postprocessed

Topcon

(B) (C) (D) (E) (F)

Figure 4.9: Three representative examples (high ECD in top row, low ECD in middle row, high CV in bottom
row) for both networks. (A) Intensity images. (BN) Outcome of the SW-net. (C) Segmentation after postpro-
cessing of the SW-net outcome. (D) Outcome of the U-net. (E) Segmentation after postprocessing of the U-net
outcome. Green arrows indicate true edges that were weak in the CNN output but detected by the postpro-
cessing. Blue arrows denote true edges that were missed by the postprocessing, either because they were weak
edges or because a small cell surrounded by large cells was smoothed away. Red arrows indicate false edges
and mistakes in general. (F) Segmentation provided by the Topcon microscope’s built-in software.

4.3.3. EVALUATION ON THE CLINICAL PARAMETERS

The clinical parameters for both methods were determined from the final segmentation
results and compared to the corresponding values calculated based upon the gold stan-
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(A) (B)

(C)

Figure 4.10: Estimates of the clinical parameters in both networks –ECD (A), CV (B), and HEX (C)–. The x-axis
indicates the value for the gold standard, and the y-axis indicates the error computed as the difference between
the network estimates and the gold standard estimates. Each point corresponds to one image in the dataset
(U-net in colored circles, SW-net in brown squares, and Topcon in black diamonds). The mean value of the
error for each set is drawn with a dashed line.

dard. The same algorithm for parameter estimation was used in all sets, including Top-
con’s segmentation images. For all images, only the cells covered by the area of the gold
standard were included for the parameter estimation. The only exception was Topcon’s
segmentation, since the microscope’s software did not provide any cell segmentation
beyond the segmented area (Figure 4.9). In that set, the gold standard covered twice its
segmented area.

The clinical parameters were defined as follows. For cell density,

ECD = n∑n
i=1 Si

, (4.8)

where n denotes the number of cells, and Si the area (in pixels) of the i th cell, defined as
Si = Bi +Ei /2, where B is the cell body and E the cell edge. Polymegethism was defined
as

CV = 100%
1

S̄

√∑n
i=1(Si − S̄)2

n
, (4.9)

where S̄ stands for the average cell size. Finally, pleomorphism was defined as

HEX = 100%
nhex

n
, (4.10)
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Table 4.5: Mean and standard deviation of the estimation error (mean error [ME], mean absolute error [MAE],
and mean absolute percentage error [MAPE]) of the clinical parameters for both networks and Topcon’s built-in
software. Error and absolute error are computed as the difference (and absolute difference) between estimates
and gold standard values. Percentage error is computed as the percentage of the absolute error with respect to
the gold standard values.

Type of error Method ECD [cells/mm2] CV [%] HEX [%]

ME Topcon −4.1±41.7 1.9±2.6 −2.2±7.2

SW-net 9.9±23.1 0.5±1.6 −0.7±2.0

U-net 3.2±10.1 0.4±0.7 −0.2±1.0

MAE Topcon 29.8±29.6 2.3±2.2 5.3±5.3

SW-net 14.9±20.2 0.8±1.4 1.6±2.5

U-net 7.8±7.2 0.6±0.5 0.9±0.8

Method ECD (%) CV (%) HEX (%)

MAPE Topcon 1.3±1.4 10.1±9.0 8.0±8.9

SW-net 0.8±1.3 3.6±7.3 2.1±2.9

U-net 0.4±0.4 2.8±2.6 1.3±1.0

where nhex denotes the number of six-sided cells.

The estimation error was defined as the difference between the estimated value and
the gold standard value. The absolute error was defined as the absolute difference. Note
that, for polymegethism (Figure 4.10-B) and pleomorphism (Figure 4.10-C), the param-
eter values were provided as a percentage, and the error was the difference of the per-
centages. The mean value and standard deviation (SD) of those estimation errors are
indicated in Table 4.5. To statistically evaluate the precision, we used the SD of the error,
whereas the absolute error was employed to evaluate the accuracy.

The statistical analysis between U-net and Topcon indicated a significantly better
precision and accuracy in all parameters for U-net (P < 0.0001). For SW-net, the sta-
tistical analysis also indicated a significantly better precision (P < 0.0001, P = 0.0002,
and P < 0.0001 for ECD, CV and HEX, respectively) and a significantly better accuracy
(P = 0.0054, P < 0.0001, and P < 0.0001 for ECD, CV and HEX, respectively) than Topcon
for all parameters.

Finally, we compared U-net against SW-net. The statistical analysis denoted a sig-
nificantly better precision for U-net in all parameters (P < 0.0001). The analysis also
showed a significantly better accuracy in ECD for U-net (P = 0.013) and HEX (P = 0.048),
but comparable for CV (P = 0.30).

One of the main differences between SW-net and U-net was the robustness of U-net
against images of different cell density. Indeed, SW-net tends to overestimate ECD as
ECD decreases, whereas the ECD error for U-net is rather constant regardless of the cell
density (Figure 4.10-A). This problem of SW-net might be explained by the large per-
centage of images of high ECD in the dataset, which in turn might lead the network
to infer that cells are normally of a small size. Interestingly, U-net can overcome this
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drawback, probably because U-net can exploit the overlapping features between nearby
pixels. Nonetheless, a more inhomogeneous and larger dataset would certainly improve
this.

Clinically, it is more important to achieve better precision than accuracy, as the lat-
ter could be mitigated by adding a bias to all measures. Moreover, it is desired to ob-
tain more precise, accurate estimates in the images with low ECD, as those are the cases
where clinical decisions are more critical. In this sense, U-net is preferred over SW-net.

4.4. DISCUSSION

All the experiments regarding the CNNs architectures clearly indicated a quantitatively
better performance in U-net. In contrast, the qualitative results were quite similar for
the two networks, with only subtle differences, such as the “grainy” effect on the SW-net
output (Figure 4.6). Overall, SW-net did not detect more false edges than U-net (Fig-
ure 4.9), but the presence of blurred, faded edges in SW-net was manifest. Interestingly,
those subtle differences had a significant effect in the parameters estimation. This high-
lights the importance of the postprocessing method, which in our case was designed
to minimize those problems. A simpler postprocessing approach, such as threshold-
ing and skeletonization, could potentially create many small false cells, sometimes of
just a few pixels. This would require to define morphological operations ad hoc that
would remove them. Given the large variation in cell size between images –or even in
the same image (Figure 4.9, bottom image)–, such operations would be prone to mis-
takes. In this respect, our postprocessing method does not require to define or tune any
variable. Indeed, the 1D radial magnitude of the 2D Fourier Transform (FT) of the CNN
output shows a clearly distinctive peak (Figure 4.2-B), which makes it easy to estimate
the most common cell size in the image and adapt the Gaussian smoothing filter of the
postprocessing to that size. The only drawback of this approach occurs when an image
shows a large variation in cell size (as in Figure 4.9, bottom image), where very small cells
can be smoothed away. As we showed in Figure 4.8, adding a scaling factor to create a
thinner smoothing filter does not reduce the overall error in cell detection since over-
segmented cells would rapidly increase if α is increased. However, we could tackle this
problem by employing a refinement method. In our previous work [28], we performed
the segmentation of CE images by employing a merging method that is applied to over-
segmented CE images. There, we defined several features based on cell size, shape, and
intensity, which were used to identify and remove false edges. Moreover, we showed
how the errors mainly originated from wrong edge delineations in the oversegmented
images and that the method was robust against a high degree of oversegmentation [48].
For those reasons, both methods could be combined in order to provide an even bet-
ter performance. In this sense, the aforementioned problem could be simply solved by
reducing the filter σ in order to generate a small degree of oversegmentation, and after-
wards applying the merging method from our former study [28] (this refinement method
was not tested in this paper).

Regardless of this suggestion for refinement, the proposed method achieves a mean
absolute percentage error in U-net of 0.4% in ECD, 2.8% in CV, and 1.3% in HEX (Ta-
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ble 4.5). When comparing the percentage error of CV and HEX in both networks with
the Topcon estimates (Table 4.5), the improvement is outstanding, reducing the error in
less than one third. In comparison with Fabijańska’s U-net paper [34], our U-net error
is more than 4 times smaller. We believe that this large difference is not only due to the
result of changes in the U-net architecture, but also due to the use of probabilistic labels
in combination with a more sophisticated postprocessing method.

In comparison with other methods from the literature described in the Introduction
section, we either achieved the smallest error rate in parameter estimation and/or the
smallest error in segmentation accuracy (only a few papers performed a full clinical eval-
uation). For instance, Scarpa and Ruggeri [22], who developed an algorithm that mimics
biological evolution in order to detect the endothelial cells in specular microscopy im-
ages, achieved a mean absolute percentage error of 0.6% in ECD, 5.33% in CV, and 3.11%
in HEX; Selig et al. [27], who employed stochastic watershed to segment endothelial
cells in confocal microscopy images, obtained a mean absolute percentage error of 4.2%
in ECD, 22.3% in CV, and 14.4% in HEX; or in our previous work regarding the merging
method [28] we achieved an error of 0.8% in ECD, 4.5% in CV, and 3.9% in HEX. While the
current work clearly indicates that we have achieved state-of-the-art results, the same
dataset should be evaluated in all the previous methods in order to validate that conclu-
sion.

Finally, it is important to highlight that we evaluated a dataset of relatively healthy
endothelial cell layers, whose main common factor (besides all being from glaucoma-
tous eyes) was the old age of the subjects. Whereas these cases are the most commonly
observed in the clinic, several cornea diseases, such as Fuchs’ dystrophy syndrome, bul-
lous keratopathy, or keratoconus, provide heavily blurred, noisy specular images, some-
times with large portions of the image out of focus. Further work would be required to
assess the performance of the proposed method in such cases. Moreover, it would be
beneficial to develop a method that could automatically select the region of interest in
the images from where to estimate the clinical parameters, discarding the excessively
blurred or unfocused areas. Currently, this is manually performed by the user.

4.5. CONCLUSIONS

We have presented and evaluated two end-to-end methods for segmenting CE images, a
global approach based on U-net and a local approach based on a sliding-window CNN
(named SW-net). We have demonstrated excellent results with both approaches, out-
performing the current segmentation that the microscope’s built-in software provides.
Overall, U-net is the preferred approach, as it provides higher accuracy/precision and
faster convergence in network training.

Up to now, the inability to provide an accurate segmentation made it difficult to use
morphological parameters (CV or HEX) in clinical studies with large amount of data,
even though it was observed decades ago that there is a direct link between these biomark-
ers and certain diseases [56, 57]. Indeed, cell density is currently the only endothelial
parameter used in the majority of clinical studies due to the limited accuracy of the cur-
rent segmentation techniques. Deep learning now opens new opportunities to further
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analyze a large number of endothelial images.
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Abstract
In images of the corneal endothelium (CE) acquired by specular microscopy, endothelial cells are

commonly only visible in a part of the image due to varying contrast, mainly caused by challeng-

ing imaging conditions as a result of a strongly curved endothelium. In order to estimate the mor-

phometric parameters of the corneal endothelium, the analyses need to be restricted to trustworthy

regions –the region of interest (ROI)– where individual cells are discernible. We developed an auto-

matic method to find the ROI by Dense U-nets, a densely connected network of convolutional layers.

We tested the method on a heterogeneous dataset of 140 images, which contains a large number of

blurred, noisy, and/or out of focus images, where the selection of the ROI for automatic biomarker

extraction is vital. By using edge images as input, which can be estimated after retraining the same

network, Dense U-net detected the trustworthy areas with an accuracy of 98.94% and an area under

the ROC curve (AUC) of 0.998, without being affected by the class imbalance (9:1 in our dataset).

After applying the estimated ROI to the edge images, the mean absolute percentage error in the esti-

mated endothelial parameters was 0.80% for ECD (cell density), 3.60% for CV (polymegethism), and

2.55% for HEX (pleomorphism).
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5.1. INTRODUCTION

The endothelium is a monolayer of quasi-hexagonal cells on the posterior surface of
the cornea, which plays a key role in maintaining an optimal state of corneal hydration.
The endothelium can be imaged in vivo by using specular microscopy, a fast and non-
invasive method that unfortunately provides low-contrast, noisy images. By perform-
ing cell segmentation in these images, several clinical parameters can be estimated –
endothelial cell density (ECD), coefficient of variation in cell size (CV), and hexagonality
(HEX)–, which are used in the clinic to assess the health status of the cornea. To provide
high-quality images, specular microscopy requires that the corneal endothelium surface
is rather smooth and flat over the entire field of view, which is uncommon in diseased
corneas. In those cases, large fractions of the recorded images are out of focus or blurred,
rendering cells in these areas indistinguishable (Figure 5.1). In order to reliably esti-
mate the endothelial biomarkers, the selection of the region of interest (ROI) in which
cells are visible is essential. Currently, the user manually performs this task. Here, we
aim to automatically determine the ROI in endothelium images, developing and evalu-
ating a dense, fully convolutional neural network (CNN), Dense U-net. In order to select
the ROI, Dense U-net uses as input the edge probability images from our previous work
[1], which were obtained with a U-net whose input is the endothelium intensity images.
Moreover, we explore whether the same Dense U-net can be used to estimate the edge
probability images. Finally, we evaluate the whole end-to-end framework to estimate
the biomarkers, which includes the CNNs to infer the edges (CNN-Edge) and the ROI
(CNN-ROI) and a postprocessing method to combine both. A refinement method that
merges oversegmented cells (also from previous work [2]) is added to further improve
the biomarker accuracy.

The idea of making a densely connected network was originally presented by Huang
et al. [3]. Two years before, Ronnenberg et al. [4] proposed the concept of U-nets. A
U-net is a fully convolutional neural network that is particularly suitable to learn image-
to-image mapping such as image segmentation. Incorporating a densely connected net-
work into a U-net was a natural progression, which turned out to be very effective in
solving a variety of image processing and image segmentation tasks [5–8]. One main
issue in these dense networks was the bottlenecks produced by piling up layers, which
Huang solved by adding a 1×1 convolutional layer before each 3×3 convolution to re-
duce the number of input layers. In our case, we modified the network, removing those
1×1 convolutional layers, which did not incur in a high computational cost. Overall,
many details were modified with respect to all previous proposals in order to adapt it to
our problem.

5.2. PREVIOUS WORK AND MATERIALS

Previously, we designed a CNN based on U-net to segment endothelial cells in specular
microscopy images [1] using manually annotated edge images as target and the intensity
images as input (Figure 5.2, CNN-Edge block). This provided the edge probability im-
ages as depicted in Figure 5.1-(middle row). That work [1] also described a postprocess-
ing method based on Fourier analysis and watershed to transform the edge probability
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(A)

(B)

(C)

(D)

Figure 5.1: Four representative images obtained with specular microscopy: a good quality image (A), images
from a curved (non-flat) endothelium (B–C), and an image with poor focus and affected by artifacts (D). (Left
column) Intensity images. (Middle column) Edge probability images as obtained by the CNN-Edge [1]. (Right
column) The annotated ROI (in white) where cells are recognizable.

images into binary edge images (Figure 5.2, postprocessing block), which were used to
estimate the endothelial parameters. We achieved state-of-the-art results: AUC = 0.9938
(area under the ROC curve), DICE = 0.981, and a mean absolute percentage error (MAPE)
of 0.4% in ECD, 2.8% in CV, and 1.3% in HEX. The clinical parameters were defined as fol-
lows. For cell density,

ECD = n∑n
i=1 Si

, (5.1)

where n denotes the number of cells, and Si the area of the i th cell, defined as Si =
Bi +Ei /2, where B is the cell body and E the cell edge. Cell size variation was defined as

CV = 100%
1

S̄

√∑n
i=1(Si − S̄)2

n
, (5.2)

where S̄ stands for the average cell size. Finally, hexagonality was defined as

HEX = 100%
nhex

n
, (5.3)

where nhex denotes the number of six-sided cells. MAPE was defined as

MAPE = 100%

m

m∑
i=1

∣∣∣∣ Ai −Ei

Ai

∣∣∣∣ , (5.4)
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Intensity
Image

CNN-Edge

Flowchart

Post-
processing Refinement Biomarker

Estimation

CNN-ROI

ECD=...
CV  =...
HEX=...

(A) (B)

(C)

(D) (E)

(A) (B) (C) (E)(D)

Figure 5.2: Flowchart of the entire biomarker estimation process. The different images at each step (A–E) are
displayed below the dashed line. For (D) and (E), the results are binary images, depicted in blue (superimposed
to the intensity images for display purposes). The green boxes (CNN-Edge, postprocessing, and biomarker
estimation) were already presented in a previous paper [1]. In this work, we add the selection of the ROI (CNN-
ROI) to make the process fully automatic. Before estimating the biomarkers, we add a refinement process [2]
to detect and remove potential false edges (magenta lines in E).

where Ai is the gold standard value of the parameter, Ei the estimated value, and m is the
number of images. That dataset [1] contained 50 relatively healthy endothelial images
(as in Figure 5.1-A), with a high variation in cell size, but where cells were recognizable
across the entire image. Hence, no ROI selection was necessary. In the current work,
we extended the dataset to 140 images by adding challenging images encountered in
standard clinical practice: heavily blurred, extensively affected by noise, and with large
fractions out of focus (Figure 5.1-B–D). This required a new method to select the ROI
before estimating the morphometric parameters (Figure 5.2, CNN-ROI block). By using
our previous method [1], we retrieved the edge probability images of all the intensity im-
ages (Figure 5.1, middle row). To obtain the ROI, we updated our U-net [1] into a Dense
U-net because our experiments showed that training the U-net on our heterogeneous
dataset caused convergence problems (see Results section). An expert annotated the
ROI from the obtained edge probability images (Figure 5.1, bottom row). This was used
as the target output of the network to be trained. The same expert initially created the
gold standard of the edge images (cell segmentation) based on the intensity images.

In earlier work [2], we designed a machine learning approach to remove false edges
in oversegmented corneal endothelium images, called merging method. In order to cre-
ate the oversegmented images, we employed a method based on stochastic watersheds
[9]. While the use of CNNs to solve this problem has shown superior performance [1],
the merging method can still be used to remove potential false edges from the binary
edge map derived from the CNN output, thereby further improving the biomarker esti-
mation (Figure 5.2, refinement block). Here, we also evaluate the benefits of using such
refinement, whose robustness was previously evaluated [10].

All images used in this work are part of an ongoing study in the Rotterdam Eye Hos-
pital regarding the implantation of a Baerveldt glaucoma drainage device. Images were
retrieved before the surgical implantation and 3, 6, 12, and 24 months after surgery, in
both the central and the temporal superior (TS) cornea. Due to the peripheral location
and the curvature of the cornea, TS images are prone to have large fractions of the field-
of-view out of focus. Images were obtained with a noncontact specular microscopy, Top-
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con SP-1P (Topcon Co., Tokyo, Japan). Each image covers an area of 0.25 mm × 0.55 mm
and was saved as 8-bits grayscale images of 240×528 pixels.

5.3. METHODS

The proposed Dense U-net (Figure 5.3) has a similar architecture as a typical U-net. It
contains one contraction (downsampling) path and one expansion (upsampling) path,
each composed of four resolution steps, and with short-connections between layers in
both paths of the network that have the same image resolution. However, each resolu-
tion step is comprised of dense blocks, where a layer receives the feature maps of all pre-
ceding layers. These connections improve the direct information flow to all preceding
layers, helping back-propagating gradients and thereby facilitating better network learn-
ing during training. The output of each layer in a dense block has k feature maps, where
k is the growth rate parameter. Initially, we set k = 24, doubling it at each downsampling
step, and halving it at each upsampling step. After each dense block, the feature maps are
reduced to k by Conv2D(1×1) or TransposeConv2D. Furthermore, we introduce the edge
probability image, properly scaled, at the beginning of each resolution step. Since the
short-connections between paths are made before the Conv2D(1×1), the edge probabil-
ity image is also present in the upsampling path. For data augmentation, only horizontal
and vertical flipping were used. A cross-entropy loss function with a pixel-wise softmax
activation was employed over the final feature maps. Specifically, the loss function was
defined as follows:

C (l , s) =−wli

B∑
i=0

li log(si )+ (1− li ) log(1− si ), (5.5)

where s is the assigned pixel score, l the reference pixel label, B the total number of
samples in one batch, and wli the pixel weight. The latter was computed based on the
ratio of elements per class. In our case, the positive class (ROI) is 9 times larger than the
negative class (non-ROI). Thus, we set wli=0 = 9 and wli=1 = 1 to balance the classes.
The optimizer of our choice was Adam, with an initial learning rate (l r ) of 0.001 and a
decay of 0.001, such that l ri+1 = l ri ·(1/(1+decay ·i ter ati on)). The batch size was four
images. For more details, check Figure 5.3.

For comparison purposes, our original U-net [1] had a similar overall architecture. It
lacked the dense connections and the Conv2D(1×1)+ReLU in the downsampling path.
It only employed a single dropout layer with a 50% drop rate sandwiched between con-
volutional layers and only introduced the input image in the first resolution step, which
started with 32 feature channels.

5.4. RESULTS

5.4.1. EXPERIMENTAL RESULTS FOR CNN-EDGE

Before addressing the CNN-ROI, we evaluated whether using a Dense U-net to obtain
the edge probability images was any different from using our previous U-net [1]. First,
we observed that weighting the classes was detrimental, preventing Dense U-net to con-
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Figure 5.3: (A) A schematic overview of the proposed Dense U-net. The dashed arrow-lines indicate the short-
connections; and (B) a schematic overview of the design of one dense block.

verge during training. For U-net, it provided a solution where the edges were excessively
enhanced in blurred areas, delivering inaccurate results (Figure 5.4-B). On the contrary,
the nonweighted solution was satisfactory, providing similar quantitative results for both
networks: an accuracy of 96.98% and 96.64% for U-net and Dense U-net, respectively.
Qualitatively, the difference was manifest: the Dense U-net provided a more conser-
vative solution, avoiding any inference in heavily blurred areas (Figure 5.4-D), whereas
U-net seemed to infer correctly many edges in those areas with only minor errors (Fig-
ure 5.4-C). Since the estimation of endothelial parameters can be largely affected by just
a few segmentation errors, it could not be concluded at this point which solution would
be preferred. Thus, the edge images provided by both networks were further tested in
the following experiments.

We also observed that increasing the dropout rate in the Dense U-net made the net-
work behave even more conservative without degrading the segmentation in areas with
high contrast between cell edges and cell bodies (Figure 5.4-E). While not useful for us,
this behavior could be interesting when applied to other problems. On the contrary, not
using any dropout would provide a predominant binary solution, with no gradual infer-
ence in heavily blurred areas (Figure 5.4-F), which can be a source of problems for our
postprocessing method. Quantitatively, the Dense U-net provided the largest accuracy
with a drop rate of 20%, being this our final choice.

5.4.2. EXPERIMENTAL RESULTS FOR CNN-ROI
The dataset was divided in five folds, using four folds for training and one for testing.
Images were randomly placed in the folds, having on average the same number of “easy”
images (ROI covers the entire or almost the entire image) and “complicated” images (ROI
covers less than ∼80% of the image) in each fold. In a 5-fold cross-validation, all folds
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(A) (B) (C) (D) (E) (F)

Intensity image
U-net, weighted,

dropout 50%
U-net, nonweighted,

dropout 50%
Dense U-net, 
dropout 20%

Dense U-net, 
dropout 50%

Dense U-net,
dropout 0%

Figure 5.4: Representative output images for five CNN-Edge configurations based on either U-net (B–C) or
Dense U-net (D–F). For all networks, the intensity image (A) is the input of the network.

were tested for all network configurations.

In a first experiment, we compared the performance of Dense U-nets versus U-nets
[1], and we studied different configurations for both architectures: (1) the effect of weight-
ing the loss function; and (2) the choice of input: the edge probability image, the inten-
sity image, or both (two channels). In a second experiment, we evaluated the benefit
of using the refinement method [2] once the ROI was applied to the resulting edge im-
ages. In a third experiment, the endothelial parameters were retrieved from these three
datasets: (1) the gold standard images; (2) the edge images as obtained with a U-net
(CNN-Edge) after applying the estimated ROI; and (3) the edge images as obtained with
a Dense U-net (CNN-Edge) after applying the estimated ROI. Topcon estimates were also
collected. We considered that a cell was inside the ROI if more than 75% of its area over-
lapped with the ROI.

EXPERIMENT 1

By default, the input to the CNN-ROI was the edge probability image (Figure 5.5-B) and
the target was the annotated ROI, which also served as gold standard (Figure 5.5-C). Ini-
tially, no differences were perceived between the weighted and nonweighted cases for
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both, U-net and Dense U-net. However, for some folds, we observed that configurations
with a weighted loss function had problems to converge to an optimal solution (Fig-
ure 5.5-D, H). Clearly, the networks with a weighted loss function inferred many false
non-ROI areas (black) within the ROI, sometimes resulting into an utterly wrong solu-
tion (Figure 5.5-H, top), and the transition between areas was blurry (Figure 5.5-D, bot-
tom) instead of the expected sharpness of the gold standard. In contrast, this problem
was not observed for the nonweighted cases in any of the folds. This made us to discard
the use of a weighted loss function.

Quantitatively, the nonweighted U-net provided similar accuracy as the nonweighted
Dense U-net (Figure 5.6-A). Qualitatively, U-net showed a peculiar behavior in a few
folds (Figure 5.5-E, bottom) without showing a clear hint of convergence problems in
the metrics (Figure 5.6). Specifically, the non-ROI class (black, value 0 in a scale 0–1) was
classified to a value of 0.49 (gray). To understand this, the following needs to be clarified:

• To create the ROI gold standard, we used the edge probability image to determine
which areas should be included. Selecting the ROI was a rather subjective deci-
sion, and we did not follow any specific rule. Instead, we roughly delineating the
areas.

• We avoided very small blurred areas in the edge images to appear as ‘black holes’
inside the ROI. Only when those inner blurred areas were large enough (larger than
an average cell), they were annotated as non-ROI (thereby punching a hole in the
ROI). The purpose was to allow the postprocessing method to correctly identify
the cell edges in the small blurred areas. Otherwise, the biomarker estimation, es-
pecially HEX, would have been highly affected if many inner cells would have been
discarded unnecessarily. In contrast, if blurred areas occurred along the border of
the ROI, they were set as non-ROI.

In summary, our ROI gold standard was flawed by design. Nonetheless, we expected
the network to provide a solution where the inferred areas would roughly agree with the
gold standard and, at the same time, no false black spots (false negatives) would be de-
tected within the ROI. We observed that U-net replicated with higher precision the shape
of the gold standard but at the expense of not correctly classifying the minority class in
some images (Figure 5.5-E, bottom). Having a heavily unbalanced dataset (9:1) had a
major impact on this behavior. In contrast, Dense U-net provided a more generalized
solution. Since ROI images were eventually binarized by thresholding at 0.5, U-net could
still be used with no inconvenience. Nonetheless, this experiment showed that, for this
specific problem, a Dense U-net was more robust and reliable than a U-net.

Finally, we evaluated whether introducing the intensity image to the network could
benefit the ROI segmentation. Clearly, the intensity image on its own produced unre-
liable segmentations (Figure 5.5-F). In contrast, adding the intensity image to the edge
probability image as a second channel neither improved nor degraded the performance
(Figure 5.6), although we noted a few more holes inside the ROI (Figure 5.5-G).

In conclusion, the nonweighted Dense U-net with only the probability edge image as
input was our choice. The average metrics among the five folds were: accuracy = 98.94,
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(A) (B)

Figure 5.6: (A) Accuracy and (B) cross-entropy loss in the test set (fold 4) for different setups, all employing a
nonweighted loss function.

AUC = 0.998, precision = 0.994, sensitivity = 0.989, specificity = 0.980.

EXPERIMENT 2

Once we applied the estimated ROI to the edge images, the postprocessing method [1]
was performed to produce the final binary edge images and the biomarkers were esti-
mated. The postprocessing involved estimating the average cell size (l = 1/ f ∗) in the
edge probability images by using Fourier Analysis ( f ∗ is called the characteristic fre-
quency), applying a Gaussian smoothing filter to the edge probability images whose
standard deviation σ= kσ/(α f ∗), and finally applying the classic watershed [11], which
does not require any parameter. The scaling factor of the sigma, kσ = 0.20, was estimated
in previous work [10], which assumed α= 1.

At this point, we considered that including our refinement method [2] based on merg-
ing superpixels could further improve the segmentation. This merging method is based
on Support Vector Machines (SVM), and it evaluates every possible combination of two
superpixels to infer whether they form a complete cell. Several features, based on shape,
intensity, and size, were used. Thus, this refinement method could only remove edges
but not create new ones.

In order to evaluate this addition, we computed two values from the output binary
edge images, the total number of cells detected (ntot al ) and the number of cells cor-
rectly segmented (ncor r ), and one value from the gold standard, the number of real cells
(nr eal ). To determine whether a cell was correctly segmented, we used the following rule:
given the area of a cell in the segmentation AS , the area of a cell in the gold standard AG ,
and the intersection of those two areas AI = AS ∩ AG , the cell in the segmentation is cor-
rectly segmented if AI > 0.75×max(AS , AG ). The 75% margin was added to allow small
deviations in the cell boundaries. Precision, p = ncor r /ntot al , and recall, r = ncor r /nr eal ,
were computed and combined into the F -measure, F = 2pr /(p + r ). Roughly, precision
decreases more acutely with oversegmentation and recall is more affected by underseg-
mentation. Finally, several SVMs were trained with different ratios of cost for False Posi-
tives and False Negatives (FP:FN). For this evaluation, we used the edge images provided
by the U-net.
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This experiment proved that the merging method barely removes true edges, i.e. the
recall for the different refined cases is hardly lower than that of the non-refined case for
α < 1 (Figure 5.7-C). In contrast, it removes a few false edges, i.e. precision always in-
creases (Figure 5.7-B). It also showed that it is not necessary to build over-conservative
SVMs with higher cost for FPs in order to avoid false mergers (FP:FN of 1:1 is the opti-
mal). Furthermore, it clearly showed that, as we increase α (smaller smoothing filter),
oversegmentation appears (precision decreases acutely), but the merging method can
amend it to a certain extent. One key point is that the highest precision occurs atα= 0.8,
whereas in our previous work [1] there was no need to scale the f ∗, i.e. α= 1 was the op-
timal. This is related to the larger presence of blurry, false edges (made by U-net), which
can be smoothed away if the Gaussian filter is larger (smaller α). For comparison pur-
poses, the largest F-measure occurred at α= 1 if a Dense U-net was used for CNN-Edge.
The implications of selecting α will be further addressed in the Discussion section.

We performed a similar experiment to evaluate the effect of the refinement in the
estimation of biomarkers. Edge images created by either U-net or Dense U-net were
tested. Both provided comparable performance but for different values of α (Figure 5.7,
right column). Therefore, the fact that U-net (as CNN-Edge) inferred cells in larger areas
of the image did not directly cause an improvement in the estimation of biomarkers.
Since no significant differences were further observed, the remaining experiments were
with a Dense U-net for both the CNN-Edge and CNN-ROI networks (reasons addressed
in the Discussion section).

EXPERIMENT 3

The MAPE of the biomarkers estimates (Dense U-net, postprocessing with α= 1, refine-
ment with FP:FN of 1:1) was 0.80% for ECD, 3.60% for CV, and 2.55% for HEX (Figure 5.8).
Without refinement, it was 0.96% for ECD, 3.75% for CV, and 2.76% for HEX. While being
a modest improvement, the benefit of adding the refinement process was unequivocal.
Since there are on average 200 cells per image, the effect of removing 2–3 false edges only
had a small impact.

In contrast, Topcon provided a MAPE of 6.43% for ECD, 14.23% for CV, and 23.78%
for HEX (Figure 5.8). Topcon failed to estimate HEX in 13% of the images since it was
required to detect 6 inner cells to provide an estimation (we gave a relative error of 100%
in those cases). Inner cells were defined as the segmented cells that are completely sur-
rounded by other segmented cells.

None of the distributions of ECD, CV, and HEX for the different methods passed the
Shapiro-Wilk normality test (P < 0.01, all cases), and thus the non-parametric Mann-
Whitney U-test was performed. It revealed no statistically significant difference in ECD
(P = 0.890), CV (P = 0.585), and HEX (P = 0.832) between our estimates and the gold
standard, whereas it only showed no significant difference for ECD (P = 0.202) between
Topcon and gold standard (P = 0.014 for CV, P < 0.001 for HEX). A P-value less than 0.05
was considered statistically significant. Therefore, only Topcon’s ECD estimates could be
trusted to certain extent, whereas our three estimates were highly reliable. When directly
comparing the error produced by Topcon and our method, the Wilcoxon signed rank
test revealed a statistically significant difference (P < 0.0001, P = 0.0013, P < 0.0001, for
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(A) (D)

(B) (E)

(C) (F)

Figure 5.7: (Left column) F-measure (A), precision (B), and Recall (C) computed for the edge images (created
with the U-net in the CNN-Edge) once the ROI has been applied, for different values ofα in the postprocessing
and cost ratios FP:FN of the SVMs in the refinement method. (Right column) MAPE of the biomarkers esti-
mates –ECD (D), CV (E), and HEX (F)– for different values of α in four setups: using U-net (colored lines) or
Dense U-net (black lines) to obtain the edge images with or without refinement. For the latter, the SVM with a
cost ratio FP:FN of 1:1 was employed.

ECD, CV, and HEX, respectively), thereby suggesting that our average error is significantly
smaller.
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(A) (B)

(C)

Figure 5.8: Error of the biomarkers estimates –ECD (A), CV (B), and HEX (C)–, using Dense U-net in both
CNN-Edge and CNN-ROI, a postprocessing with α = 1, and a refinement method with FP:FN of 1:1. Topcon
errors are displayed in black diamonds. The x-axis indicates the value for the gold standard, and the y-axis
indicates the error computed as the difference between the proposed estimates and the gold standard. Each
point corresponds to one image in the dataset. Dashed lines indicate the average error.

5.5. DISCUSSION & CONCLUSIONS

The proposed Dense U-net has proven to be a reliable, robust network to infer the con-
fident zone in corneal endothelium images. While taking twice the time than U-net in
each training iteration and being slower in convergence (Figure 5.6), our experiments
showed that a dense architecture allows more stable optimization results and it can deal
with unbalanced datasets more proficiently than U-net.

Although the present work was meant to introduce a CNN architecture to automati-
cally infer the ROI, this work could only have a clinical relevance when evaluated along
with the other methods that, jointly, allow for the automatic estimation of clinical pa-
rameters (Figure 5.2). For that, we incorporated methods from our previous work and
evaluated the whole end-to-end framework. To the best of our knowledge, this is the first
time that a fully automatic method to estimate the corneal endothelium parameters has
been proposed, but also the first time that the segmentation of diseased, complicated
endothelial images have been evaluated.

Our framework has a number of potential benefits. First, it is a system with a struc-
ture that closely matches the clinical decision-making process, separating judgements
about the inference of the edges, the selection of the ROI, and the biomarker estimation.
This allows a clinician to inspect both segmentations, and manual corrections of the ROI
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Figure 5.9: Two representative images facing different requirements in the postprocessing method: a large CV
(top) would require a smaller smoothing filter, whereas a larger presence of faded false edges (bottom) would
benefit from a larger smoothing filter. (A) Intensity images. (B) Edge probability images. (C) Estimated ROI.
(D) Final segmentation (red) superimposed on the intensity image, with the edges removed by the refinement
method (cyan) and the non-ROI area (blue). The blue arrows denote true edges that were smoothed away
by the postprocessing. The green arrow denotes a false edge, nonexistent in the probability edge image, but
created by the postprocessing. (E) Topcon’s segmentation. (F) Gold standard images.

could be easily implemented. Second, our framework decouples the two problems and
solves them independently. One key benefit of this is the independence of the second
stage, which is not necessary to retrain depending on the first stage. As we proved in
Section 5.4.1, U-net and Dense U-net can provide very different edge images, but this is
not an obstacle as the purpose of the CNN-ROI is to interpret them.

A limitation of our framework is the assumption that the cell size is rather regular
within the image and thus a postprocessing method whose filter is based on the average
cell size should suffice. In reality, a small percentage of images have a very large varia-
tion in cell size (Figure 5.9, top). In those cases, the filter should be reduced in order to
avoid smoothing away the small cells (blue arrows in Figure 5.9, top; here, the error was
minimal for α= 1.10). Analogously, some images might have a regular cell size but some
faded, weak false edges (Figure 5.9, bottom), in which case a slightly larger filter would be
beneficial. There, a non-existent edge in the probability edge image was created by the
watershed of the postprocessing (green arrow in Figure 5.9, bottom; here, the error was
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minimal forα= 0.80 because it removed the false edge). Given all those factors, we chose
a compromise solution, i.e. to use α = 1. For that, we selected a Dense U-net for both,
the cell segmentation (CNN-Edge) and the ROI segmentation (CNN-ROI), as it showed a
well-balanced performance among images of different properties. This is shown in Fig-
ure 5.8 where a similar error is obtained for all images regardless the reference ECD or
CV (images with very low ECD or high CV are more prone to errors).

Overall, it was important to design a ROI segmentation network (CNN-ROI) that
would exclude from the ROI large blurred areas but would include in the ROI small inner
blurred edges (either true or false), thus allowing later the refinement method to remove
the false ones. That goal was achieved satisfactorily (Figure 5.9-C).

In comparison with Topcon’s automatic segmentation, our method not only provides
better quantitative results (Figure 5.8) but also better qualitative results (Figure 5.9-F).
Indeed, Topcon’s performance degrades significantly with complex images, detecting
less cells and creating more segmentation mistakes (Figure 5.9-F).

In conclusion, we have presented a novel framework that automatically estimates
several morphometric parameters from corneal endothelium images, the novel core of
this work being the automatic selection of the ROI. The experimental results demon-
strate that our approach achieves a state-of-the-art performance. Computationally, it
takes only a fraction of a second to obtain all different segmented images (the refine-
ment method is the bottleneck, which requires 10–20 seconds). Future work can address
an adaptive postprocessing method in order to solve the aforementioned limitations.
Clinically, this work demonstrate that high parameter accuracy can be reached in en-
dothelium images from diseased corneas, bringing new opportunities in studies with
very large number of images.
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Abstract
The morphometric parameters of the corneal endothelium –cell density (ECD), coefficient of vari-

ation in cell size (CV), and hexagonality (HEX)– provide clinically relevant information about the

cornea. To estimate these parameters, the endothelium is commonly imaged with a noncontact

specular microscope and cell segmentation is performed to these images. In previous work, we have

developed several methods that, combined, can perform an automatic estimation of the parameters:

the inference of the cell edges, the detection of the region of interest (ROI), a postprocessing method

that combines both images (edges and ROI), and a refinement method that removes false edges. In

this work, we first explore the possibility of using a CNN-based regressor to directly infer the param-

eters from the edge images, simplifying the framework. We use a dataset of 738 images coming from

a study related to the implantation of a Baerveldt glaucoma device and a standard clinical care

regarding DSAEK corneal transplantation, both from the Rotterdam Eye Hospital and both contain-

ing images of unhealthy endothelium. This large dataset allows us to build a large training set that

makes this approach feasible. We achieved a mean absolute percentage error of 4.32% for ECD,

7.07% for CV, and 11.74% for HEX. These results, while promising, do not outperform our previous

work. In a second experiment, we explore the use of the CNN-based regressor to improve the post-

processing method of our previous approach in order to adapt it to the specifics of each image. Our

results showed no clear benefit and proved that our previous postprocessing is already highly reliable

and robust.
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Figure 6.1: Flowchart of our previous framework for biomarker estimation. CNN-Edge infers the edge proba-
bility images, CNN-ROI estimates the region of interest, the postprocessing combines both images to provide
a binary edge image, and the refinement method removes potential false edges (magenta lines in E) before
estimating the biomarkers. The different images at each step (A-E) are displayed below the dashed line. For
(D) and (E), the results are binary images, depicted in blue (superimposed to the intensity images for display
purposes).

6.1. INTRODUCTION

In the last decade, Convolutional Neural Networks (CNNs) have become a very popular
approach for image classification [1–3] and image segmentation, either via pixel classi-
fication or semantic segmentation [4]. Regression problems in images have also been
solved with CNNs by adding fully connected layers with linear activations functions at
the end of the network [5]. Overall, CNNs have led to a series of breakthroughs in the
recent years, being employed with high success in many disciplines.

In corneal endothelium images, it is clinically relevant to determine the morphomet-
ric parameters of the cells in order to assess the quality and health status of the cornea. A
quantitative analysis can provide information on endothelial cell density (ECD, reported
as the number of cells per square millimeter), coefficient of variation in cell size (CV,
expressed in percentage), and hexagonality (HEX, defined as the percentage of 6-sided
cells). These image-based biomarkers can be easily estimated if the cell boundaries are
identified in the image, therefore image segmentation has been the approach most com-
monly employed for solving this task [6–8]. In previous work, we achieved state-of-the-
art results by employing a CNN U-net to segment the cell boundaries [9], but in order to
make the process completely automatic we developed a dense U-net to infer the area in
the image (region of interest, ROI) in which the biomarkers could be reliably estimated
[10]. Furthermore, it is not a trivial task to combine both CNN output images (the edge
probability image and the ROI image) and transform them into the final binary edge im-
age to perform the biomarker estimation. Indeed, any small error or discontinuity in
an edge could cause a significant error in the resulting estimates. This step was called
postprocessing in our previous work [9].

In this work, we explore the possibility of using a CNN-based regressor, named Dense-
Net-R35, to directly estimate the biomarkers from the edge probability images, substitut-
ing the inference of the ROI, the postprocessing, and refinement. In addition, we explore
the use of DenseNet-R35 to improve the postprocessing itself, and we compare it against
a simpler approach based on Fourier analysis.
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6.2. MATERIALS AND PREVIOUS WORK

The images used in this work are part of two ongoing studies in the Rotterdam Eye Hos-
pital (Rotterdam, the Netherlands): one regarding the implantation of a Baerveldt glau-
coma drainage device, and another regarding the visual function after corneal transplan-
tation (Descemet Stripping Automated Endothelial Keratoplasty, DSAEK). For the Baer-
veldt study, images were retrieved before the surgical implantation and 3, 6, 12, and 24
months after surgery, in both the central and the temporal superior (TS) cornea. Here,
we used 400 images from 100 patients. For the DSAEK study, 338 images from 41 pa-
tients were acquired 1, 3, 6, and 12 months after surgery, only from the central cornea.
In both cases, images were obtained with a noncontact specular microscope Topcon SP-
1P (Topcon Co., Tokyo, Japan). Data was collected in accordance with the tenets of the
Declaration of Helsinki. Signed informed consent was obtained from all participants,
and approval was obtained from the Medical Ethical Committee of the Erasmus Medical
Center (Rotterdam, The Netherlands). Trial registrations:

• Baerveldt study (NL4823 (https://www.trialregister.nl/trial/4823), registered 06-
01-2015)

• DSAEK study (NL4805 (https://www.trialregister.nl/trial/4805), registered 15-12-
2014).

The images were saved as grayscale images of 240×528 pixels, covering an area of
0.25 mm × 0.55 mm. Images from the Baerveldt study generally show a good contrast
between cell edges and cell bodies. The main challenge is that large fractions of the TS
images are out of focus due to the curvature of the cornea at that position (as in Fig-
ure 6.1-A). In contrast, images from the DSAEK study are more prone to appear blurred,
with low contrast, and slightly out of focus due to the optical distortions produced by
the graft-recipient interface and the rough surface of the graft. An expert created the
gold standard for each image by manually delineating the cell boundaries.

Previously, we presented a fully automatic framework to estimate the endothelial
biomarkers from specular microscopy images (Figure 6.1). This framework is subdivided
into four different methods: a CNN based on a Dense U-net to segment endothelial cells
using an intensity image as input and providing an edge probability image as output
(CNN-Edge) [9, 10]; a CNN based on a Dense U-net to segment the region of interest
where cells are correctly detected using the edge probability image as input (CNN-ROI)
[10]; a postprocessing method based on Fourier analysis and watershed that combines
both output images and yields the binary edge image [9, 11]; and a machine learning
approach based on Support Vector Machines (SVM) that removes potential false edges
from the binary edge image [8]. The biomarkers could then be estimated from the final
binary image.

6.3. METHODS

6.3.1. BIOMARKER ESTIMATION FROM EDGE IMAGES

In the first approach, we aim to use the DenseNet-R35 (Figure 6.2) after the CNN-Edge
(Figure 6.1) in order to directly infer the biomarkers from the edge probability image.

https://www.trialregister.nl/trial/4823
https://www.trialregister.nl/trial/4805
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Figure 6.2: (A) A schematic overview of the proposed DenseNet-R35 ; and (B) a schematic overview of one
dense block and one downsampling block.

Ideally, it would be preferred to use DenseNet-R35 as a substitution of the whole previ-
ous framework, but that would require a much larger annotated dataset. This possibility
was tested, but failed to obtain reliable results. As described below, we can perform more
data augmentation on the edge probability images, thereby making this approach feasi-
ble.

The proposed DenseNet-R35 (Figure 6.2) borrows the concept of densely connected
convolutional layers from Huang et al. [3]. In dense blocks, a layer receives the feature
maps of all preceding layers, which improves the direct information flow, helping back-
propagating gradients and thereby facilitating better network learning during training.
Huang et al. [3] used dozens of convolutional layers in each dense block, which creates
bottlenecks due to the excessive number of piled up layers. To solve this, they added one
1×1 convolutional layer before each 3×3 convolutional layer in order to reduce the num-
ber feature maps. Here, we use only three 3×3 convolutional layers in each dense block,
hence the 1×1 convolutional layers are not needed. Each layer in a dense block provides
k feature maps, where k is the growth rate parameter. We set k = 16 in the first dense
block, adding 16 more features at each new resolution step. After each dense block, the
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(A) (B) (C) (D) (E)

Figure 6.3: Representative output images of our previous Dense U-net (CNN-Edge) for four configurations
based on the dropout rate of the dropout layers: 5% (B), 20% (C), 35% (D), and 50% (E), given (A) as input. Top
image belongs to the Baerveldt study, whereas bottom comes from the DSAEK study.

feature maps are reduced to k by a 1×1 convolutional layer in the downsampling block.
Furthermore, we introduce the edge probability image, properly scaled, at the beginning
of each resolution step. Finally, the dense layer of neurons and the output neuron em-
ploy a linear activation function. The chosen loss function is the mean squared error
(MSE), and the mean absolute percentage error (MAPE) is computed for analysis.

Another key aspect is the absence of batch normalization or dropout layers in the
convolutional part, which either increased the MSE loss or prevented the network to
converge, respectively. In contrast, the use of dropout in the layer of densely connected
neurons was highly beneficial, obtaining the best performance for a dropout rate of 35%.
This architecture was computationally efficient, avoiding bottlenecks during network
training. It has a receptive field of 379×379 (approx. (height+width)/2), which showed
to be optimal as either adding or removing a convolutional layer in each block was detri-
mental.

Data augmentation was a critical aspect in our training. Horizontal and vertical flip-
ping multiplied the available data by four. Rotation had the inconvenience of losing the
corners of the image once rotated, and thus it was evaluated. We obtained that uniform
sampling of the rotation angle between ±35◦ yielded the best performance. Elastic de-
formations and translation were detrimental once rotation was employed. Finally, we
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further increased the training data by employing, for the same intensity image, slightly
different versions of the edge probability images, obtained as discussed in our previous
work [10]. Briefly explained, the Dense U-net (CNN-Edge, Figure 6.1) could be tuned to
provide more conservative edge images by simply increasing the dropout rate, thereby
not inferring potentially spurious cell boundaries in highly blurred and/or noisy areas
(Figure 6.3). For images with high contrast (Figure 6.3-A, top), the resulting edge images
at different dropout rates did not show major differences unless the dropout was largely
increased. However, for images with low contrast (Figure 6.3-A, bottom), larger areas of
the images were rapidly not inferred after just small increments of the dropout rate. We
argued that the biomarkers estimated from those images should, in principle, be very
similar if enough cells were detected. The DenseNet-R35 performance improved dras-
tically as we were including more images built with larger dropout rates, reaching the
minimum test loss when images up to a dropout rate of 35% were used. Therefore, they
were added to the training with the same labels and were named twin sets. Considering
all augmentation, the original 738 images could be converted to 1.6 million images.

We employed a 10-fold cross-validation, and the same fold order was applied to all
twin sets. The validation set contained images from all twin sets, but the test set only
contained the original dataset so that it could be compared to our previous framework.
The original dataset (here and in our previous work) was obtained with a dropout rate of
5%.

6.3.2. IMPROVEMENT OF THE POSTPROCESSING METHOD

In a second approach, the DenseNet-R35 was used to improve the postprocessing meth-
od from our previous framework. The postprocessing involved estimating the most com-
mon cell size in the edge probability images by using Fourier analysis (l = 1/ f ∗, being f ∗
the characteristic frequency), then smoothing the edge probability images with a Gaus-
sian filter whose standard deviation (SD) isσ= kσ/(α f ∗), and finally applying the classic
watershed [12], which does not require any parameter. The scaling factor of the sigma,
kσ = 0.20, was estimated in previous work [11], which assumed α= 1.

The idea of estimating the cell size by Fourier analysis was proposed after observing
that the 2D Fourier Transform (FT) of an endothelium image shows a distinctive ring
related to the regular hexagonal patterns of the cells [13]. If the 2D FT was applied to the
edge probability image instead, we got rid of the noisy patterns of the intensity image
that could obscure the ring in Fourier domain. By simply computing the radial mean of
the magnitude of the 2D FT [11], we could estimate the peak of the ring, f ∗ (Figure 6.4).
In previous work [11], we proposed a model based on an exponential and a Gaussian to
fit the radial mean, thereby estimating the ring size with the fitted Gaussian mean. This
method is highly reliable to estimate the ECD of the image (Figure ??-A), obtaining a
high linear correlation between the estimated f ∗ and the true ECD (Pearson correlation
coefficient R = 0.965, P < 0.001).

The main benefit of our postprocessing step is the detection of faded, true edges
in the edge probability images. Since watershed requires a single local minimum per
cell in order to yield a good segmentation, the former smoothing of the edge image is
crucial. Given the robustness of the estimation of f ∗, our postprocessing is simple yet
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FT

FT

Figure 6.4: The radial mean of the magnitude of the 2D FT (in black) of the probability edge image (intensity
images are only depicted for illustrative purposes). A fitted model based on a Gaussian and an exponential
(in red) is used to estimate the peak (Gaussian mean, referred as characteristic frequency f ∗) and Gaussian
standard deviation. (Top row) Image with high CV. (Bottom row) Image with low CV.

very reliable. However, two flaws are observed in this approach: it does not take into
account the (1) variation in cell size and (2) the blurriness of the edge probability image.
Indeed, an image with high variation in cell size requires to reduce the filter size in order
to avoid merging nearby edges and thereby missing small cells (Figure 6.4, top), whereas
edge images with some blurred areas and regular cell size would benefit from a larger
smoothing filter (Figure 6.4, bottom). To correct this, we define a scaling factor, α, to f ∗.

In summary, our goal is to employ DenseNet-R35 to determine the best α for each
image. We hypothesize that our network would be able to learn the characteristics of
each image and therefore able to adapt the postprocessing. For this, we estimated the
best α for each image (twin sets included). Specifically, we computed two values from
the binary edge output images: the total number of cells detected (ntot al ) and the num-
ber of cells correctly segmented (ncor r ); as well as one value from the gold standard: the
number of real cells (nr eal ). Precision, p = ncor r /ntot al , and recall, r = ncor r /nr eal , were
computed and combined into the F -measure, F = 2pr /(p + r ). We performed this eval-
uation for values of α between 0.7 and 1.3 in steps of 0.05, being the best α the one that
provides the largest F -measure. Therefore, DenseNet-R35 would have an edge probabil-
ity image as input and its best α as target. The same 10-fold cross-validation was used.
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(A) (B)

Figure 6.5: (A) Relation between the estimated characteristic frequency in Fourier domain and the true ECD.
(B) The relation between the estimated characteristic SD and the true CV. Each circle is an image and the red
line is the first degree polynomial that best fits the data (in a least-squares sense).

6.3.3. IMPROVEMENT OF THE POSTPROCESSING BY FOURIER ANALYSIS

The Fourier Analysis also showed a weak correlation between the fitted Gaussian SD
(named “characteristic SD”) and the biomarker CV (Figure 6.5-B, Pearson correlation
coefficient R = 0.658, P < 0.0001). Indeed, if the endothelium exhibits a large varia-
tion in cell size, many frequency components appear in the FT (Figure 6.4-top), whereas
if the cells are rather uniform in size, only a very narrow range of frequencies are en-
hanced (Figure 6.4-bottom). Therefore, we consider the use of the characteristic SD,
which seems to roughly encode information about the cell size variation, to estimate
the best scaling factor α in our postprocessing. For this, we employ a sigmoid model,
defined as

α= a

1+exp(−b ·SD+ c)
+d , (6.1)

where a, b, c, and d are the parameters of the model. We set d = 1− a/2 to center the
sigmoid at α = 1. The remaining parameters are estimated by employing a grid search
and the F -measure defined above.

6.4. RESULTS

6.4.1. EXPERIMENT FOR BIOMARKER ESTIMATION

The training did not show over-fitting and converged rapidly. The error produced in
each biomarker was significantly different, being HEX the most complicated parameter
to predict (Figure 6.6). In the test set, the MAPE for the DenseNet-R35 was 4.32% for ECD,
7.07% for CV, and 11.74% for HEX, whereas our previous framework, with postprocessing
and solving for oversegmentation, achieved a MAPE of 2.34% for ECD, 5.56% for CV, and
6.08% for HEX (Figure 6.7). The non-parametric Wilcoxon signed rank test on the MAPE
distributions revealed a statistically significant difference (P < 0.0001, all biomarkers),
thereby suggesting that the error in our previous framework was significantly smaller.

The endothelium of a healthy adult usually shows an ECD around 2500 cells/mm2

(or higher), a CV around 30% (or lower), and a HEX around 60% (or higher) [14]. It is
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clinically more relevant to assess an accurate estimation in images with low ECD or HEX,
or high CV. In this respect, Figure 6.7-A shows an ECD error with similar magnitude for
images with low and high ECD in both methods (within ±100 cells/mm2, slightly higher
for the DenseNet-R35), with the exception of some outliers (around 5% of images). While
that error can be considered high for cases with very low ECD, both methods present a
robust, stable inference of the ECD along different types of images, which means they
are not affected by either a high or a low number of detectable cells. In contrast, the
CV error is large with respect to the reference CV (Figure 6.7-B), and there is a small
CV overestimation in images with low CV and an underestimation in images with high
CV (same with HEX). Regression analysis determined that the errors were significantly
correlated with the reference parameter (P < 0.001 for all biomarkers in both methods),
yielding a slope of −0.03, 0.04, and 0.29 for ECD, CV, and HEX (respectively) in DenseNet-
R35, and −0.01, 0.07, and 0.15 for ECD, CV, and HEX in our old framework. Thus, the
correlation was very small for ECD and CV, but not for HEX. In previous work, these
problems were the results of just a few minor errors in the segmentation since CV and
HEX are biomarkers highly sensitive to segmentation errors. In this sense, DenseNet-R35
cannot overcome this problem.

6.4.2. EXPERIMENT FOR POSTPROCESSING

The histogram distribution of the true α showed a Gaussian shape (Figure 6.8-B), which
suggested that, for the majority of images, an α close to 1 yields the best segmentation.
However, DenseNet-R35 was unable to detect the pattern in the image that would deter-
mine the best α and instead estimated all values around α≈ 1 (Figure 6.8).

6.4.3. EXPERIMENT FOR POSTPROCESSING BY FOURIER ANALYSIS

The grid search provided the largest F -measure = 0.947 for the parameters a = 0.4, b =
300, and c = 1.8. The sigmoid resembled a linear response for an SD of 0–0.01 with an α

range 0.85–1.10. In contrast, an F -measure = 0.949 was obtained if α= 1 was employed
in the postprocessing method. Therefore, it was counterproductive to employ the char-

Figure 6.6: Mean absolute percentage error (MAPE) in the validation set (fold 1) during training (DenseNet-
R35) for the three corneal parameters.
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(A) (B)

(C)

Figure 6.7: Error of the biomarkers estimates –ECD (A), CV (B), and HEX (C)–, for the DenseNet-R35 (black
diamonds) and our old framework based on segmentation (colored circles). The x-axis indicates the value
for the gold standard, and the y-axis indicates the error computed as the difference between the proposed
estimates and the gold standard. Each point corresponds to one image in the dataset (738 images in total).
Dashed lines indicate the average error.

acteristic SD for the inference of α.

6.5. DISCUSSION

The use of a CNN regressor to directly infer the biomarkers from edge probability im-
ages is a simple and fast method, yielding good results considering the complexity of the
dataset under study, but it does not outperform our previous method [10]. In the latter,
the selection of the ROI, the postprocessing, and the subsequent refinement (Figure 6.1)
were designed to detect, discard, and/or minimize any mistake in the edge probability
images yielded by the CNN-Edge. The substitution of those three methods by a single
CNN-based regressor would simplify this task, and the main challenge was to build a
large annotated dataset (in the order of millions of images). In this respect, the creation
of twin sets was a simple way to increase the data. Different from other types of data
augmentation, twin sets did not provide unrealistic cases, and they had enough differ-
ences to make a profitable contribution to the training. However, due to the time cost of
obtaining the true biomarkers from each image in the twin sets, we assumed they had
the same parameter estimates as their respective original edge images. We believed this
might be the major cause of our modest results, which also can explain why HEX had
a considerably larger error. Indeed, since the twin sets show less detectable cells (Fig-
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(A) (B)

Figure 6.8: (A) Error of the estimation of alpha (each point correspond to one image). (B) Distributions of the
histograms of two sets, the estimated alphas by DenseNet-R35 and the true alphas (Gold Standard).

ure6.3-C, D), the real HEX in those images could be significantly different, whereas ECD
would be barely affected.

Once we concluded that DenseNet-R35 could not outperform our previous method,
we considered its use to improve it instead. As discussed in Section 6.3.2, our postpro-
cessing method does not consider the blurriness of the image or its variation in cell size.
Although the latter could be roughly inferred by Fourier analysis (Figure 6.5-B), it had a
significant estimation error. The experiment in Section 6.4.3 indicated that the inference
of α based on the characteristic SD from Fourier analysis degraded the performance,
therefore suggesting that blurriness might be the major factor to consider. Subsequently,
we tested the use of DenseNet-R35 to infer the scaling factor α, thereby allowing the net-
work to find the relevant features directly from the edge images. Different from the first
experiment, we computed the targetα for each independent image in the twin sets, thus
avoiding any bias. However, DenseNet-R35 could not converge towards a reasonable
solution. It is indubitable that this problem implies a larger complexity. For instance,
blurriness might appear only in a fraction of the image while having high intensity con-
trast in the rest, and a CNN should be able to find the appropriateα for that small blurred
portion while overlooking the characteristics of the rest of the image. Probably, a dataset
of dozens of millions of images would be necessary to solve this problem.

The lack of convergence and similar behavior as in Figure 6.8-A was also observed if
we attempted to estimate the biomarkers from the intensity images directly. Even with
the use of more data augmentation (adding blurriness or noise), the network could not
perform regression from the intensity images.

6.6. CONCLUSIONS

This study has shown that our CNN-based regressor, which directly infers corneal en-
dothelium biomarkers from the edge probability images (created by our previous work),
does not provide a better solution than aiming for the binary segmentation instead.
Based on our experiments, the amount of annotated data that would be required to pro-
vide similar accuracy seems unreasonable. Indeed, the augmentation of the data up
to 1.6 million of annotated images were not enough to outperform our previous work.
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While it is possible that the limitation of the proposed data augmentation might have
jeopardized the success, it is not clear whether a flawless augmentation would have
made a large impact. Further work needs to be done to this respect. Nonetheless, consid-
ering that these biomarkers are defined based on the shape of the cells, it is reasonable
to conclude that cell segmentation is still the preferable approach.

This study has also shown that the postprocessing method of our previous work,
which uses the average cell size estimated by Fourier analysis to smooth the edge im-
ages such that a subsequent watershed provides the proper segmentation, is simple and
yet very robust. Our attempts to improve the postprocessing by using more informa-
tion from the Fourier analysis (the characteristic SD, which encodes the variation in cell
size) have been unfruitful. We believe this is because the correlation between the char-
acteristic SD and the cell size variation is not strong enough and the blurriness of the
edge images should also be considered. This conclusion made us hypothesize that our
CNN-based regressor could be satisfactorily employed for this task, as it could encode
both factors (blurriness and cell size variation) to adapt the smoothing filter of the post-
processing. However, our experiments were unsuccessful, suggesting that these features
might be too subtle to identify. A possible alternative could be to adapt α to a local win-
dow instead of inferring a global α for each image.
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Abstract
Purpose: To present a fully automatic method to estimate the corneal endothelium parameters from
specular microscopy images and to use it to study a one-year follow-up after ultrathin Descemet
stripping automated endothelial keratoplasty.

Methods: We analyzed 383 post ultrathin Descemet stripping automated endothelial keratoplasty
images from 41 eyes acquired with a Topcon SP-1P specular microscope at 1, 3, 6, and 12 months
after surgery. The estimated parameters were endothelial cell density (ECD), coefficient of variation
(CV), and hexagonality (HEX). Manual segmentation was performed in all images.

Results: Our method provided an estimate for ECD, CV, and HEX in 98.4% of the images, whereas
Topcon’s software had a success rate of 71.5% for ECD/CV and 30.5% for HEX. For the images with
estimates, the percentage error in our method was 2.5% for ECD, 5.7% for CV, and 5.7% for HEX,
whereas Topcon’s software provided an error of 7.5% for ECD, 17.5% for CV, and 18.3% for HEX. Our
method was significantly better than Topcon’s (P < 0.0001) and was not statistically significantly
different from the manual assessments (P > 0.05). At month 12, the subjects presented an average
ECD = 1377±483 [cells/mm2], CV = 26.1±5.7 [%], and HEX = 58.1±7.1 [%].

Conclusions: The proposed method obtains reliable and accurate estimations even in challenging
specular images of pathologic corneas.

Translational Relevance: CV and HEX, not currently used in the clinic owing to a lack of reliabil-

ity in automatic methods, are useful biomarkers to analyze the postoperative healing process. Our

accurate estimations allow now for their clinical use.
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7.1. INTRODUCTION

Descemet stripping automated endothelial keratoplasty (DSAEK) is a cornea transplant
procedure that involves the removal of the cornea’s Descemet membrane and endothe-
lium, followed by the transplantation of donor tissue containing the endothelium, De-
scemet membrane, and a part of corneal stroma. This procedure was introduced in 2006
[1, 2] and has replaced conventional penetrating keratoplasty for most cases of endothe-
lial dysfunction [3, 4]. The most common indication for DSAEK is corneal edema in cases
of Fuchs endothelial dystrophy (FED) or pseudophakic bullous keratopathy [5]. FED is
characterized by degenerative changes in the endothelial cells, which trigger an abnor-
mal, irregular growth of the Descemet membrane and a subsequent rapid loss of en-
dothelial cells. Graft survival after DSAEK is reported to be good, especially in eyes with
FED [6], although the outcome with respect to visual function is variable [7]. Newer tech-
niques have aimed to reduce the thickness of the donor stroma (ultrathin [UT]-DSAEK),
reporting better visual outcomes than conventional DSAEK in terms of speed of visual
recovery and visual acuity [8]. A different procedure, Descemet membrane endothelial
keratoplasty, aims to transplant donor tissue with corneal endothelium and Descemet
membrane but without additional stromal tissue.

Regardless of the type of surgical procedure, long-term survival of corneal grafts is
mainly dependent on the endothelial cell density (ECD) [9], which is defined as the num-
ber of cells per square millimeter. ECD decreases naturally with age, from an average
density of 2800 to 3000 cells/mm2 in healthy young people to a density of 2200 to 2600
cells/mm2 for healthy elderly people [9–11]. This loss can be exacerbated by surgical
trauma and certain diseases or stress factors, and it is assumed that 400 to 700 cells/mm2

is the density at which corneal decompensation occurs and, thus, it defines the limit for
graft survival [9, 12]. In addition to the loss of endothelial cells, the remaining healthy
cells lose their regular hexagonal form and become irregular in shape and size. The two
parameters used to describe this irregularity are the coefficient of variation in cell size
(CV or polymegethism, expressed as the ratio of the standard deviation [SD] of the cell
size to its mean size, in percentage), and the hexagonality (HEX or pleomorphism, de-
fined as the percentage of six-sided cells).

To measure these parameters, it is necessary to image the endothelium. A clinically
used method is specular microscopy, a noncontact, noninvasive technique that sends
light toward the cornea at a small angle of incidence and captures the light reflected
from the interface between the endothelium and the aqueous humor [10]. The specu-
lar reflex requires a regular, smooth endothelial surface to provide high-quality images,
which is the norm in healthy corneas. Furthermore, the curvature of the cornea limits
the area that can be imaged, which translates into a rather small field of view. Postker-
atoplasty specular images are prone to show low contrast, high image noise, and areas
that are heavily blurred or out of focus because of the many optical distortions that may
arise owing to a variable thickness of the graft tissue, an irregular surface of the graft en-
dothelium, or a graft-recipient interface haze [11]. This factor can substantially decrease
the number of visible cells in the images, especially during the early postoperative phase.

Current specular microscopy manufacturers usually provide built-in software that
automatically segments the images and estimates the endothelial parameters. However,
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many recent studies have shown a lack of agreement between the estimates from dif-
ferent microscope’s methods and sometimes an overestimation when compared with
a manual segmentation, suggesting that the automatic results should be used with cau-
tion [13–17]. These studies mainly focused in ECD, in both healthy and diseased corneas.
Accurate estimation of CV and HEX is even more challenging because it requires good
quality segmentations, which is not reachable in most clinical cases. Several improved
approaches have been proposed in the last years [18–27]. However, most of these meth-
ods show two main limitations that prevent them to be used in the clinic: (1) they re-
quire user intervention to manually discard the areas where cells are not distinguishable
after segmentation and (2) they are mainly tested in rather high-quality images and/or
healthy corneas.

In this study, we present a deep learning (DL) approach that automatically segments
post–UT-DSAEK endothelial images, selects the trustworthy area where cells can reliably
be detected, and computes the endothelial parameters with high accuracy, all in a few
seconds, without the need for any user intervention. This method was compared with
the estimates provided by the microscope’s software and a manual segmentation (error
analysis), and it was used to study the 1-year evolution of the endothelial parameters in
post–UT-DSAEK corneas (clinical analysis).

7.2. METHODS

7.2.1. DATASETS

The main dataset contained 383 images of the central corneal endothelium from 41 eyes
(41 patients) that underwent UT-DSAEK surgery in the Rotterdam Eye Hospital (Rotter-
dam, the Netherlands), acquired at 1, 3, 6, and 12 months after surgery. The included
population for the study were patients over 18 years old with FED indicated for kerato-
plasty for visual rehabilitation and a visual acuity of less than 0.6 (Snellen chart). At the
time of surgery, patients had an average age of 73±7 years. The cornea grafts were pro-
vided by the Euro Tissue Bank (Beverwijk, the Netherlands). Written informed consent
was obtained from all participants, and the study was conducted in accordance with
the principles of the Declaration of Helsinki (October, 2013). Trial registration NL4805
(https://www.trialregister.nl/trial/4805, registered on 15-12-2014). Endothelium images
were obtained with the noncontact specular microscope Topcon SP-1P (Topcon Co., To-
kyo, Japan), which included the software IMAGEnet i-base (version 1.32) to estimate the
endothelial parameters. The images covered an area of approximately 0.25 mm × 0.55
mm and were saved as 8-bit grayscale images of 240×528 pixels. Our protocol for im-
age acquisition stated to take one image of the cornea and to repeat the acquisition up
to a maximum of five images if the quality was unsatisfactory. Following this protocol,
images were reacquired in 76% of the cases, with on average 2.3 images per session. For
the clinical analysis, we used the parameters obtained from the image with the highest
number of cells, and two patients were excluded because they missed one visit.

A secondary dataset was used to assist the training phase of the DL models. This
dataset came from a clinical study concerning the implantation of a Baerveldt glaucoma
device in the Rotterdam Eye Hospital (trial registration NL4823), referred as the Baer-

https://www.trialregister.nl/trial/4805
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veldt dataset hereafter. This dataset contained 400 specular images of the central and
temporal superior endothelium, obtained from 100 patients who were imaged before
surgical implantation and 3, 6, 12, and 24 months after surgery, with the aim of observing
whether the implant’s tube was affecting the endothelium (the original Baerveldt dataset
contained almost 8000 images from 200 patients, but only 400 images were manually an-
notated). The images were acquired with the same Topcon SP-1P microscope. Patients
in this clinical study had no corneal disease, showed an average cell density of 2200
cells/mm2, and the image quality was significantly better than the UT-DSAEK dataset.
Thus, these images were useful for building robust DL models because they provided
examples not present in the UT-DSAEK dataset.

All images were manually segmented to create the gold standard, using the open-
source image manipulation program GIMP (version 2.10). The DL networks were pro-
grammed in Python 3.7, and we used Tensorflow (version 2.10) to train and test the mod-
els. The parameter estimation and statistical analyses were done in Matlab 2018a (Math-
Works, Natick, MA). Confidence intervals were computed with the bootstrap method
“bias corrected and accelerated percentile” in Matlab.

7.2.2. DEVELOPMENT OF THE NETWORK

DL is a class of machine learning algorithms that uses a sequence of mathematical op-
erations (encoded in layers) to progressively transform the input data into more abstract
representations to ultimately perform a task, such as classification, segmentation, or re-
gression [28]. In our case, cell segmentation was done by a convolutional neural network
(CNN), which are sliding-window filters that execute operations on images. This method
basically entails transforming a specular endothelial image into another image where
the pixels corresponding with the cell edges are given a high value (Figure 7.1). In con-
trast with classic machine learning techniques, DL does not require to set specific rules
to extract the relevant features from the images. Instead, DL will do both tasks —feature
extraction and segmentation— on its own, in what is called the “black box paradigm”. To
this end, DL requires plenty of labeled data to learn the transformations.

An earlier version of the DL network was presented in a previous work [27], in which
we used a U-net [29] and 50 images from the Baerveldt dataset to produce the edge im-
ages (CNN-Edge), obtaining a pixel accuracy of 97.33%. Subsequently, we presented a
different network [30] based on Dense U-Nets [31] to perform the segmentation of the re-
gion of interest (ROI) given the edge images (CNN-ROI); that is, the CNN-ROI identified
the areas in an edge images where the cells were correctly detected. For that network, we
extended the dataset up to 140 challenging images from the Baerveldt dataset, and we
manually created the ROI gold standard images by selecting the trustworthy areas based
on the edge images. Hence, CNN-ROI would mimic the evaluation that a human would
do when observing the edge images. Our Dense U-Net [30] was a direct update from our
previous U-Net [27], achieving a pixel accuracy of 98.94% on the ROI problem.

In this work, we improved our Dense U-Net in the following way (Figure 7.1): (1) we
decreased the number of feature maps per convolutional block and added more blocks,
therefore allowing for a higher reuse of features; (2) batch renormalization [32] layers
were added in between the convolutional layers and the activation layers, which helped



7

114
7. DEEP LEARNING FOR ASSESSING THE CORNEAL ENDOTHELIUM FROM SPECULAR

MICROSCOPY IMAGES UP TO 1 YEAR AFTER ULTRATHIN-DSAEK SURGERY

C

C

48 Conv. blocks

Upsampling block

(60x132)@192
Reduction block

Reduction block

Reduction block

Conv2D (1x1)

Input

Output

R
ed

u
ct

io
n
 b

lo
ck

BRN

ELU

C

Transpose-
Conv2D (4x4)

Input

Output

C
on

vo
lu

ti
on

al
 b

lo
ck

BRN

C

k0

k

(k0+k) 

(240x528)@1

E
d

g
e
 P

ro
b

a
b

il
it

y
 I

m
a
g

e

Input

Output

U
p
sa

m
p
lin

g
 b

lo
ck

C

(120x264)@121
C

12 Conv. blocks

24 Conv. blocks

(240x528)@49
C

6 Conv. blocks

Upsampling block

12 Conv. blocks

6 Conv. blocks

AverPooling2D (2x2)

AverPooling2D (2x2)

AverPooling2D (2x2)

Softmax

Conv2D(1x1) + ELU

Concatenation

(Width x Height)@Feature Maps

Growth rate (GR) of 8 in the conv. blocks

Compression in reduction and upsampling: 

   0.5 x GR x (No. previous conv. blocks)

Notes:

C

Input

Conv2D (4x4)

ELU

Dropout 20%
BRN

ELUAverPooling2D

Upsampling block

24 Conv. blocks

(120x264)@24

(60x132)@48

(60x132)@241

(30x66)@96
(30x66)@481

(120x264)@96

(240x528)@48

(240x528)@145

Output

Intensity Image

Figure 7.1: A schematic overview of the DL network. The different blocks in the network (convolutional, re-
duction, and upsampling) are depicted in the bottom. A dense block is defined by the concatenation of several
convolutional blocks: 6 in the first resolution block, 12 in the second, etc. Each convolutional layer within
the convolutional blocks has a growth rate GR = 8 (feature maps created by the layer), whereas the convolu-
tional layers within the reduction and upsampling blocks create 0.5 × GR × (number of previous convolutional
blocks) feature maps.

to stabilize the training; (3) we used exponential linear unit activations [33] and average
pooling layers to improve performance; and (4) dropout layers [34] were placed before
the concatenation to avoid additive dropout to earlier maps.

This network was used in both DL methods, the CNN-Edge and CNN-ROI (Figure 7.2).
That is, CNN-Edge was trained with intensity images as input and the manually seg-
mented images as target, providing the edge probability images as output, whereas the
CNN-ROI was trained with edge probability images as input and the manually anno-
tated ROI as target. Both networks were trained independently. Subsequently, a post-
processing method [27, 35] combined both images (edge and ROI) to produce the final
binary segmentation image. Briefly, the edge image was smoothed based on the average
cell size (automatically obtained by Fourier analysis) and subsequently the watershed
algorithm [36] was applied to create the binary segmentation. Finally, cells at the im-
age border or with less than 75% of their area within the ROI were discarded. Once the
final binary segmentation was created, the endothelial parameters were computed. To
allow for a fair comparison with Topcon’s software, we used the same Topcon’s restric-
tions: ECD and CV were computed when at least six cells were segmented, whereas HEX
was estimated from the inner cells (defined as segmented cells surrounded by other seg-
mented cells) when there were at least six inner cells.
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Intensity image

CNN-Edge
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processing

CNN-ROI

Final segmentation

Edge probability image Region of interest (ROI)
Input Output

Figure 7.2: Overview diagram of the fully automatic method. The intensity image is the input of the first
network (CNN-Edge), which outputs an edge (probability) image. This is introduced as input to the second
network (CNN-ROI), which determines the region of interest. Both images are input for the postprocessing
method, providing the final binary segmented image (the final segmentation is superimposed to the intensity
image for display purposes).

Although having three different stages to first perform the segmentation and later
infer the clinical parameters might seem cumbersome, it provided a robust aproach.
Earlier experiments on the design of a single DL network that would directly estimate
the endothelial parameters from the specular images indicated a substantial decrease in
accuracy [37].

To evaluate the DL algorithms, a five-fold cross-validation was performed on the UT-
DSAEK dataset: the images were randomly divided into five subsets (with all images from
one eye in the same subset), using four subsets (plus the whole Baerveldt dataset) for
training and the remaining subset for testing, and repeating the same process for the
other subsets. The DL network hyperparameters were categorical cross-entropy as loss
function, nadam optimizer [38], 150 epochs, and flipping left-right and up-down as data
augmentation. A Jupyter notebook with the code of the DL models, the weights, and a
few example images can be found in GitHub:
https://github.com/jpviguerasguillen/corneal_endothelium_TVST

7.2.3. STATISTICAL ANALYSIS

To assess the statistical significance of our method against Topcon’s software, we used
the paired Wilcoxon test to compare the percentage error after assigning a 100% error
if no parameter estimate was produced. To assess the clinical statistical significance of
our method against the gold standard, we used the one-way analysis of variance. For
this end, we used the Shapiro-Wilk normality test to establish normality and Levene’s
test for homogeneity. The 95% limits of agreement from the Bland-Altman analysis were
also used to compare our estimates against the gold standard. Changes in the estimates
between visits were evaluated with paired t-test. A Pearson correlation coefficient was
used to evaluate the correlation among the changes over the 1-year follow-up. All tests
used a statistical significance established at α= 0.05.

https://github.com/jpviguerasguillen/corneal_endothelium_TVST
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7.3. RESULTS

7.3.1. QUANTITATIVE ANALYSIS

Our fully automatic method detected, on average, 115 cells per image whereas Topcon
only detected 30 cells (paired Wilcoxon test, P < 0.0001). As a result, our method and
Topcon’s software were able to estimate the ECD/CV in 98.4% and 71.5% of the images,
respectively. According to the gold standard, insufficient cells were captured in 25 im-
ages (6.5%) to be able to estimate HEX. For the remaining images, our method and Top-
con’s software provided HEX estimates in 99.7% and 30.5% of the images, respectively.
This large discrepancy originated from the necessity of detecting at least 25 to 50 cells
in an image to have six or more inner cells, which Topcon’s software failed to reach in
most cases. These differences are illustrated in Figure 7.3 and Figure 7.4, showing how
our method was able to detect as many cells as the gold standard in very challenging
images, whereas Topcon’s performance was unsatisfactory unless the image had good
quality (Figure 7.4-H), which was the exception in this dataset.

An error analysis on the endothelial parameters was performed (Figure 7.5-A–C).
Topcon’s estimates displayed an ECD overestimation for the cases with high ECD and
a large spread of the error in the three parameters. In contrast, our estimates showed
an overall smaller error and a similar error spread for different ECD/CV/HEX reference
values. Therefore, our method exhibited a robust performance regardless of the charac-
teristics of the cells in the image.

A key factor in the method accuracy was the number of detected cells in the image,
as a segmentation mistake (or discrepancy in the cells segmented) would distort the esti-
mation significantly for images with a low number of cells. This finding can be observed
in Figure 7.3-(A, E), where no major mistakes were detected but several cells in the bor-
der of the ROI were not included in the gold standard but appeared in our segmentation
(or vice versa), and as a result there was a significant difference between our and gold
standard’s estimates, particularly in HEX. To model the behavior of our method in this
respect, the error was plotted as a function of the number of cells (Figure 7.5-D–F). Be-
cause the images in the UT-DSAEK dataset contained a rather low number of cells, we
included the estimates that would be obtained from the images of the Baerveldt dataset
so that we had an overview of the method’s performance for images containing a large
number of cells (200–400 cells). For this, we trained new models, now applying a similar
five-fold cross-validation to the Baerveldt dataset and using the UT-DSAEK dataset as
training assistance. Subsequently, we fitted two exponentials to the mean and SD of the
error using the least-squares method (Figure 7.5-D–F). The error showed a normal distri-
bution along the y-axis for all three parameters and, thus, we could assume that the area
within two SDs covered approximately the 95% of the error. This analysis showed that (1)
for all three parameters, our error spread decreased as more cells were detected, (2) HEX
required more cells to reduce the error spread, and (3) there was a small overestimation
in CV for the images with less than 50 cells.
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Figure 7.3: (i) Eight endothelial microscopy images from different patients (patient number # is in relation to
Figure 7.8), acquired at month 1 (A, B), month 3 (C, D), month 6 (E, F), and month 12 (G, H). Our estimates are
indicated above (gold standard in parenthesis). (ii) The output of the CNN-Edge.
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Figure 7.3: ... (iii) Our fully automatic DL segmentation (red) superimposed on the specular image along with
the areas that CNN-ROI identifies as not trustworthy (blue). (iv) The manual gold standard annotations (yel-
low).
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Cells =    19 (137)
ECD = 2571 (2355)
CV   =  25.0 (31.0)
HEX =   N/A (43.1)

Cells =    22 (84)
ECD = 1596 (1413)
CV   =  31.0 (29.6)
HEX =   N/A (51.4)

Cells =    13 (95)
ECD = 1953 (1715)
CV   =  40.0 (19.4)
HEX =   N/A (76.9)

Cells =  158 (179)
ECD = 1590 (1563)
CV   =  26.0 (23.7)
HEX =  58.0 (59.7)

(C) (E) (F) (H)

Figure 7.4: The only images from Figure 7.3 where Topcon’s software could perform cell segmentation. Top-
con’s estimates are indicated underneath (gold standard values in parenthesis). N/A, not acquired.

7.3.2. ERROR ANALYSIS OVER TIME

As stated in the Methods, images were reacquired in the clinic when the quality was un-
satisfactory. Specifically, we selected the image with more cells in each session, discard-
ing the remaining images. For our method, a satisfactory image was obtained with the
first acquisition in 50% of the visits, after the second in 27%, after the third in 20%, after
the fourth in 2%, and after the fifth in 1%, which suggested that taking up to three images
ensures acquiring a good clinical measure with high certainty. The average number of
cells detected by our method was 124±74, 132±61, 134±55, and 134±55 cells for months
1, 3, 6, and 12, respectively, whereas Topcon’s software detected 32±42, 37±36, 47±39,
and 54± 41 cells, respectively (paired Wilcoxon test, P < 0.0001). The mean absolute
error (Table 7.1) and mean absolute percentage error (Figure 7.6-A–C) were computed
for both, our and Topcon’s estimates. The gold standard did not display enough cells in
6.2% of images to calculate the HEX, and our method was able to estimate HEX in all
other cases.

Our method provided a significantly smaller error than Topcon (Figure 7.6-A–C). The
statistical analysis yielded a statistically significant difference in favor of our approach
for all parameters at all time points (paired Wilcoxon test, P < 0.0001). The percentage
error was highest in the first month after surgery for all three parameters and decreased
with time after surgery (Figure 7.6-A–C). This behavior was mainly due to the improve-
ment in image quality over the months, which resulted in more images with estimates,
more visible cells, less segmentation mistakes, and hence better estimation accuracy
(Figure 7.7).
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Figure 7.5: (Left column) Error of the estimates of ECD (A), CV (B), and HEX (C) in the UT-DSAEK dataset for
our DL approach (colored circles) and Topcon (black diamonds). The x-axis indicates the value for the gold
standard images and the y-axis indicates the error computed as the difference between the estimates and the
gold standard. The average error for each approach is depicted with a dashed line. (Right column) Error of the
estimates of ECD (D), CV (E), and HEX (F) with our DL approach in the UT-DSAEK (colored circles, 383 images)
and Baerveldt datasets (black circles, 400 images), displayed as a function of the number of detected cells. The
y-axis indicates the error computed as the difference between the estimates and the gold standard. The mean
(solid line) and two SDs (dashed lines) of the error function were modeled with exponentials.
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Figure 7.6: (Left column) The mean absolute percentage error (MAPE, computed as 100%
n

∑n
i=1|Ei − Ai |/Ai ,

where Ai is the actual value, Ei is the estimated value, and n is the number of images) in the parameters
ECD (A), CV (B), and HEX (C) with the 95% confidence intervals, at the different time points, for Topcon (red)
and our method (blue), in the selected images. Images without a parameter estimation were assigned a 100%
percentage error (for HEX, the cases where the gold standard did not provide an estimate were discarded). If
the images without estimates were not considered, the overall mean absolute percentage error would be 2.5%
for ECD, 5.7% for CV, and 5.7% for HEX in our method, and 7.5% for ECD, 17.5% for CV, and 18.3% for HEX in
Topcon’s software. (Right column) The evolution of the clinical parameters –ECD (D), CV (E), and HEX (F)– in
the UT-DSAEK dataset over time, displayed as the average value (solid line) and one SD (colored area). Gold
standard is depicted in blue and our proposed method in red. For ECD, the estimates provided by the cornea
bank are included.
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Table 7.1: The mean absolute error (MAE) and the SD of the endothelial parameters for Topcon and our
method, in the selected images. The mean absolute error is computed as 1

n
∑n

i=1|Ei − Ai |, where Ai is the
actual value, Ei is the estimated value, and n is the number of images. Only the cases with estimates were used
to obtain the error (% indicated in 5th column).

ECD MAE
[cells/mm2]

CV MAE [%] HEX MAE [%]
% images with esti-

mates (ECD/CV, HEX)

Our method 30.0±38.5 1.5±2.0 3.0±3.2 98.1%, 93.8%

Topcon 118.7±166.2 4.6±4.8 10.3±11.1 82.1%, 42.6%

7.3.3. CLINICAL ANALYSIS

Our method depicted the same evolution over time in the parameters as the gold stan-
dard except for CV, where a slight overestimation occurred (Figure 7.6-D–F). The distri-
butions of the estimated parameters from our method and the gold standard at the dif-
ferent time points resembled a normal distribution, and they passed the Shapiro-Wilk
normality test after excluding one outlier for CV at month 1 and for HEX at month 3. All
distributions also passed the Levene’s test for homogeneity. A one-way analysis of vari-
ance indicated no statistically significant difference between the manual and our auto-
matic assessments for any case (P > 0.05). A Bland-Altman analysis showed that more
than 95% of the ECD estimates were within the 95% limit of agreement for all months
except month 1 (94.8%). For CV, month 1 (92.1%), and month 3 (92.5%) did not reach the
95% limit of agreement. HEX was below the limit for all months (91.2%–94.9%).

The average estimated ECD at the cornea bank was 2705±174 cells/mm2, which de-
creased abruptly after the surgical intervention and it stabilized after the third month
(Figure 9), although the changes were statistically significant between all visits (paired
t-test, P < 0.03). The average CV presented a similar evolution to ECD, with a substantial
decrease between the first and third months (P < 0.01) and a subsequent stabilization
(P > 0.1). In contrast, the average HEX displayed a continuous increase, with a statisti-
cally significant change between months 1 and 3 (P = 0.01).

We observed that the group of patients with the largest loss in ECD (Figure 7.8, pa-
tients #1–#15, except #2) had a consistent large decrease in CV (–11.1±9.9) and increase
in HEX (+13.2±12.4) between months 1 and 12 (values from gold standard estimates),
which suggested a possible stabilization in the cellular health. The exception, patient #2,
was the only case developing FED after surgery, with a bad progression in CV (+6.2) and
no estimates for HEX. Overall, we found a statistically significant correlation between
the changes in ECD and CV from month 1 to month 12 among all patients (Pearson’s
R = 0.356; P = 0.031) and between CV and HEX (R = –0.538; P = 0.001), but no correla-
tion between ECD and HEX. This was also observed with our estimates.

Finally, we also observed that the patients that displayed a smaller ROI at month
1 usually had a larger ECD loss between months 1 and 12 (Pearson’s R = –0.374; P =
0.019). This agrees with the idea that a smaller area with visible cells is an indication of
an unhealthy tissue, which will in turn have an increased progressive loss of ECD.
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Month 1 Month 6 Month 12Month 3

Figure 7.7: A representative example (patient #7) of the progression of the endothelium over the months, with
a clear improvement in image quality and detected cells. Top row displays the intensity image and bottom
row indicates our DL segmentation in red (non-trustworthy areas in blue). Further information on the ECD for
patient #7 in Figure 7.8.

7.4. DISCUSSION

We have presented a robust, fully-automatic method for the estimation of the corneal
endothelium density and morphometric parameters from specular microscopy images
in very challenging cases (i.e. post–UT-DSAEK images). The parameters estimates were
in very high agreement with the gold standard. In comparison with Topcon’s software,
the improvement was considerable: our method detected cells in almost all images (Top-
con failed in more than one-fourth of the images); the mean absolute error was more
than three times smaller in the three parameters (Table 7.1); and the number of detected
cells was almost three times higher, hence decreasing the estimation variability. This
variability, particularly significant for HEX, is a well-known problem [39], being widely
accepted that 75 cells are required to estimate ECD with high reliability [40].

As mentioned, just a few segmentation mistakes can significantly affect the param-
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Figure 7.8: The ECD progression during the one-year follow-up for each patient (to read from left to right).
The progression (decrease in ECD) for each time interval is depicted with a bar (values from the gold standard
estimates). Patients are sorted based on the ECD at month 12. If there is an increase in ECD during a time
interval, the corresponding bar is not depicted and instead the bar of the previous period is shortened.

eters estimates. Therefore, the use of three stages (CNN-Edge, CNN-ROI, and postpro-
cessing) is necessary to not only infer the corneal parameters from the trustworthy areas
but to also fix potential mistakes in the edge images. For example, the CNN-ROI in Figure
2 detected (in the left–central area) three cells with weak and/or duplicate edges (small
dark blob), but the CNN-ROI combined with the postprocessing was able to fix this prob-
lem. A single DL network to generate both images simultaneously (edges and ROI) has
been used in the literature [41], but this approach provided unreliable ROI images for
our image data. Indeed, selecting the trustworthy area based on the intensity images
generated blurred ROI images that did not sufficiently match the edge images [37]. Al-
ternatively, a single DL model to directly infer the parameters [30] may seem attractive
because of its simplicity, but (1) it would require considerably more annotated data for
training, which is very expensive to create, and (2) it would be impossible for the user
to know whether the provided estimates are reliable (black box paradigm). In contrast,
a segmentation can be visually inspected, allowing the user to assess its reliability and
even allowing for manual corrections.

Previous work on automated endothelial cell parameter estimation found in the liter-
ature can be classified into two main groups: pre-DL and DL methods. Pre-DL methods
[18–22] aimed mainly to segment the whole image with classic machine learning tech-
niques, which would be clinically usable if cells were visible in the whole image or if the
user would select the ROI manually. The DL approaches [23–27], presented in the last 2
years, mainly focused on proving that a DL network is capable of segmenting endothe-
lial images, addressing the segmentation accuracy on relatively good quality images, but
rarely the clinical parameters. The closest work to ours was presented by Daniel et al.
[24], who used the U-net to segment 385 “real-world” specular images, including differ-
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ent ophthalmologic diseases and image qualities. Their ground truth was made by man-
ually dotting the center of each cell and manually selecting the ROI, which only allows
for ECD evaluation, and hence it was difficult to establish a comparison. Furthermore,
their postprocessing was based on simple thresholding (prone to mistakes in edges not
completely delineated), and their approach lacked a method to automatically select the
ROI (blurred areas surrounded by detected cells would be considered cells).

One strength of our method is its ability to deal with a variety of imaging artifacts
(Figure 7.3). Soon after surgery, the irregular, unsmoothed surface of the endothelial
graft makes it difficult to have an image in which all parts are in focus (Figure 7.3-A–
C). Furthermore, studies in postoperative corneal thickness have indicated a presence
of edema in the recipient corneal stroma soon after surgery and a continuous decrease
over time [42], which agrees with the improvement in image quality over time. In gen-
eral, any lesion or abnormal tissue structure in the upper layers of the cornea can distort
the optic path, creating all kind of noisy patterns. This includes saturation problems
(Figure 7.3-F, G), in which the microscope internal software fails to transform the spec-
ular reflex into a suitable image because of those light aberrations. In contrast, ocular
microsaccades, the movement of the patient, or simply respiration can produce heavy
blurriness (Figure 7.7, month 3), which is unrelated to the state of the endothelium. In
all these cases, Topcon failed to detect any cell (or detected barely a few) whereas our
method performed almost as good as the gold standard. For the most complex cases,
such as in images with FED, our approach needs further improvements, which probably
could be tackled with more labeled images containing guttae to teach the DL models the
structural and visual changes introduced by FED.

Clinically, we obtained an average ECD loss of 46.3% at month 6 and 49.1% at month
12, which was similar (or slightly higher) than other cases found in the literature. For in-
stance, the ECD loss reported after 12 months from UT-DSAEK surgery was 49% by Feng
et al. [43], 38.9% by Graffi et al. [44], and 35.6% by Busin et al. [8]. For DSAEK, van Cley-
nenbreugel et al. [45] reported a 40.2% loss after 6 months, Guerra et al. [46] a 34.9% loss
after 12 months, and Javadi et al. [47] a 42.8% at 2 years of follow-up. We observed that
our cohort showed a large variability on ECD loss at the different time intervals, without
a clear pattern (Figure 10). Indeed, some patients showed a deceleration on ECD loss
over time with an almost non-existent progression within the last 6 months, whereas
others depicted a small acceleration on ECD loss at that time. Regarding CV and HEX,
barely any post-keratoplasty study includes them in their analysis because of the lack of
reliability (up to now) in automatic methods. In our case, we estimated from the manual
assessments a CV of 26.1±5.7 and a HEX of 58.1±7.1 at month 12. Existing literature in
various ethnic groups indicates that the average CV is 26±4 [48, 49] and HEX is within
58% to 74% [50] in healthy population, and it is widely accepted that a CV of less than
30% and a HEX of greater than 60% is usually a sign of a healthy, stable endothelium.
Hence, our post-transplant cohort showed an overall good outcome in terms of CV and
HEX. Furthermore, we have shown that (1) our automatic method provides a high accu-
racy in CV and HEX (Table 7.1), (2) the existence of an evolution pattern after UT-DSAEK
surgery (decrease of CV, increase of HEX; Figure 7.6-D–F), particularly significant for the
cases with the largest loss in ECD, and (3) a correlation between some of the parameters’
evolution (stronger between CV and HEX), which might be an indication of good healing
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and cell loss stabilization. Indeed, the transplants that suffered a larger ECD loss in the
first month had a better improvement in CV and HEX later. These two parameters can
tell us something about the distress of the cells, but this is merely an extrapolation from
biological science lacking proper confirmation from clinical trials. In contrast, ECD as
a clinical parameter to evaluate the functionality of the cornea in terms of total thick-
ness and clarity has been studied extensively, both in the natural state and after corneal
transplantation. As we have developed a better method to analyze CV and HEX, it would
be interesting to study these two parameters, for example in future follow-up studies of
corneal grafting.

In summary, the results reported here demonstrated the ability of this DL method
to estimate the endothelial parameters from images with different qualities and noise
patterns. It also indicated a potential usefulness of employing all three endothelial pa-
rameters to study the evolution of the tissue after keratoplasty. Hence, our DL method
presents itself as a valuable tool to be used in studies of corneal transplantation pro-
grams with more patients and larger follow-ups to analyze the relevance of CV and HEX
and their potential roles as predictors for graft survival.
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8
NOTES ON THE BAERVELDT STUDY

This chapter summarizes the role of the fully-automated cell segmentation framework on the
Baerveldt study. Some parts are based on the manuscript:

E. Islamaj, P.W.T. de Waard, T.J.P. Nieuwendijk, J.G. Bollemeijer, J.P. Vigueras-Guillén, J. van Rooij,
K.A. Vermeer, and H.G. Lemij, Baerveldt glaucoma drainage device implantation affects the

corneal endothelial cells, Manuscript submitted for publication.
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8.1. INTRODUCTION

Glaucoma is an eye condition that damages the optic nerve, often caused by an ele-
vated intraocular pressure (IOP). In a healthy eye, IOP is kept within an acceptable range,
which is controlled by the production of the aqueous humor in the posterior chamber
and its drainage in the anterior chamber. If the aqueous humor cannot be drained at a
proper rate, IOP increases, compromising the optic nerve. Glaucoma does not usually
cause any symptoms in the early stages, and it tends to develop slowly over many years
[1]. If not treated early, it might result in an irreversible vision loss. Initial treatments in-
volve eye drops to reduce the IOP and laser therapy to open the blocked drainage system,
but if those fail, surgery (trabeculectomy) or the implantation of a permanent drainage
device are performed. The drainage devices (Baerveldt, Ahmed, Molteno, etc.), which
have a tube that reaches the anterior chamber, are designed to divert aqueous humor
to an external reservoir. However, the proximity of the tube to the corneal endothelium
is linked to endothelial cell loss [2]. While the cause has not been fully determined yet,
several hypotheses exist: chronic inflammation, tube-cornea contact, and aqueous flow
changes [3].

Between January 2015 and September 2019, a clinical study to analyze the impact of a
Baerveldt glaucoma implant (BGI) in the eye was conducted in The Rotterdam Eye Hos-
pital (Rotterdam, The Netherlands) (trial registration NL4805, registered 15-12-2014).
The study involved two main research questions: the impact of the BGI on (i) the eye
motility and (ii) the corneal endothelium. In regards to the latter, specular microscopy
images were acquired and the fully automated cell segmentation algorithm presented in
Chapter 7 was used to estimate the corneal parameters. Subsequently, these were em-
ployed in the clinical analysis of the study, presented by Islamaj et al. in [4].

This chapter briefly discusses the impact of the proposed algorithm on the study,
highlighting the obtained improvement (in accuracy and cell detection) with respect to
using the estimates provided by the microscope’s software. Furthermore, it discusses the
clinical findings regarding the three corneal parameters, commenting on the patterns
depicted through time.

8.2. DATASET

Two hundred and four (204) patients (average age 66±10 years) scheduled for a BGI were
included in the aforementioned clinical study, which had a 2-year follow-up. Among
those, 192 patients completed the study. The eyes were imaged with anterior segment
optical coherence tomography, AS-OCT (SS-1000, CASIA, Tomey, Nagoya, Japan), to mea-
sure the implant’s tube length, angle, and distance to the cornea, and the central (CE)
and temporal-superior (TS) corneal endothelium –closer to the implant’s tube– were
imaged with specular microscopy (Topcon SP-1P, Topcon Co., Tokyo, Japan). Specular
images were acquired before implantation and at 3, 6, 12, and 24 months after implan-
tation. The protocol indicated to take five specular images in each area for each visit;
however, it was common to have difficulties to reach that number of gradable images
even after several attempts, particularly for the TS cornea. On average, 4.7 images per
visit were obtained from the CE cornea, whereas only 3.6 images per visit were acquired

https://www.trialregister.nl/trial/4805
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from the TS cornea. In total, 7975 images were collected.

8.3. ACCURACY OF THE FULLY-AUTOMATIC METHOD

Four hundred images from the first 100 patients (four images per patient) were manu-
ally annotated, with a ratio of 47%/53% between CE/TS images. Images were selected
based on properties such as noise, blurriness, cell morphology, etc., so that a diverse an-
notated dataset could be created. Through this selection process, complex images were
overrepresented in the annotated dataset.

The fully-automatic method presented in Chapter 7 was applied to these images as
described in Section 7.3.1, and the error as a function of the number of cells was already
depicted in Figure 7.5-D–F. The mean absolute error was computed for both Topcon’s
and our estimates (Table 8.1). The benefits of using our proposed method instead of
Topcon’s software were the following:

(1) Our method detected almost twice the number of cells compared to Topcon. As
discussed in the previous chapter, the estimation error decreases with an increas-
ing number of detected cells.

(2) Topcon failed to detect any cell in 6.5% of the images, and more than 20% of Top-
con’s segmentations did not have enough cells to assess the hexagonality. In con-
trast, our method performed properly in all cases: cells were detected in every
image and in only three images an insufficient number of cells were detected to
estimate the hexagonality, but this was also the case in the manual annotations.

(3) Our estimation error was less than one third of Topcon’s error for all parameters,
thus allowing for a more accurate analysis of the corneal progression.

The individual discrepancies between the manual and our estimates were very low:
mean absolute percentage error (MAPE) was 3.7% for CV, 3.5% for HEX, and only 1.2%
for ECD. Part of this error could be explained to a certain extent by the cell variability:
as depicted in Figure 7.5, the error for the images with 200 or more cells (the case of
this subset of images) have a similar magnitude as the number of cell increases, which
suggests that the cell variability dominates the magnitude of the error at that detection
rate.

Table 8.1: The mean absolute error (MAE, computed as 1
n

∑n
i=1|Ei −Ai |, where Ai is the gold standard value, Ei

is the estimated value, and n is the number of images) and the standard deviation of the endothelial parameters
for Topcon and our method in the 400 annotated images. Only the cases with estimates were used to obtain the
error (% indicated in 4th column). Average number of cells per image in 5th column (the manual annotations
had 200±79 cells per image).

ECD MAE
[cells/mm2]

CV MAE
[%]

HEX MAE
[%]

% images with esti-
mates (ECD/CV, HEX)

Number of cells
per image

Our method 20.6±45.4 1.1±2.3 1.8±2.2 100%, 99.3% 209±79

Topcon 114.3±108.3 3.7±4.3 7.3±7.7 93.5%, 79.0% 107±71
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8.4. CLINICAL FINDINGS

All the images in the dataset were processed with the proposed method. Islamaj et al.
[4] performed the clinical analysis using only the specular image with the most detected
cells in each session and corneal area and discarding the remaining ones. No significant
differences were observed if the average values among all the acquired images were used
instead (Table 8.2). Particularly, we would have observed a mean absolute percentage
difference between those two options of 1.4%, 0.3%, and 0.5% for in ECD, CV, and HEX,
respectively.

The main findings of the clinical analysis performed by Islamaj et al. [4], which fo-
cused on ECD, were:

• Before BGI implantation, the cell density was similar in both corneal areas. Two
years after implantation, the cell density in the peripheral area was considerably
smaller than in the central area (Table 8.2).

• The rate of cell loss per annum (2.6% in CE and 11.0% in TS) was larger than the
one observed in healthy corneas (0.6% in central area [5]).

• There was a statistically significant relation between the tube characteristics and
the ECD loss. Particularly, ECD loss in the central cornea was statistically signifi-
cantly related to two tube characteristics (angle and length), whereas ECD loss in
the periphery was statistically significantly related to all three tube characteristics
(angle, length, and distance). As indicated by Islamaj et al. [4], similar (or higher)
loss rates were reported by other studies.

Regarding the other corneal parameters, CV depicted a significant decrease in the
periphery but remained stable in the central cornea, and HEX did not depict any clear
progression, remaining stable within a limited range in both areas (Table 8.2). However,
it is worth noting that, at baseline, both parameters were significantly different between
the areas. Indeed, CV and HEX in the central cornea at baseline were within the range of
(what is considered) healthy corneas (HEX above 60% [6] and CV below 30% [7]), but the
values in the periphery were out of that range. Since all studies in pleomorphism and
polymegethism have been done with measurements from the central cornea, it is not

Table 8.2: The average (± SD) corneal parameters from our proposed estimates, measured before implantation
(baseline) and up to 2-year follow-up, computed by considering (for each patient and session) the average
values obtained among all the acquired images.

Baseline 3 months 6 months 1 year 2 years

CE cornea

ECD [cells/mm2] 2198±410 2160±430 2176±408 2146±427 2085±454

CV [%] 28.0±4.4 28.1±5.3 27.7±4.5 27.7±5.5 27.9±6.5

HEX [%] 61.4±7.0 60.8±6.9 61.5±6.7 61.6±6.5 61.6±7.4

TS cornea

ECD [cells/mm2] 2213±554 2151±569 2122±582 1984±594 1755±648

CV [%] 34.2±8.2 32.4±6.7 31.7±6.8 31.0±6.4 29.8±6.7

HEX [%] 57.7±7.7 57.6±7.7 58.3±7.7 58.0±7.6 56.8±9.3
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possible to ascertain whether those values are abnormal, but it is most plausible that the
peripheral cornea simply has different tissue properties in a stable state.

From the point of view of the assessment tool, these observations highlight that it is
key to obtain accurate estimates from peripheral images, as the phenomenon to observe
is occurring in that area. In contrast with Topcon’s software, our method was able to
segment images of both corneal areas equally well. However, the main obstacle was the
existence of less discernible cells in TS images. Specifically, there were 20% less visible
cells in TS than in CE images, which was observed in both the manual annotations and
our assessments, whereas Topcon detected 34% less cells in TS than in CE images.

Other limitations in Topcon’s software were the lack of any estimates in some ses-
sions (considering that a session involved to take up to five images per area and one
single image with estimates would suffice). Specifically:

• In the CE area, our algorithm obtained estimates in ECD/CV in 1.2% more sessions
and estimates in HEX in 5% more sessions than Topcon’s software.

• In the TS area, our algorithm obtained estimates in ECD/CV in 8.3% more sessions
and estimates in HEX in 20% more sessions than Topcon’s software.

This particularly highlighted the limitations of Topcon’s software in the TS area. Nev-
ertheless, Topcon’s algorithm was able to show a similar pattern in the biomarkers over
the months (Table 8.3) than our method. Some interesting observations were that Top-
con’s software depicted (i) an overestimation in ECD, (ii) an underestimation and a larger
fluctuation over the months in HEX, (iii) a larger fluctuation over the months in CV in the
CE area, and (iv) a smaller decrease over the months in CV in the TS area (a -2.9 versus
our estimated -4.4). These larger fluctuations in CV and HEX, along with the higher error
rate in the subset of annotated images (Table 8.1), seemed to suggest a low reliability in
Topcon’s software for the estimations of CV and HEX.

Overall, our proposed fully-automatic method provided such a high accuracy that
the distinctive patterns in peripheral CV and HEX were clearly observable. Whether
these observations can have an actual impact in the clinic or in clinical research is still
something that needs further research.

Table 8.3: The average (± SD) corneal parameters from Topcon’s estimates, measured before implantation
(baseline) and up to 2-year follow-up, computed by considering (for each patient and session) the average
values obtained among all the acquired images.

Baseline 3 months 6 months 1 year 2 years

CE cornea

ECD [cells/mm2] 2299±399 2278±190 2283±408 2244±428 2203±455

CV [%] 28.8±3.9 29.6±4.4 28.6±4.2 28.5±4.5 28.3±4.7

HEX [%] 58.1±7.5 55.9±9.2 58.0±8.5 59.1±8.4 60.2±9.0

TS cornea

ECD [cells/mm2] 2363±584 2311±580 2291±587 2139±560 1969±618

CV [%] 33.6±7.0 32.8±6.3 31.4±5.8 31.3±5.6 30.7±5.6

HEX [%] 54.0±9.2 53.0±11.3 55.8±10.7 55.5±9.9 56.5±9.6
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The corneal endothelium, a non-regenerative layer of cells controlling the state of
corneal hydration, is the most critical tissue of the cornea. Quantifying its health status
is not only important to diagnose and treat certain corneal diseases but also relevant to
the execution and evaluation of many eye surgeries.

By means of specular or confocal microscopy, the endothelium can be visualized and
evaluated in vivo, in a non-invasive manner. The estimation of the corneal endothe-
lium parameters, particularly cell density, provides a valuable input for disease diagno-
sis, prognosis, and monitoring. Manual estimation, which requires cell segmentation, is
time consuming and tedious.

In this thesis, we have presented and evaluated several automatic techniques for the
segmentation and quantification of the corneal endothelium.

9.1. TECHNICAL DEVELOPMENTS

In Chapter 2, we introduced a machine learning method that aimed for an accurate
cell segmentation by first generating oversegmentation and then identifying and merg-
ing the superpixels that form whole cells. The oversegmentation method was based on
stochastic watershed (an adaptation of Selig et al.’s work [1]) and the merging method
was based on support vector machines. This approach generated very accurate cell
segmentation in different types of images (confocal, specular, and phase-contrast mi-
croscopy), achieving state-of-the-art performance. In the case of our dataset (Baerveldt
study, 30 images), the proposed approach was significantly better than the microscope
manufacturer’s software (Table 9.1).

In Chapter 3, we further evaluated the methodology presented in Chapter 2. First, it
was proven that the degree of oversegmentation proposed in Chapter 2 was indeed op-
timal. Second, it was shown how the merging method was beneficial even when applied
to an a priori optimized segmentation, as it detected and removed any remaining false
edge. This would make the merging method a good candidate to refine the solution of
any other segmentation algorithm. Finally, we presented a new, more accurate method-
ology to estimate the average cell size from Fourier analysis, which was necessary in the
oversegmentation to set the seeds in the stochastic watershed.

In Chapter 4, we proposed a completely new approach to segment the endothelial
images. Two deep learning methodologies based on Convolutional Neural Networks
(CNNs) were presented: either by pixel classification or by direct segmentation. For
the classification network, a patch approach was used, where the CNN would classify
the center-pixel of a patch. This would require extracting as many patches as pixels in
the image, which was not optimal computationally. For the segmentation network, the
U-net was employed, a recent architecture where the encoding and decoding parts of
the network were short-connected. This network proved to be better than the patch ap-
proach, quantitatively, qualitatively, and computationally. Furthermore, the U-net ob-
tained better accuracy than the “oversegmentation + merging” method from Chapter 2
(Table 9.1) and it was notably faster: segmenting an image took the U-net a fraction of a
second, whereas the merging method took 20-40 seconds. Thus, the U-net became the
selected methodology from this point forward. Nonetheless, the merging method was
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still used in the subsequent Chapters 5 & 6 as a refinement method given the findings in
Chapter 3.

This chapter also proposed a method to transform the CNN output (probability im-
ages) into binary images, which was necessary to estimate the corneal parameters. This
postprocessing was not trivial, as edges in the CNN output could be blurry or not com-
pletely connected. The proposed solution made use of all the previous work in water-
shed and Fourier analysis.

In Chapter 5, a key aspect to make the method fully automatic was addressed: the
selection of the region of interest (ROI). This would be necessary for images with large ar-
eas without visible cells and/or out of focus. To this goal, a Dense U-net architecture was
proposed, whose input was the edge probability images. This chapter discussed how the
ROI selection (a conceptually simple task) caused significant network stability problems,
which were solved by employing dense connections in the CNN. In this chapter, the fully-
automatic framework was presented for the first time, which included the estimation of
the edge image (CNN-Edge, Chapter 4), the detection of the ROI (CNN-ROI, this chap-
ter), the postprocessing (Chapters 3 & 4, updated to apply the ROI to the edge images),
and the refinement method (Chapter 2). In comparison with Topcon’s software, the error
yielded by the fully-automatic method in the corneal parameters (Baerveldt study, 140
images) was 8, 4, and 9 times smaller for ECD, CV, and HEX, respectively, although the
most complex images (from DSAEK study) were still to be tested in Chapter 7.

In Chapter 6, we explored a different approach to solve the specular images: to use
a single CNN to directly estimate the corneal parameters. Considering the limitations
of the fully-automatic method, where each part had their own drawbacks, a single CNN
designed for regression would simplify the methodology. The large annotated dataset
at this point (738 images, plus augmentation) allowed for this experiment. The results
showed that inferring the parameters directly from the intensity images was still un-
feasible. However, inferring them from the edge images (U-net output) was possible,
although the accuracy was not better than simply applying the postprocessing to the
edge images. In a second experiment, the CNN-regressor was considered as a tool to
improve the postprocessing by estimating a specific smoothing factor for each image.
Alternatively, the chapter also explored estimating that factor by Fourier analysis. How-

Table 9.1: The mean absolute error (MAE, computed as 1
n

∑n
i=1|Ei − Ai |, where Ai is the gold standard value,

Ei is the estimated value, and n is the number of images) and the standard deviation of the endothelial pa-
rameters for only the 30 images presented in Chapter 2 (Baerveldt dataset), either solved by Topcon’s software,
by the “oversegmentation + merging” method (Chapter 2), or by the CNN for segmentation (U-net, Chapter 4).
Average number of cells per image in 4th column (the manual annotations had 259±38 cells per image, same
as estimated by the U-net).

ECD MAE [cells/mm2] CV MAE [%] HEX MAE [%] Number of cells

Topcon 26.7±33.3 1.9±1.5 4.6±5.2 186±45

Merging (Chapter 2) 16.0±8.8 1.1±1.0 2.6±2.9 251±36

Unet (Chapter 4) 6.4±5.7 0.6±0.5 0.8±0.8 259±38
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ever, both ideas provided unsuccessful results. In summary, this chapter discarded the
idea of a single CNN for inference and helped to consolidate the fully-automatic method
(from Chapter 5) as a proficient approach.

In Chapter 7, the fully-automatic framework was updated with some modifications
and it was applied to the DSAEK study. The main change was the removal of the re-
finement method, as this became not only the computational bottleneck but was also
counterproductive in some images. Within the CNN section, minor changes were made
to improve the overall performance; these modifications included adding new convolu-
tional layers (or changing them), but the overall architecture remained as presented in
Chapter 5. The final framework proved to be very accurate and it significantly outper-
formed Topcon’s software.

In Chapter 8, no further technical improvements were introduced, and the fully-
automatic method was simply applied to the Baerveldt study.

9.2. IMPLICATIONS OF CLINICAL RESEARCH

In Chapter 7, the proposed method estimated the corneal parameters in practically all
images of the DSAEK dataset (images with extensive FED were still problematic to solve)
and with almost the same accuracy as if they were done manually. Given the complex-
ity of our post-keratoplasty dataset, the performance was remarkable. Chapter 7 also
showed the importance of detecting as many cells a possible in an image in order to re-
duce the method’s error. However, it is still unclear what percentage of the error is based
on segmentation mistakes and what percentage is due to the cell variability, which is not
an error but an inherent uncertainty that should be considered. Further studies should
be done in order to answer that question.

In both studies, DSAEK (Chapter 7) and Baerveldt (Chapter 8), the proposed method
achieved accurate estimates for CV and HEX, which are two biomarkers barely addressed
in the current literature due to the lack of suitable tools to estimate them. The present
work opens new opportunities to revise old studies –and to design new clinical studies–
with them into consideration.

Regarding the patterns of the corneal parameters, CV and HEX in the DSAEK study
showed a positive progression as the ECD loss was decelerating, which suggested that
the tissue was stabilizing and recovering from the surgical trauma. In contrast, the Baer-
veldt study depicted a similar and (a priori) positive progression in peripheral CV and
HEX as the ECD loss was accelerating, hence suggesting that the external trauma was
still persisting. This highlights that it is difficult to have a whole understanding of the
state of the tissue if only ECD is considered.

9.3. GENERAL DISCUSSION & FUTURE DIRECTIONS

This thesis has described several methods to estimate the corneal endothelium param-
eters, with two major methodologies.

The first one, "oversegmentation + merging" (Chapters 2–3), was already an improve-
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ment with respect to the state of the art. However, the success of the merging method
was highly dependent upon the accuracy of the oversegmentation, which became the
weakest part of the process. Indeed, the merging process was highly accurate as long
as the edges were correctly delineated, regardless the number of superpixels needed to
be merged (proven in Chapter 3). In contrast, a wrongly delineated edge from an over-
segmented cell (even just a small portion of the edge) could hinder the identification of
those superpixels as the fragments that form a cell and, thus, the expected merger could
not happen. Another disadvantage of this method was the high time cost due to the need
of evaluating every possible combination of superpixels in the image. If this line of re-
search would have been continued, more emphasis would have been made in improving
the oversegmentation method (i.e., refining the edges before starting the merging pro-
cess) and in reducing the time cost (i.e., only evaluating superpixels which clearly were
not whole cells).

The second methodology, segmentation by CNNs (Chapters 4–7), made a large im-
provement in the performance. Endothelial images from subjects with rather healthy
corneas could be segmented with practically perfect accuracy, images from diseased
corneas could be segmented rather satisfactorily (and considerably better than the cur-
rent state of the art), and CNNs enabled full automation of the process by selecting the
relevant area within the images. This work has shown that CNNs are faster (and some-
times better) than humans to detect cell edges in the presence of moderate blurriness,
inferring cells in areas where our annotator had difficulties and doubts. Another bene-
fit of CNNs is its quick computational time due to the use of graphics processing units
(GPUs) to perform the convolutional operations, otherwise model training would have
been unattainable within a reasonable time-frame.

Future work should address the most challenging images (e.g., with guttae, with a
large number of artifacts, or extremely blurred). In these cases, there are many areas
where the endothelial cells are not visible. In the case of small blurred areas, a person
is sometimes able to observe the surroundings and infer the most plausible tessellation
in that area. If a machine learning method could mimic this human cognitive process, it
could be applied to images with Fuchs’ endothelial dystrophy (FED), which is a current
unsolved problem in the literature.

Nevertheless, we believe that, with the use of the presented (or similar) methodology,
future studies can address the progression of the corneal parameters in many pathologi-
cal corneas that currently are not been studied because of lack of reliability in automatic
segmentation methods or because manual annotations is too time-consuming to con-
sider. In this respect, most studies referenced along this thesis either performed manual
annotations (usually designing studies with a low number of patients to make the anno-
tation process feasible in time) or relied on the values provided by their respective micro-
scope’s software, in which case the accuracy was unknown, which might raise questions
on the reliability of the results.

To make that scenario even more attractive, the presented CNN segmentation meth-
od could be easily implemented along with a simple graphic user interface that would
allow the user to correct the very few segmentation mistakes that still persist. This would
bring a higher certainty of reaching an accurate biomarker estimation.
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Hopefully, the tool presented in this thesis can be employed in many large clinical
studies, bringing small but meaningful changes to clinical practice in the future.
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SUMMARY

Trauma, eye diseases, or eye surgery can compromise the endothelium of the cornea
and its function, which may lead to loss of transparency and, ultimately, the necessity for
corneal transplantation. Non-contact in vivo imaging of the endothelial cell layer allows
the assessment of its health status. This thesis presents methods based on advanced im-
age processing, machine learning, and deep learning for the estimation of image-based
biomarkers to characterize the cell architecture of the corneal endothelium.

Because of the important role that the corneal endothelium plays in human vision,
it is clinically relevant to image it and quantify its health status. Thanks to specular mi-
croscopy, the endothelium can be imaged in vivo in the clinic, quickly and in a nonin-
vase manner. The specular images could then be segmented in order to estimate several
corneal parameters (endothelial cell density [ECD], hexagonality of the cells [HEX], and
cell size variation [CV]), which are used to assess the state of the tissue. Because manual
segmentation is very tedious and time-consuming, there is a need for automatic tools,
particularly in clinical studies with a large number of subjects. However, current seg-
mentation tools are not accurate enough and make significant mistakes, or are unable
to detect enough cells. This is due to the poor quality of the specular images, which tend
to have low contrast and many noisy artifacts, particularly for pathological corneas.

Initially, a machine learning approach based on Support Vector Machines was pro-
posed (Chapters 2 & 3), which exploited the idea of merging superpixels. Specifically,
the method would start by generating an oversegmented image comprised of superpix-
els followed by a merging process that would evaluate all possible combinations of two
and three superpixels, merging those that would form a whole cell. However, a different
methodology based on Convolutional Neural Networks (CNN, Chapter 4) provided sig-
nificantly better performance, thus becoming the preferred option. This methodology
used a deep learning network named U-net, which was capable of inferring the cell seg-
mentation in a fraction of a second with very high accuracy. The framework was then ex-
tended with another CNN to select the areas in the image where cells were correctly de-
lineated (Chapter 5), which allowed for a fully-automatic approach. Given the great per-
formance of CNNs to solve this problem, the idea of using a single CNN to estimate the
corneal parameters directly was also explored (Chapter 6). However, the performance
degraded significantly, therefore consolidating the approach of using a segmentation
tool to solve the problem.

In this thesis, we have presented a fully-automatic method based on deep learning
that segments the specular images and estimates the corneal parameters. The ultimate
goal was to apply such methodology in two clinical studies from the Rotterdam Eye Hos-
pital. The first study dealt with the transplantation of the cornea, following the recovery
of 41 patients during the first year after surgery. The second study dealt with the implan-
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tation of a drainage device in 192 glaucomatous eyes, with the purpose of studying the
effect of the device’s tube on the endothelium during the 2 years after implantation.

The fully-automatic deep learning-based method was applied to all images in both
studies. In the transplantation study (Chapter 7), the proposed method was able to es-
timate the corneal parameters in practically all images, resulting in an estimation error
that was more than three times smaller than the one from the microscope’s software,
and the number of correctly segmented cells per image was three times higher in the
proposed method. This was a remarkable improvement. Similarly, the method was ap-
plied to the glaucoma study (Chapter 8), achieving even better performance since these
images had significantly better quality. CV and HEX, two biomarkers barely used in clin-
ical studies due to the difficulties to automatically estimate them, were now obtained
with high accuracy, and they depicted peculiar patterns during the healing process in
both studies. The clinical relevance of such patterns is still something that needs further
research. Nonetheless, the work presented here opens new opportunities to study the
corneal parameters in clinical studies with a high number of patients and follow-ups,
where manual annotations are not a feasible solution.



SAMENVATTING

Trauma, oogaandoeningen of oogchirurgie kunnen het endotheel van het hoornvlies en
zijn functie aantasten, wat kan leiden tot verlies van transparantie en uiteindelijk tot de
noodzaak van een hoornvliestransplantatie.

De beoordeling van de gezondheidsstatus van de endotheelcellaag wordt vergemak-
kelijkt door in vivo, contactloze beeldvorming. Contactloos in vivo afbeelding van het
de endotheel cellaag maakt het mogelijk om de gezondheid hiervan te beoordelen. Dit
proefschrift presenteert methoden die zijn gebaseerd op geavanceerde beeldverwerking,
lerende systemen en diep leren voor het schatten van biomarkers om de celarchitectuur
van het hoornvliesendotheel te karakteriseren.

Vanwege de belangrijke rol die het hoornvliesendotheel speelt in het menselijk ge-
zichtsvermogen is het klinisch relevant om het in beeld te brengen en de gezondheids-
toestand ervan te kwantificeren. Dankzij reflectiemicroscopie kan het endotheel in de
kliniek in vivo snel en op niet-invasieve wijze in beeld worden gebracht. De reflectie-
beelden kunnen vervolgens worden gesegmenteerd om verschillende corneale parame-
ters te schatten (endotheliale celdichtheid [ECD], hexagonaliteit van de cellen [HEX] en
celgroottevariatie [CV]) die worden gebruikt om de toestand van het weefsel te beoorde-
len. Omdat handmatige segmentatie erg vervelend en tijdrovend is, er is behoefte aan
automatisch gereedschap, vooral bij klinische onderzoeken met een groot aantal proef-
personen. De huidige segmentatietools zijn echter niet nauwkeurig genoeg en maken
aanzienlijke fouten, of kunnen niet genoeg cellen detecteren. Dit komt door de slechte
kwaliteit van de reflectiebeelden, die meestal een laag contrast en veel ruisartefacten
hebben, vooral bij pathologische hoornvliezen.

Aanvankelijk werd een lerend systeem aanpak op basis van steunvectormachines
voorgesteld (Hoofdstukken 2 & 3), waarbij gebruik werd gemaakt van het idee om super-
pixels samen te voegen. Specifiek zou de methode beginnen met het genereren van een
overgesegmenteerde afbeelding die bestaat uit superpixels, gevolgd door een samen-
voegproces dat alle mogelijke combinaties van twee en drie superpixels zou evalueren
en die combinaties zou samenvoegen die een hele cel zouden vormen. Een andere me-
thodologie gebaseerd op convolutionele neurale netwerken (CNN, Hoofdstuk 4) leverde
echter significant betere prestaties, waardoor het de voorkeursoptie werd. Deze metho-
dologie maakte gebruik van een dieplerend-netwerk genaamd U-net, dat in staat was
om de celsegmentatie in een fractie van een seconde met een zeer hoge nauwkeurigheid
af te leiden. Het raamwerk werd vervolgens uitgebreid met een andere CNN om de ge-
bieden in de afbeelding te selecteren waar cellen correct waren afgebakend (Hoofdstuk
5), wat een volledig automatische benadering mogelijk maakte. Gezien de geweldige
prestaties van CNN’s om dit probleem op te lossen, werd ook het idee onderzocht om
een enkel CNN te gebruiken om de hoornvliesparameters direct te schatten (Hoofdstuk
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6). De prestaties gingen echter aanzienlijk achteruit, waardoor de benadering van het
gebruik van een segmentatietool om het probleem op te lossen werd geconsolideerd.

In dit proefschrift hebben we een volledig automatische methode gepresenteerd op
basis van diep leren die de spiegelbeelden segmenteert en de parameters van het hoorn-
vlies schat. Het uiteindelijke doel was om een dergelijke methodiek toe te passen in
twee klinische onderzoeken van Het Oogziekenhuis Rotterdam. De eerste studie had be-
trekking op de transplantatie van het hoornvlies en volgde het herstel van 41 patiënten
tijdens het eerste jaar na de operatie. De tweede studie had betrekking op de implan-
tatie van een drainage-implant in 192 ogen met glaucoom, met als doel het effect van
het buisje van het hulpmiddel op het hoornvliesendotheel te bestuderen gedurende de
2 jaar na implantatie.

Ten slotte werd de volledig automatische op dieplerende netwerken toegepast op alle
afbeeldingen in beide onderzoeken. In de transplantatiestudie (Hoofdstuk 7) was de
voorgestelde methode in staat om de hoornvliesparameters in praktisch alle afbeeldin-
gen te schatten, wat resulteerde in een schattingsfout die meer dan drie keer kleiner was
dan die van de software van de microscoop, en het aantal correct gesegmenteerde cellen
per afbeelding was drie keer hoger in de voorgestelde methode. Dit was een opmerke-
lijke verbetering. Op dezelfde manier werd de methode toegepast in de glaucoomstudie
(Hoofdstuk 8), waarbij nog betere prestaties werden behaald omdat deze beelden een
significant betere kwaliteit hadden. CV en HEX, twee biomarkers die nauwelijks wer-
den gebruikt in klinische onderzoeken vanwege de moeilijkheden om ze automatisch te
schatten, werden nu met hoge nauwkeurigheid verkregen en ze toonden in beide onder-
zoeken eigenaardige patronen tijdens het genezingsproces. De klinische relevantie van
dergelijke patronen is nog iets dat nader onderzoek behoeft. Desalniettemin biedt het
hier gepresenteerde werk nieuwe mogelijkheden om de cornea-parameters te bestude-
ren in klinisch onderzoek met een groot aantal patiënten en nacontroles, waar handma-
tige annotaties geen haalbare oplossing bieden.
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