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ABSTRACT

We are now witnessing a trend of realizing full-screen on electronic

devices such as smartphones to maximize their screen-to-body ratio

for a better user experience. Thus the bezel/narrow-bezel on today’s

devices to host various line-of-sight sensors would disappear. This

trend not only is forcing sensors like the front cameras to be placed

under the screen of devices, but also will challenge the deployment

of the emerging Visible Light Communication (VLC) technology, a

paradigm for the next-generation wireless communication.

In this work, we propose the concept of through-screen VLC with

photosensors placed under Organic Light-Emitting Diode (OLED)

screen. Though being transparent, an OLED screen greatly attenu-

ates the intensity of passing-through light, degrading the efficiency

of intensity-based VLC systems. In this paper, we instead exploit the

color domain to build SpiderWeb, a through-screen VLC system. For

the first time, we observe that an OLED screen introduces a color-

pulling effect at photosensors, affecting the decoding of color-based

VLC signals. Motivated by this observation and by the structure of

spider’s web, we design the SWebCSK Color-Shift Keying modula-

tion scheme and a slope-based demodulation method, which can

eliminate the color-pulling effect. We prototype SpiderWeb with

off-the-shelf hardware and evaluate its performance thoroughly

under various scenarios. The results show that compared to existing

solutions, our solutions can reduce the bit error rate by two orders

of magnitude and can achieve a 3.4× data rate.

CCS CONCEPTS

· Networks → Wireless access networks; Mobile networks.
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1 INTRODUCTION

Visible Light Communication (VLC) has been considered as one of
the key enablers for future wireless networks such as 6G [9, 32].
In VLC, a transmitter modulates the visible light to send data; a re-
ceiver, equipped with photosensors, can detect visible light changes
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Glass OLED Sensor Back coverFull-screen device

VLC transmitter

Figure 1: Motivation of this work: there is no space to deploy

VLC receivers on the screen of narrow- and no-bezel smart-

phones. A possible solution could be to deployVLC receivers

under the screen, but the screen will become a ‘blocker’ and

an interferer for the line-of-sight light communication.

and demodulate them into data. VLC has several advantages. For

example, the visible light frequency band is about 10000 larger than

the RF band. Thus, VLC has the potentials to provide higher-speed

wireless communications. Visible light is directional and does not

penetrate walls, allowing VLC to achieve high spatial multiplexing.

Because of these advantages, VLC has attracted attention from

both academia and industry. It has enabled many promising ap-

plications, such as high-speed wireless communication (i.e., Light

Fidelity, LiFi) [12], centimeter-level positioning [5, 37, 43], human

sensing and gesture recognition [17, 20, 40], vehicular-to-X commu-

nication [33, 36], screen/LED-to-camera communication [18, 39, 41],

sunlight communication [6, 7, 11, 35], under-water VLC [19], etc.

VLC has been deployed in real scenarios. Very recently, pureLiFi

announced the first-ever large-scale deployment of LiFi (worth 4.2

million dollars) to provide secure wireless communication [25]. VLC

will also be deployed to the Airbus Corporate Jet product line [28].

Although significant progress on research, development, deploy-

ment, and standardization of VLC is being witnessed, a direction

has been largely neglected by the community: how to deploy VLC

practically on (future) devices, especially on the smartphones that

are heavily used by billions of people? Here, where on smartphones

to place VLC receivers is ultra important. In state-of-the-art tri-

als of VLC on smartphones, the receivers are mainly deployed on

the back and top edge of smartphones, and/or on the smartphone

screen [24, 25]. Since VLC access points are usually placed on the

ceiling (used for both illumination and communication) and the

VLC signal quality is dominated by line-of-sight links, placing VLC

receivers onto the front part of smartphones will be beneficial and

indispensable. However, the latest trend toward no-bezel (i.e., full-

screen) smartphone designs to increase the screen-to-body ratio [15]

brings new challenges to VLC deployment because there will be no

space on the smartphone screen to place VLC receivers.

In today’smost advanced narrow-bezel and no-bezel smartphones,

traditional sensors such as fingerprint sensor, ambient light sensor,

and even cameras have been deployed or are being evaluated under
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the screen [3, 22]. Motivated by this existing technical evolution

on smartphones, in this paper, we ask the following question: is it

possible to also place visible light sensors under the screen to create

through-screen VLC systems, as depicted in Figure 1? If this exciting

objective can be achieved, we can boost VLC deployment on future

smartphones because it does not sacrifice their full-screen designs.

Although through-screen VLC looks promising, the screen in-

between the VLC transmitter and the receiver might seriously de-

grade the system performance because the screen could become a

blocker. For example, an LCD screen is not transparent and blocks

light, and thus, a photosensor placed under an LCD screen will

not detect any light from the transmitter! Thanks to technological

advances in the screen area, now most smartphones have replaced

LCD screens with Organic LED (OLED) screens. This is because

an OLED screen is thinner, lighter in weight, more efficient in illu-

mination, and more importantly, better at displaying contents. An

OLED screen could also be made transparent, allowing light to pass

through. This is one of the key enablers for through-screen VLC.

However, after the incident light passes through the glass of an

OLED screen, the light intensity is still sharply reduced. Moreover,

the modulated light signals are seriously interfered with by the light

emitted from the screen when the screen is on. At the same time,

the VLC sensor is closer to the screen than to the VLC transmitter.

As a result, at the receiver, the intensity of the light emitted by the

screen is often several orders of magnitude of the intensity of the

modulated light from the transmitter. Without perfect synchroniza-

tion between the transmitter and the screen, it would be difficult to

demodulate intensity-based VLC signals.

For this reason, we exploit the color domain to realize through-

screen VLC. Compared with intensity-based modulations such as

On-Off-Keying (OOK), color-based modulations such as Color-Shift-

Keying (CSK) only care about the chromaticity of visible light and

is not sensitive to the light intensity. However, it is challenging to

realize reliable CSK-based VLC because the screen content dynami-

cally changes, interfering with the CSK signals. If we adopt the CSK

constellation points specified in the IEEE 802.15.7 VLC standard [1],

these points will be severely offset. Therefore, the first challenge on

designing a through-screen VLC system is how to decode the signal

that has been interfered by the screen light. In particular, the screen

color changes dynamically when displaying different contents.

In this work, we observe from measurements that the received

CSK constellation points shift toward the screen color point af-

ter being interfered by the screen, as illustrated in Figure 2. The

positions of the received symbols are distributed between the trans-

mitted CSK symbol constellation points and the detected screen

color point. That is, the transmitted CSK symbols are pulled to the

screen color point. We refer it as color-pulling effect introduced by

the screen on the CSK signals. Motivated by the observation that

the received symbols form lines from the CSK symbol constellation

points to the screen color point, we propose to use a slope-based

demodulation method to distinguish the received symbols. It works

well for the CSK with low modulation levels, such as 4-CSK.

Although the slope-based demodulation algorithm can reduce

the Bit Error Rate (BER) in CSK-enabled through-screen VLC, we

encounter the second challenge: with higher-level CSK modulations

specified in the IEEE 802.15.7 standard (e.g., 8-CSK and 16-CSK) and

under many screen colors, the slope-based demodulation alone cannot

Detected color of Screen

Intended color of Symbol 1

Detected color of Symbol 1

Intended color of Symbol 2

Detected color of Symbol 2

Figure 2: The color-pulling effect caused by the transparent

OLED screen at the photosensor of the VLC receiver.

distinguish the received constellation points. In higher-level CSK

modulations such as 8-CSK and 16-CSK, some of the lines (caused

by the color-pulling effect) that connect their constellation points

with the screen color point could overlap with each other, making

the demodulation of these constellation points almost impossible.

To tackle this challenge, we design a new color-based modu-

lation scheme named SpiderWeb Color-Shift Keying (SWebCSK).

The design is motivated by the structure of spiderweb. We set the

detected screen color at the sensor as the hub of the spiderweb, and

search for the suitable constellation points from each ray of the

spiderweb. We maximize not only the Euclidean distances among

constellation points, but also maximize the minimal angle between

any two lines caused by the color-pulling effect. This design en-

sures that the lines will not overlap with each other, benefiting the

demodulation of received color-modulated symbols at the receiver.

We have also tackled other challenges related to the practical

design and implementation of a through-screen VLC system. When

generating CSK/SWebCSK signals at the transmitter, a linear cur-

rent drive could be leveraged. However, the normalized radiant

power of the tri-color RGB LEDs versus the DC drive current is not

linear, additionally considerable hardware overhead and complexity

will be introduced. In this work, we use three high-frequency PWM

signals to control each channel of the tri-color LED and we identify

the formulation to calculate the duty circles of each PWM signal,

considering the power/non-flickering constraint and the attenua-

tion of visible light in the air as well as when the light passes across

the OLED screen. We also solve at the receiver an over-saturation

problem that is specific in through-screen VLC.

We successfully prototype the proposed system using off-the-

shelf hardware. Combining all the design components, we success-

fully enable through-screen VLC under different screen colors and

different screen brightness. The proposed SWebCSK modulation

and the slope-based demodulation could achieve very low BER in

different scenarios. Below we summarize our main contributions:

• We propose the concept of through-screen VLC and validate

its feasibility by prototyping with off-the-shelf devices.

• Weobserve a color-pulling effect of transparent OLED screens

on color-based CSK signals. This effect greatly degrades the

BER performance of through-screen VLC systems.

• We design a color-based and spiderweb-inspired SWebCSK

modulation scheme. Together with our proposed slope-based

demodulation, we can improve the BER performance greatly

under different screen color and brightness.

• We thoroughly evaluate the performance of our system in

different scenarios. The results demonstrate that compared

to existing solutions, our methods can reduce the BER by

two orders of magnitude and achieve a 3.4× data rate.
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2 BACKGROUND

2.1 Types of Screen

There are currently twomain types of screen: Liquid Crystal Display

(LCD) and OLED. Below we briefly introduce them.

LCD screen. It has three main components: backlight panel, liquid

crystal, and two polarizing plates called Polarizer and Analyzer, as

illustrated in Figure 3(a). The liquid crystal does not emit light; thus,

a backlight panel is needed (except in reflective displays) as a light

source to illuminate the display panel. The liquid crystal layer can

change the polarization direction of incident light when applied

different voltages, thereby controlling the light/dark states of the

screen. This feature has been used for passive VLC [6, 7, 33, 36].

OLED screen. It also has a sandwich structure. The difference

is an OLED screen does not need a backlight panel, and the thick

liquid crystal layer is replaced by a thin organic emissive layer

wrapped by the anode and cathode, as shown in Figure 3(b). Thus,

an OLED screen is thinner than an LCD screen. To display content,

the anode of OLED is built with transparent materials and covered

with glass. An OLED screen is self-luminous. The cathode can also

be built with transparent electrode materials such as transparent

indium tin oxide to form a transparent screen.

2.2 Screen Refresh Rate & Brightness Control

The refresh rate is an important screen parameter that determines

the quality of the screen. The screen refresh rate of common devices

such as smartphones, monitors, and TVs, is 60 Hz. Some high-end

monitors have supported a refresh rate of 144 Hz. In recent years,

the refresh rate of smartphone screens is being increased to 90 Hz

and 120 Hz. For any screens, the content displayed on the screen

remains unchanged between two consecutive screen refreshes.

There are two ways to control the brightness of a screen. One

is Direct Current (DC) dimming, which changes circuit current to

control the power of the emitted light. The other one is Pulse-Width

Modulation (PWM) dimming that changes the number of ON and

OFF states of the screen in a unit time to have various brightness, as

shown in Figure 4. PWM dimming is widely used in OLED screens.

2.3 Standard Color Space

A popular color space chromaticity diagram is CIE 1931 [8],1 which

mimicks human perception of color. The diagram maps all colors

perceivable by human eyes to two chromaticity parameters - 𝑥 and 𝑦 -

as shown in Figure 5, where the monochromatic light with different

wavelengths forms the line on the periphery of the horseshoe shape.

Each screen might have a different color display range. The RGB

color spaces used in most commercial screens are shown in Figure 5.

The sRGB and DCI-P3 color gamuts are widely used in devices; the

Adobe RGB color gamut is mostly used in professional photography.

2.4 Color-Shift Keying Modulation

The Color-Shift Keying (CSK) modulation scheme was proposed in

the IEEE 802.15.7 standard for VLC [1]. CSK exploits the design of

LED luminaires which use three separate (Red, Green, and Blue)

LEDs to generate white light.With three LEDs channels R/G/B, such

luminaires can be configured to provide a variety of colors using

the mixture of Red (R), Green (G), and Blue (B). CSK modulates the

1CIE is the French abbreviation for the International Commission on Illumination.

Analyzer
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panel
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Figure 3: Simplified diagrams of screens: (a) LCD; (b) OLED.

An OLED screen is thinner and lighter than an LCD screen.
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Figure 4: OLED screen refresh rate and brightness control.
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signal by modifying the output power combinations of the three

colors. Since different devices use different RGB color spaces, we

need a standard color space to unify color standards. Depending

on the operating frequency of the red, green, and blue LEDs of the

source, a modulation triangle is formed within the standard color

space, as indicated in Figure 6. Regardless of whether the screen

uses sRGB or Adobe RGB, most of its color space is included in the

modulation triangle of this work. The constellation symbols are

chosen inside the triangle. In addition, given the RGB coordinates

of the modulation triangle,2 the CSK constellation points, as shown

in Figure 6, can be directly calculated from the specification in [1].

3 SPIDERWEB COLOR-SHIFT KEYING

In this section, we first introduce our observation of OLED screen’s

impact on traditional CSK signals. Then, we present SpiderWeb CSK

(SWebCSK), a key scheme we design to enable through-screen VLC.

3.1 Screen’s Color-Pulling Effect on CSK Signal

Intensity-based modulations (e.g., OOK [34], Pulse Position Mod-

ulation (PPM), and Pulse Amplitude Modulation (PAM) [42]) are

widely used in VLC systems. In through-screen VLC, visible light is

greatly attenuated when it passes through the screen because the

transparency of OLED screens is still not high [16]. This discour-

ages the use of intensity-based modulations in through-screen VLC.

Also, since at the receiver the detected screen light intensity is usu-

ally much higher than the attenuated modulated visible light, it will

be difficult to eliminate the interference of the dynamic screen light

2In IEEE 802.15.7, IJK is used to represent the variable apex coordinates of the modula-
tion triangle. For simplification in this work, 𝐼 is represented as the red coordinate
point 𝑅, 𝐽 as the green coordinate point𝐺 , and 𝐾 as the blue coordinate point 𝐵.
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Figure 7: 4-CSK.
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Figure 8: The time domain illustration

of the screen’s color-pulling effect on

the CSK signals.

on intensity-based VLC signals.3 Compared with intensity-based

modulations, the demodulation of color-based CSK signals does

not depend on the signal strength, but exploits the position of the

detected CSK signals mapped in the CIE color space. Equipped with

a true color sensor, the VLC receiver can directly read the X, Y, and

Z values of detected CSK signals, which are the imaginary three

primary colors after the R, G, and B transformations to meet the CIE

1931 standard chromaticity observer function. The transformation

of coordinates from X, Y, and Z values to the CIE 1931 space is

𝑥 = 𝑋
/
(𝑋 + 𝑌 + 𝑍 ) , 𝑦 = 𝑌

/
(𝑋 + 𝑌 + 𝑍 ) . (1)

When the visible light passes through the color filter of a color

sensor, a portion of the photons is filtered out. To collect enough

photons, a common color sensor needs to wait for a certain amount

of time, known as the integration time or the conversion time (cf.

the datasheet of the sensor TCS34725 for example [4]). Therefore,

what we receive through the color sensor is not an łinstantaneousž

CSK signal but an integral signal. As introduced in Section 2.2, due

to the simplicity of hardware, PWM dimming is usually adopted

by OLED screens for brightness control. To avoid flickering, the

PWM controlling signal has a much higher rate than the screen

refresh rate. Thus even when the color displayed on the screen

does not change between two screen refreshing actions, the state of

an OLED screen actually switches very fast between ON and OFF.

In through-screen VLC, the color sensor (photosensor) is placed

under the screen. Therefore, the color sensor integrates not only

the transmitted CSK signal but also the ‘random’ light emitted by

the screen. In practice, it could be impossible to cancel the screen

light because the ON/OFF state of the screen and the transmitted

CSK signals cannot be practically synchronized.

3.1.1 Color-pulling effect. We use two illustration figures to show

this effect. The transmitter sends the 4-CSK symbols calculated

according to [1]. The transparent OLED screen is placed between

the transmitter and the receiver, and the color sensor of the receiver

is deployed under the screen. The experimental color gamut results

are shown in Figure 7. We could observe a phenomenon in which

the detected CSK signals at the color sensor are always on the line

segment connecting the sending symbol point and the screen color

point.4 We denote the CSK symbol for the green light as A, and

the CSK symbol for the red light as B. As shown in Figure 7, when

symbol B is transmitted and the screen color is red, the reception

of symbol B is not affected. Nevertheless, when symbol A is trans-

mitted and the screen color is red (corresponding symbol B), we

3Simple intensity-based modulations such as OOK can still work in through-screen
VLC. We will discuss the fusion of color-based and intensity-based modulations for
through-screen VLC in Section 7.
4Most modern devices, such as smartphones, use professional programs to calibrate
their screen color to the standard color spaces as introduced in Section 2.3. Thus, we do
not need additional calibration procedures to get the accurate screen color coordinates.

come with a line segment from A to B, where the starting point of

the line segment is symbol A, and the endpoint is close to B. This

means that when the screen is illuminated, the original symbol A

(when the screen is not illuminated) is pulled closer to the symbol

B. We call this phenomenon as the color-pulling effect of the screen

on CSK signals, which pulls the originally sent CSK symbol points to

the color point of the screen.

From the time-domain’s perspective, we assume that the trans-

mitter sends symbol A and symbol B successively within 8 time

slots (the length of each time slot is equal to the integration time of

the color sensor). Figure 8 shows the color signal receiving process,

which contains the color symbols sent by the transmitter, the color

displayed on the screen,5 and the color detected at the under-screen

sensor. Because the transmitter does not know the specific period

of the screen signal, the transmitted signal and the screen signal are

not synchronized. In addition, the screen adopts PWM dimming. In

other words, the screen is ON within a certain period of time, and is

OFF in another period of time. Also, the frequency of PWM is much

lower than transmitted signal frequency. As shown in Figure 8, in

the first two time slots, the symbols sent are wholly disturbed by

the screen, so the original green symbol point of the sensor output

is pulled to the orange symbol point. In the third time slot, a jump

occurred in the middle of the screen, changing from the original red

light to no light, and thus the sending symbol A is only disturbed

by part of the red light of the screen. Therefore, the symbol points

collected by the sensor in the third time slot are yellow symbol

points. The transmitter starts to send the red symbol point B from

the 5th time slot. Because the screen is transparent or red at this

time, from the 5th to the 8th time slot, the output of the sensor in

the receiver is still at the red symbol point. That is, the red symbol

point A is not affected when the screen color is red. The above

analysis in the time domain explains in principle the occurrence of

screen’s color-pulling effect on the CSK signals.

3.1.2 Impact of the screen brightness. The distribution of the points

on the line connecting the constellation point and the screen color

point depends on the screen brightness. Interestingly, when the

screen brightness increases, more points are shifted from the origi-

nal constellation point to distribute on the line. This can be observed

from our measurements shown in Figure 9(a). The result in Figure

9(b) is to analyze the distribution of constellation points under

different screen brightness. When the screen is OFF, there is no

interference from the screen color. Thus, the sampled points are dis-

tributed around the original constellation points. When the screen

is fully ON, there is already interference from the screen, and thus,

the received points are nearly distributed around the screen color.

When the screen is ON but its brightness is less than 100%, the

points are distributed on the line as well as the constellation and

screen color points. Also, we calculate the normalized distance be-

tween interfered point and constellation point with respect to the

distance between the constellation point and the screen color point.

3.1.3 Is a slope-based demodulation method enough for tackling

the color-pulling effect on CSK signals? Since the points are dis-

tributed on the lines, we could not use the traditional method to

5The screen usually displays a multi-pixel image so that the overall screen shows a
variety of colors. However, the sensor has a small sensing area under the screen. Thus,
we assume that the screen color perceived by the sensor is the color of a pixel.
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Figure 9: Color-pulling effect vs. screen brightness. Figure 10: 8-CSK.
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Figure 11: Structure of a spiderweb.

demodulate the received data. But this line has motivated us to

design a slope-based scheme to demodulate the received signals.

The color-pulling effect from the screen inspires us not only to

use the distance between each constellation point in the CIE 1931

space to demodulate by implementing minimum Euclidean distance

detection, but also to use the slope from each constellation point

to the screen color point for demodulation, that is, use the angular

space of CIE 1931 space. This only works with low-level CSK mod-

ulation under certain screen colors such as the 4-CSK under the

red displayed on the screen as shown in Figure 7, where the slopes

are different. However, when the screen color is yellow-green, the

slopes of the blue symbol point and the white symbol point of

4-CSK are overlapped. Especially, in CSK with higher modulation

levels such as 8-CSK under red screen as shown in Figure 10, there

are more possibilities for multiple CSK symbols to overlap with

each other, which is completely indistinguishable. Therefore, we

need to redesign the distribution of the constellation points.

3.2 SWebCSK Overview

In our proposed SWebCSK modulation, we also exploit the different

combinations of R/G/B colors to modulate data. Different from the

traditional CSK where the constellation points in the constellation

diagram are fixed for a certain modulation level, in SWebCSK, the

constellation points are optimized dynamically based on the current

screen color detected at the photosensor of the VLC receiver. By

doing this, we could significantly alleviate the color-pulling effect

caused by the screen and thus can enable through-screen VLC.

Defining the line connecting the current screen color point and

an SWebCSK constellation point as a ray. To ensure the through-

screen VLC signals has a low bit error rate, we should maximize the

distances between the constellation points. Due to the color-pulling

effect of the screen, we should also separate the rays as much as

possible. Based on these intuitions, we have the following designing

principles for𝑀-SWebCSK, where𝑀 is the modulation level:

(1) The minimum Euclidean distances among the𝑀 constella-

tion points should be as large as possible;

(2) The rays should be separated from each other to the largest

extent. In particular, two rays should not overlap with each

other (recall the issue in 8-CSK, cf. Figure 10).6

Although we can form an optimization problem to find the con-

stellation points, the complexity is usually high because the problem

6An exception is when the screen color point falls in between two constellation points.

S R

G

B

S

R

G

B

S(R)

G

B

1

2

3

4

5

6

7

(b) Straight angle

(a) Acute angle (c) Complete angle

G

ray

eq

1,max

2,max

3,max

4,max

5,max

6,max

7,max

Figure 12: Model and modulation angle.

would be non-conductive and non-convex [23]. To reduce the com-

plexity, in this work we instead propose a heuristic to obtain the

proper SWebCSK constellation points. Next we present the details.

3.3 SWebCSK Constellation Design

Our solution is motivated in part by the structure of the spiderweb.

In a spiderweb as shown in Figure 11, hub/center is a place for the

spider to rest; radius is composed of non-stick lines for the spider to

crawl on; capture spiral is built with sticky silk for catching insects.

The constellation design in SWebCSK is to select the most suitable

intersections of the capture spiral and the radius to meet with the

two design principles presented in Section 3.2.

Before introduce the details, we first make the following defi-

nitions. For the triangle that confines the modulation space, we

define the three apexes as 𝑅 ≜ (𝑥𝑅, 𝑦𝑅) (Red),𝐺 ≜ (𝑥𝐺 , 𝑦𝐺 ) (Green),

𝐵 ≜ (𝑥𝐵, 𝑦𝐵) (Blue). These points are fixed. We define the screen

color at a time slot as 𝑆 ≜ (𝑥𝑆 , 𝑦𝑆 ). This point changes based on

the color displayed on the screen. For the 𝑀-SWebCSK, we need

to find𝑀 constellation points in the modulation space. Denote the

designed CSK constellation points as 𝑢𝑖 ≜ (𝑥𝑖 , 𝑦𝑖 ),∀𝑖 ∈ {1, · · · , 𝑀}.

Motivated by how a spider weaves its web, in our algorithm, we

first establish a spiderweb-alike frame within the modulation space.

This frame will give us the list of potential constellation points.

Then we use a greedy algorithm to choose the optimal constellation

points for our SWebCSK. Without the loss of generality and for

explanation simplicity, we assume the screen is displaying Red color.

That is, 𝑆 and 𝑅 overlap with each other in the constellation space,

as illustrated in Figure 12(a). We also use this figure to explain our

proposed algorithm. The algorithm consists of three steps:

Step 1) Establish the spiderweb-alike framework. To build such

a framework, we first need to find a primary constellation point,
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Figure 13: SWebCSK constellation design (𝑀 = 8).

which is similar to the hub or centre of a spiderweb where the spider

rests. Since the candidate constellation point that overlaps with

the screen color point is least affected by the color-pulling effect of

the screen, we use this one as the primary constellation point. We

number it as the𝑀-th constellation point, that is, 𝑢𝑀 = (𝑥𝑆 , 𝑦𝑆 ).

Once we identify the hub constellation point, we calculate the

modulation angle 𝜃 . This angle determines how many rays can we

embed into the modulation space, i.e., affecting the modulation level

of our proposed SWebCSK. The larger the modulation angle 𝜃 , the

higher𝑀 will be. A higher𝑀 means more bits can be transmitted

in the unit time/symbol. But note that with a specific modulation

angle, a higher𝑀 usually leads to higher BER. For the modulation

angle, there are only three cases: 1) Acute angle, when the screen

color point overlaps with one of the vertexes of the modulation

space; 2) Straight angle (𝜃 = 180°), when the screen color point falls

on the edges of the modulation space (excluding the three vertexes);

3) Complete angle (𝜃 = 360°), when the screen color point is within

the triangle. These three cases are illustrated in Figure 12.

To meet with the second requirement (cf. Section 3.2), the mini-

mum angle can be maximized by evenly splitting the modulation

angle 𝜃 . Therefore, the screen coordinates can be the origin, and

each ray equally divides the modulation angle. Note that to elimi-

nate the color-pulling effect, only a point on each ray can be selected

as a constellation point in the proposed SWebCSK to guarantee that

there is a minimum angle 𝜃eq between any two constellation points

and the screen color point. In addition to the point𝑢𝑀 , we still need

(𝑀 − 1) rays to extract another (𝑀 − 1) constellation points. When

𝜃 is an acute angle or a straight angle as shown in Figure 12(a)

and (b), we need (𝑀 − 1) rays to form (𝑀 − 2) angles; when 𝜃 is a

complete angle, (𝑀 − 1) rays form (𝑀 − 1) angles. Denoting 𝜃ray
as the angle between each two neighboring rays, we have

𝜃ray =

{
𝜃/(𝑀 − 2), if 𝜃 ≤ 180°

𝜃/(𝑀 − 1), if 𝜃 = 360°
. (2)

Therefore, if the screen color point 𝑆 is on the three edges of the

modulation triangle, then 180 degrees could be leveraged to split the

(𝑀 − 1) rays, and thus, a higher level of SWebCSK could be formed.

Furthermore, if the screen color point 𝑆 is within the modulation

triangle, 360 degrees can be used, and the level of the SWebCSK

could be further improved. In summary, the current screen color

has a significant impact on the levels of SWebCSK we would form.

After obtaining the rays, we continue to find the suitable con-

stellation points on each ray. Again, we follow the building process

of a spiderweb. In the framework with the (𝑀 − 1) rays, we draw

concentric circles to connect the rays, all centered around the pri-

mary constellation point (screen color point). The maximum radius

of the circle that has an intersection with the modulation triangle

Algorithm 1 Select constellation points from the candidate sets

Input: A = {𝜌𝑀 }

𝐶𝑖 , 𝑖 ∈ B ≜ {1, · · · , 𝑀 − 1}

Output: A

1: Set the screen color point as a constellation point 𝑢𝑀
2: while B! = ∅ do

3: Select the ray 𝑗 with the least number of candidate points:

𝑗 = argmin𝑖∈B 𝐶𝑖
4: Use the max-min metric to select the point on the 𝑗th ray.

5: A ← A ∪ 𝜌 𝑗
6: B ← B/ 𝑗

7: end while

is 𝜌max ≜ max{𝑑𝑆𝑅, 𝑑𝑆𝐺 , 𝑑𝑆𝐵}. Let 𝐾 denote the number of circles.

The larger the 𝐾 , the more potential constellation points we will

have. For simplicity, we assume the inter-circle distance is fixed and

denoted by 𝜌eq. Then we have 𝜌eq =

𝜌max

𝐾−1 . The intersection of each

ray and each circle can be a candidate CSK constellation point for

CSK on that ray. According to the law of sines, the maximum length

of the 𝑖-th ray within the modulation triangle can be calculated as7

𝜌𝑖,max = 𝑑SG
sin𝜃𝐺

sin(𝜃𝐺 + (𝑖 − 1)𝜃ray)
,∀𝑖 ∈ {1, · · · , 𝑀 − 1}. (3)

The number of candidate constellation points that can be placed

on each ray is computed as 𝐶𝑖 =
⌊
𝜌𝑖,max

𝜌eq

⌋
+ 1,∀𝑖 ∈ {1, · · · , 𝑀 − 1} .

As a result, the set of available constellation points in the modu-

lation triangle area is obtained. All the candidate CSK constellation

points and the constructed spiderweb are shown in Figure 13(a).

Step 2) Select constellation points from the candidate sets. In Step

1, we have already selected the screen color point as the primary

constellation point. For 𝑢𝑀 , 𝜌𝑀 = 0. We then put point 𝑢𝑀 into the

setA, which is the set to store the selected SWebCSK constellation

points. To select the remaining𝑀 − 1 points, we use the łray-pointž

procedure. We first identify on which ray to select the constellation

point, then find the best constellation point on that ray. The con-

stellation points should be picked from the ray with the smallest

number of candidate constellation points first. Therefore, the index

of the starting ray is selected as 𝑗 = argmin𝑖∈{1, · · · ,𝑀−1}𝐶𝑖 . Then

we use the Max-min metric to select a point from the 𝑗th ray as a

constellation point. The Max-min metric maximizes the minimum

distance between the currently selected point and the previous

points in set A. According to the law of cosines, the Max-min

metric can be expressed as follows:

𝑛 = arg max
𝑛∈C𝑗

min
𝑚∈A

√
𝜌2𝑚 + 𝜌

2
𝑛 − 2𝜌𝑚𝜌𝑛 cos (𝜃𝑚𝑛) , (4)

where C𝑗 ≜ {1, · · · ,𝐶 𝑗 }. Also, the distance from the selected con-

stellation point on the 𝑗-th ray to the screen color point 𝑆 is as

𝜌 𝑗 = (𝑛 − 1)𝜌eq.

We repeat the above procedure until we find all the𝑀 constella-

tion points. The whole procedure is shown in Algorithm 1.

Step 3) Convert the constellation points from polar coordinates to

xy coordinates. The SWebCSK constellation points obtained from

7Here we only give the result when 𝜃 is an acute angle. The expression of 𝜌𝑖,max when
𝜃 is straight/complete angle is omitted due to the space limitation.
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Step 2 are expressed in the polar coordinate with the screen color

point 𝑆 as the origin. They need to be further transformed into

the xy coordinates in the CIE 1931 coordinate system. When the

modulation angle 𝜃 is an acute angle, the conversion from the polar

coordinates to the xy coordinates can be done as follows:

𝑥𝑖 =𝜌𝑖 cos𝜃𝑖 , 𝑦𝑖 = 𝜌𝑖 sin𝜃𝑖 , (5)

where 𝜌𝑖 =
√
𝜌2𝑖 + 𝜌

2
𝑆
− 2𝜌𝑖𝜌𝑆 cos 𝜆𝑖 , 𝜆𝑖 ≜ arctan |

𝑦𝑆−𝑦𝐺
𝑥𝑆−𝑥𝐺

|−𝜃ray (𝑖−

1) + arctan(𝑦𝑆/𝑥𝑆 ), 𝜌𝑆 ≜
√
𝑥2
𝑆
+ 𝑦2

𝑆
, and 𝜃𝑖 is expressed as

𝜃𝑖 =




arctan
𝑦𝑆

𝑥𝑆
+ arccos

𝜌 2
𝑖 + 𝜌

2
𝑠 − 𝜌

2
𝑖

2𝜌𝑖𝜌𝑠
, 𝜆≥ 0, or, 𝜆<−𝜋

arctan
𝑦𝑆

𝑥𝑆
− arccos

𝜌 2
𝑖 + 𝜌

2
𝑠 − 𝜌

2
𝑖

2𝜌𝑖𝜌𝑠
, −𝜋 ≤𝜆<0

. (6)

3.3.1 Preliminary validation. We use the designed 8-SWebCSK con-

stellation points as shown in Figure 13(b) at the transmitter. We

place the color sensor under the red screen to detect the transmitted

CSK signals. The received constellation points are shown in Figure

13(c). It can be seen that due to the influence of the color-pulling ef-

fect, each constellation point of 8-SWebCSK shifts to the red screen

point to form seven non-overlapping line segments. The end points

of the seven lines formed simultaneously do not overlap with the

origin of the red screen, which also helps detect the eighth CSK

constellation point at the origin of the screen.

4 SYSTEM DESIGN

We consider a through-screen VLCwith a transmitter and a receiver,

as illustrated in Figure 1. The transmitter is equipped with an RGB

LED and a driver circuit. The visible light emitted from the LED is

modulated in the color domain to transmit data wirelessly. At the

receiver, we use a true color sensor that can directly output the X,

Y, and Z values of the detected light. We consider an OLED screen

at the receiver. The color sensor is placed under the OLED screen,

similar to the front camera and ambient light sensor placed in the

most advanced smartphones [3, 22]. The screen color detected by

the color sensor of the receiver is shared with the transmitter. Next,

we present the design details of the transmitter and the receiver.

4.1 Transmitter Design

The block diagram of the VLC transmitter is shown in Figure 14. We

use three PWM signals to separately control the R/G/B channels of

the LED to generate different colors. The controller generates three

high-frequency PWM signals with different duty cycles through

internal timers to control the average output power of the RGB LED,

thereby generating different colors. Although the linear variable

current driver has been used to generate different driving current for

producing different colors, it often requires the polynomial fitting

of more than third order to obtain the normalized optical power of

different color [23]. Leveraging PWM signals can avoid tackling the

non-linearity of LEDs. The circuit is also simple, easy to implement,

and compatible with existing transmitter infrastructures.

Generating the SWebCSK signals. The transmitter receives the

binary data and codes them by assigning designed SWebCSK con-

stellation points in the CIE-1931 space. In order to reduce the bit

error rate of the system, SWebCSK symbols are coded by gray code

from symbol 1 to symbol𝑀 . According to the current color of the

screen, the transmitter calculates SWebCSK constellation points

based on the method presented in the last section. For a given color

constellation point, we need to know the output optical power of R,

G, B LED. In order to avoid flickering, the output optical power of

R, G, B LED should satisfy 𝑃𝑅 + 𝑃𝐺 + 𝑃𝐵 = 1. Suppose that, given a

RGB LED in transmitter, a desired output chromaticity of (𝑥𝑚, 𝑦𝑚)

is required (the constellation point coordinates are obtained using

the three steps presented in Section 3.3). Substitute the measured

𝑥𝑝 and 𝑦𝑝 , 𝑝 ∈ {𝑅,𝐺, 𝐵}, the output optical power 𝑃𝑅 , 𝑃𝐺 and 𝑃𝐵
required for RGB light can be calculated as



𝑃𝑅
𝑃𝐺
𝑃𝐵


=



𝑥𝑅 𝑥𝐺 𝑥𝐵
𝑦𝑅 𝑦𝐺 𝑦𝐵
1 1 1



−1 

𝑥𝑚
𝑦𝑚
1


, (7)

where 𝑥𝑚 and𝑦𝑚 are the coordinates of the𝑚th constellation point.

Note that in the system, we do not need to calculate the inverse of

the matrix in (7). When the LED in the transmitter is fixed, 𝑥𝑝 and

𝑦𝑝 , 𝑝 ∈ {𝑅,𝐺, 𝐵} are all known to the transmitter, and the inverse

of the entire matrix can be calculated in advance. However, we are

still unable to realize accurate CSK constellation point coordinates

in the transmitter based on 𝑃𝑅 , 𝑃𝐺 and 𝑃𝐵 . For example, if we

realize the white point in the CIE 1931 diagram, the output power

of the corresponding R, G, and B LEDs should all be 33.3%. In fact,

if the PWM duty cycle is configured to (33%, 33%, 33%), the light

emitted by the transmitter is not real white light. This is because the

luminous efficiency of different colors of light is different. Therefore,

we need to know the luminous efficiency of the RGB LEDs.

Since Y represents Luminosity in the CIEXYZ space, we have

tried to use Y to simulate the result of the change in the PWM

signal duty cycle. However, the actual performance is abysmal, and

the modulation of any CSK constellation point cannot be achieved.

Nevertheless, by consulting the datasheet of the true color sensor,

X channel detects visible light with a wavelength of 600 nm, which

is close to the red wavelength range. Similarly, Y channel can detect

green light with a wavelength of 555 nm, and Z channel can detect

blue light with a wavelength of 445 nm. Therefore, we use the X,

Y, and Z channels to calculate the input red, green and blue light

irradiance regarding the photodiode’s area within the conversion

time interval (𝐸𝑒 ), which is expressed as 𝐸𝑒 =
FSR𝐸𝑒
𝑁CLK

MRES, where

FSR𝐸𝑒 is the full-scale range of detectable input light irradiance

𝐸𝑒 , in 𝜇W/cm3 (can be found in [2]); 𝑁𝐶𝐿𝐾 denotes the number of

clock cycles within the predefined conversion time interval; MRES

is the digital output value of the conversion (X, Y, Z).

Figure 15 shows the measured input light irradiance regarding

the photodiode’s area within the conversion time interval versus

different duty cycle signals and the corresponding fitted RGB three-

color power response. It can be seen that the red/green light has

the lowest/highest luminous efficiency. Thus, we set the maximum

luminous power of red light as the total emission power of the

emitter, and 𝜂max
R

, 𝜂max
G

, 𝜂max
B

in the figure represent the achievable

R, G, B maximum duty cycle when total emission power is reached.

Therefore, after substituting the required CSK symbol coordi-

nates, we can get the normalized RGB LED radiation power from

(7). Finally, the duty cycle of the PWM signal that controls the RGB

LED is calculated as: PWM𝑝 = 𝑃𝑝𝜂
max
𝑝 , 𝑝 ∈ {𝑅,𝐺, 𝐵}.
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Channel precompensation. There are two types of visible light

attenuation in the system: 1) the attenuation of visible light propa-

gating in the air, and 2) the attenuation of visible light when it passes

through the screen medium, known as the Glass Attenuation Factor.

Different colors of light have different attenuation under these two

attenuation situations. Also, the attenuation faced by different col-

ors of light depends on the distance. In this work, we regard these

two types of attenuation as the attenuation of the CSK symbol in

the communication channel. In RF communication, the transmitted

signal is usually pre-coded to resist channel fading. Similarly, three

dynamic compensation factors can be added in transmitter of the

SpiderWeb system to compensate for the lower light level at the

receiver according to varying distance. The calibrated duty cycle

signal of the RGB LED is PWM𝑝 = PWM𝑝 + 𝑐𝑝 , 𝑝 ∈ {𝑅,𝐺, 𝐵}.

To complete the channel compensation, the transmitter periodi-

cally sends a pilot, which contains a flag and three symbols of R,

G, and B light in a sequence. After receiving the flag, the receiver

calculates 𝑐𝑅 , 𝑐𝐺 , 𝑐𝐵 , respectively, and then feeds them back to the

transmitter. The transmitter will use this calibration factor until

the next channel calibration. Since the pilot is sent out periodically,

the transmitter can quickly adapt to changing channel condition to

make receiver can detect accurate CSK constellation point.

4.2 Receiver Design

As shown in Figure 16, the receiver is composed of a transparent

OLED screen and a true color sensor, and the sensor is placed di-

rectly under the screen where it emits light. The sensor outputs

the X, Y, Z from three channels after detecting the light. The X,

Y, and Z channel data streams received by the receiver first pass

through the first module to perform over-saturation detection and

restore abnormal points. Then through energy detection, the re-

ceived signal is divided into the part interfered by the screen color

signal and the part not interfered by the screen color signal. Next,

we use different demodulation methods to demodulate different

parts of the received signal. Finally, we detect the preamble of the

demodulated signal, find the starting point of the data, and map

received symbols to the data bit stream.

4.2.1 Over-saturation recovery. Since the sensor is placed directly

under the screen, the light intensity value emitted by the screen

that the sensor can receive is extremely high. Because the ADC

output accuracy range of the sensor is 𝑛 bits and sometimes the

external light intensity is too strong, the sensor at the receiver is in

over-saturation, resulting in abnormal points in the received CSK

symbol. Although we can eliminate this kind of over-saturation

by reducing the gain of the sensor, it will also greatly reduce the

performance of the system because the light intensity emitted by

the screen is much higher than the light intensity of the received

signal. Fortunately, we find that the occurrence of over-saturation

points often caused one or more of the X, Y, and Z channels of

the output signal to recount from 0. As a result, points not located

in the modulation triangle or points are not located in the CIE

1931 chromaticity diagram. Therefore, for the occasional saturation

abnormal point, the specific position of the point in the figure is

used to compensate. We denote the over-saturation state of the

three channels of X, Y, and Z as 𝑋 , 𝑌 , and 𝑍 respectively. As shown

in Figure 17, the abnormal points are all in areas I to IV. When

the abnormal constellation point is in area I, the 𝑥 coordinate of

the abnormal constellation point is very small at this time. It may

be that only the X channel is over-saturated, or both X and G

channel are over-saturated. It can be denoted as {𝑋 } and {𝑋,𝑍 }.

When the abnormal constellation point is in area I, the 𝑦 coordinate

is extremely small. At this time, the saturation is {𝑌 } or {𝑌, 𝑍 }.

When the abnormal constellation point is in area III, the saturation

situation is {𝑋,𝑌 } or {𝑋,𝑌, 𝑍 }. Finally, since the saturation of the

Z channel will increase the x and y coordinates, the abnormal

constellation point saturation corresponding to area IV is {𝑍 }.

It can be found that the G channel may be saturated from regions

I to III. Therefore, we follow the sequence of I+III, II, IV to detect

abnormal points and compensate X, Y, Z channel, respectively.

Each compensation value is the ADC maximum output value 2𝑛 −1.

Abnormal over-saturation points can then be restored to the normal

CSK symbol points.

4.2.2 Demodulation. Since CSK signals are all normalized maxi-

mum power, although the channel attenuation for different colors

of light is different, power compensation is performed. Neverthe-

less, the signal power received at the receiving end remains at a

constant level. Moreover, because the screen is closer to the sensor

at the receiver, the light intensity of the different colors of light

emitted by the screen received by the sensor is much higher than

the modulated light signal after screen attenuation, far exceeding

one to two orders of magnitude. Therefore, the threshold can be

set according to the average power of the modulated light at the

transmitter, and all signal points can be divided into the modulated

signal at the transmitter + screen OFF signal points, and modulated

signal at the transmitter + screen ON signal points.

For modulated signal at the transmitter + screen OFF signal point,

we calculate Δ𝐸 [30] to measure the difference between the colors

of two pixels in CIExyZ color space. Δ𝐸 is the Euclidean distance
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between two colors in the x, y-plane of the CIExyZ space. We select

the smallest Δ𝐸 to match the color of a symbol to designed colors by

SpiderWeb algorithm (cf. Section 3.3). The received sampling point

is denoted as 𝑟𝑖 ≜ (𝑥
𝑟
𝑖 , 𝑦

𝑟
𝑖 ), and the SWebCSK constellation coordi-

nates are denoted as 𝑢 𝑗 ∈ M ≜ {1, · · · , 𝑀}. The optimal minimum

distance decoder can be expressed as 𝑢∗𝑖 = argmin𝑢 𝑗 ∈M

𝑟𝑖 − 𝑢 𝑗

2,

where 𝑢∗𝑖 is the decoded symbol.

The modulated signals at the transmitter + screen ON signal

points are usually clustered together, as shown in Figure 18. If we

simply recover the required signal through slope detection, when

the signal point interfered by the screen signal is very close to the

screen color signal point, the coordinates will swing slightly af-

fected by the noise. It will have a greater impact on slope detection.

Therefore, in this part, we again divide the slope detection into two

parts: for the first part when the transmitted signal is most affected

by the screen color and when it is located in a smaller modulation

triangle compressed after the superimposition of the screen signal,

we still use the minimum Euclidean distance detection; for the other

part that is outside the smaller modulation triangle, we use the min-

imum slope detection. The optimal slope decoder can be expressed

as 𝑠∗𝑖 = argmin𝑠 𝑗 ∈M
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,

if 𝑑𝑖 > 𝑑th; otherwise, 𝑠
∗
𝑖 = argmin

𝑠 𝑗 ∈M

𝑟𝑖 − 𝑢 𝑗

2, where 𝑠 𝑗 ∈ M

is the set of CSK symbol points that are fully interfered by the

screen, 𝑑th is the predefined threshold, and 𝑑𝑖 ≜∥𝑟𝑖 − 𝑢𝑀 ∥2 is the

distance between received sampling point and screen color point.

4.2.3 Preamble detection. To decode data from the received signal,

we first need to detect the preamble of the frame. In VLC, the pream-

ble is designed and used for frame detection and synchronization

[27]. The pattern of preamble is usually fixed with a total of 2𝐾

alternating ONs and OFFs (i.e., 2𝐾 ON-OFF patterns). For example,

the OpenVLC platform adopts 24 alternating ONs and OFFs as the

preamble [10, 34]. However, due to potential screen signal inter-

ference, it is impossible to confirm whether the pilots that send all

CSK symbols can be successfully decoded and demodulated, and

confirm the correct starting position of the data symbol. Thus we

send several CSK symbols of the same color on the screen as pilots.

5 IMPLEMENTATION

Transmitter. A snapshot of our implemented SpiderWeb transmit-

ter is given in Figure 19. We use an off-the-shelf full-color LED

(Kingbright WP154A4SEJ3VBDZGC [14]) in the transmitter front-

end. The peak wavelengths of R, G, B light of this LED are 640 nm,

461 nm, and 515 nm, respectively. The measured color coordinates

(𝑥,𝑦) associated with this RGB LED are (𝑥𝑅 = 0.6544, 𝑦𝑅 = 0.3205),

(𝑥𝐺 = 0.1776, 𝑦𝐺 = 0.7188), and (𝑥𝐵 = 0.1307, 𝑦𝐵 = 0.0711). An Ar-

duino DUE, a low-cost and open-hardware embedded development

platform with an 84 MHz processor, is used as the processing unit

at the transmitter. We leverage three independent PWM ports of

the Arduino DUE to control the RGB LED separately for generating

various colors. The frequency of the PWM signals is set to 1 MHz.

OLED screen.We use the transparent OLED screen Sparkfun

LCD-15079 [31] in our prototype.8 The colors supported at different

pixels of this screen are fixed, and a large part of the screen is just

transparent and cannot display any colors. From the rest of this

screen, we identify three parts that can display different colors and

are large enough to cover our photosensor when the photosensor is

placed under that part: red (0.6544, 0.3205), yellow-green (0.44, 0.5),

and white (0.3350, 0.3722). The OLED screen is controlled by a

dedicated Arduino DUE. The control range of the screen brightness

is from 0 to 31, where 0 corresponds to no light on the screen, and

31 corresponds to a duty cycle of 100% for the PWM control signal

of the screen, and the screen brightness is the highest.

Receiver. The prototype of the VLC receiver is shown Figure 20.

We use the true color sensor AMS AS73211 [2], controlled by an

Arduino DUE, to detect the color-based VLC signals. The response

of AS73211 conforms to the CIE 1931 standard. Its maximum inter-

nal clock frequency is 8.2 MHz, and the maximum supported I2C

clock frequency is 400 kHz. Under the maximum clock frequency,

the adjustable gain range of AS73211 is {1𝑥, 4𝑥, 16𝑥, 64𝑥, 256𝑥}, and

the sampling integration time is from 125 𝜇s to 2048 ms. In our im-

plementation, we set the gain to 64𝑥 and the sampling integration

time to 125 𝜇s.9 The sensed data is transmitted through a serial

port to a laptop for processing, which has an Intel i7 CPU and 32

GB memory. The proposed signal processing and the slope-based

demodulation are implemented in Matlab.

6 PERFORMANCE EVALUATION

In this section, we present the evaluation of SpiderWeb in different

scenarios. We use Bit Error Rate (BER) and (normalized) data rate as

the metrics. The default experimental setup is shown in Figure 21.

8Although its name has łLCDž, it is indeed an OLED screen as specified in [31].
9A very short integration time of the color sensor will lead to the detection failure of
the modulated signals; however, with a very long integration time, the color sensor
will be over-saturated. Similar results apply to the gain setting of the color sensor. In
our implementation, we use the minimum sampling integration time, together with
the color sensor gain of 64𝑥 , to obtain the highest data sampling rate and under these
settings, we can still detect the modulated visible light signals after screen attenuation.
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Table 1: Comparison under different screen colors (𝑀 = 4)

Screen color
𝑑𝑚𝑖𝑛 𝜃𝑚𝑖𝑛 (rad)

4-CSK 4-SWebCSK 4-CSK 4-SWebCSK

Red 0.3372 0.2330 0.4942 0.5702

Yellow-green 0.3372 0.1763 0 1.5708

White 0.3372 0.2538 1.9896 2.0944

Table 2: Comparison under different screen colors (𝑀 = 8)

Screen color
𝑑𝑚𝑖𝑛 𝜃𝑚𝑖𝑛 (rad)

8-CSK 8-SWebCSK 8-CSK 8-SWebCSK

Red 0.1934 0.1209 0 0.1901

Yellow-green 0.1934 0.1220 0 0.5236

White 0.1934 0.1416 0 0.8976

Table 3: 8-SWebCSK constellation points (under red screen)

Gray code Constellation coordinates (PWM𝑅, PWM𝐺 , PWM𝐵)

000 (0.3819, 0.5481) (43, 60, 0)

001 (0.1886, 0.5785) (4, 42, 9)

011 (0.4013, 0.4032) (49 ,35, 16)

010 (0.2141, 0.3762) (12, 42, 22)

110 (0.4773, 0.3091) (65, 15, 18)

111 (0.3108, 0.2312) (33, 16, 27)

101 (0.1736, 0.0915) (8, 0, 42)

100 (0.6544, 0.3205) (100, 0, 0)

6.1 SWebCSK vs. CSK

Before we present the evaluations of SpiderWeb, we first compare

the performance of SWebCSK with that of traditional CSK.

Constellation.We compare our SWebCSK constellation design

with the traditional CSK design specified in the IEEE 802.15.7 stan-

dard [1]. The results for𝑀 = 4 and𝑀 = 8 are shown in Table 1 and

Table 2, respectively. The minimum distance among the 4-CSK and

8-CSK constellation points in the IEEE standard is always larger

than the minimum distance under our 4-SWebCSK and 8-SWebCSK.

However, in the angle space formed by the screen color point on the

CIE 1931 diagram, the angle between different constellation points

of 8-CSK to screen color point (i.e., the rays; cf. Section 3.2) over-

lap. For 4-CSK, when the screen color is yellow-green, the angles

from the two constellation points to the screen also overlap. In our

4-SWebCSK and 8-SWebCSK, we not only optimize the minimum

angle between different rays, but also adapt the optimal constel-

lations based on the detected screen color. Thus, the minimum

angles (important in through-screen VLC) among 4-SWebCSK and

8-SWebCSK constellations are higher than those of 4-CSK and 8-

CSK. Due to space limitations, we only list the constellation points

of 8-SWebCSK, as shown in Table 3. It also gives the corresponding

PWM duty cycles to achieve these constellation points.

BER. In this experiment, three brightness of the screen are con-

sidered: 0%, 50%, and 100%. we place the transmitter and the receiver

at a distance of 10 cm. For the traditional CSK modulated signals,

we consider two demodulation methods: 1) use the minimum Eu-

clidean distance to distinguish different symbols; 2) use proposed

slope-based demodulation (CSK+SD) method, cf. Section 4.2.2. For

our SWebCSK modulated signals, we use our slope-based demodu-

lation. For the modulation level𝑀 = 4 and𝑀 = 8, the BER results
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Figure 22: BER under different screen colors when𝑀 = 4.
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Figure 23: BER under different screen colors when𝑀 = 8.

are shown in Figure 22 and Figure 23, respectively. We can observe

that the BER of 4-CSK and 8-CSK detected by the minimum Eu-

clidean distance are close to 0.5 when the screen is lit up. Under

this BER, data transmission is not possible. Using our slope-based

detection, 4-CSK reduces the BER to 0 when the screen colors are

red and white; when the screen color is yellow-green, under which

the angles from the two CSK symbol points to the screen color

point overlap, the BER is still below 10−1, showing the advantage

of our proposed slope-based demodulation. In 8-CSK, the angles

from several constellation points to the screen color point overlap

with each other. Thus the BER falls below 10−1. For our designed

4-SWebCSK and 8-SWebCSK, the BER is lower than 10−3 regardless

of the screen color and the screen brightness, demonstrating that

SWebCSK is a key enabler for through-screen VLC.

Normalized data rate. We also evaluate the date rate obtained

from traditional CSK and our SWebCSK. For𝑀-CSK, a CSK sym-

bol represents log2𝑀 bits. With a larger 𝑀 , the transmitter can

send more bits in a unit time slot. However, a larger𝑀 often leads

to a higher BER. The achievable data rate of 4-CSK, 8-CSK and

our 4-SWebCSK and 8-SWebCSK changes with different color and

brightness. Figure 24 shows the normalized data rate averaged over

different scenarios (i.e., different screen color: red, yellow-green,

and white; and 3 different screen brightness: 0%, 50%, and 100%).

We can observe that system data rate is increased by at least 300%.

This means SWebCSK can carry more data than the traditional

CSK under dynamic screen color and brightness changes. We can

observe that when the modulation level𝑀 = 4, our SWebCSK can

improve the data rate by 200%. When𝑀 = 16, the data rate of CSK

is almost zero because the BER is too high; while 16-SWebCSK

achieves 5× data rate when normalized to that of the 4-CSK. On

average, our proposed SWebCSK could achieve 3.4× data rate when

compared to the traditional CSK.

6.2 SpiderWeb Evaluation

Now we evaluate the system performance of SpiderWeb.
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Figure 25: BER result vs. brightness.
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Figure 29: BER result vs. ambient light.

Impact of screen brightness. The brightness of the transpar-

ent OLED screen determines how much the transmitted signal is

interfered by the screen. Usually, the brighter of the screen, the

more transmitted symbols are interfered. When the screen bright-

ness is 100%, all the signals are interfered by the screen. The ex-

perimental BER under different screen brightness are shown in

Figure 25. Here, 16-SWebCSK is evaluated under the screen color of

yellow-green. Overall, the BERs of 8-SWebCSK and 16-SWebCSK

are below 10−3 and below 10−2, respectively. We observe that with

both 8-SWebCSK and 16-SWebCSK, in general, the BER gradually

increases with a brighter screen. An exception is that when the

screen is fully lit, the BER of 8-SWebCSK is 0 and the BER of 16-

SWebCSK reduces to 10−3. The main reason is that the screen signal

and the transmitted VLC signals are not synchronized. Since the

screen brightness is not constant, with energy detection, we cannot

perfectly distinguish all the VLC signals that have been interfered

by the screen from those that have not, which brings inevitable mis-

judgments when the screen is ON but not fully lit. When the screen

is fully lit, it is easy to get a priori information that all the received

VLC signals are interfered by the screen. Thus, the slope-based

SWebCSK detection can still achieve a significantly low BER.

We also measure the achievable data rate of SpiderWeb under

different screen brightness, as shown in Figure 26. For 8-SWebCSK,

the data rate is between 1.7 kb/s and 2 kb/s; for 16-SWebCSK, the

data rate changes from 2 kb/s and 2.6 kb/s. The current bottleneck is

the slow response of the low-cost color sensor. The achievable data

rate could be significantly improved with advanced color sensors.

Impact of distance. Next, we evaluate the system performance

when the transmitter is placed at different distances from the screen/

receiver. Here, we use the maximum gain 256𝑥 of the sensor to max-

imize the communication distance. Because the channel attenuation

of RGB light is different, the corresponding CSK constellation point

correction is performed at the transmitter end for each distance.

The BER results are shown in Figure 27. With an OFF screen, the

BER is lower than 10−3 at a distance of 30 cm. When the screen

brightness reaches 50% and 100%, the BER at the distance of 20 cm

is still lower than 10−2.

Impact of angle.We also evaluate the performance of Spider-

Web when the receiver is placed in different directions to the trans-

mitter. We fix the distance between the transmitter and screen to

10 cm and vary the relative angle between them. The results are

shown in Figure 28. We can see that the BER performance decreases

severely when the angle between the transmitter and the receiver

exceeds 30°. On the other hand, the BER performance is still better

when the screen is fully lit, although the angle exceeds 30°. At an

angle of 50°, the BER is close to 10−2. The reason behind could

be that when the angle is large, the intensity of the CSK signals

detected by the sensor under the screen is minimal and does not

exceed its output threshold, resulting in a sharp increase in the BER

when the screen brightness is OFF. However, if the screen is fully

lit, the intensity of the CSK signal detected by the sensor exceeds its

output threshold after adding the screen light, thereby can report

the detection value. In other words, when the angle is large, the

screen light could help the signal detection in SpiderWeb.

Impact of the ambient light conditions. Lastly, we study the

impact of different ambient light conditions on the system perfor-

mance. Three different ambient light conditions are considered: (1)

Darkness (average light intensity: 3 lux); (2) Night with indoor illu-

mination (average light intensity: 280 lux); (3) Cloudy day (average

light intensity: 1070 lux). The impact of the ambient light level on

the BER is shown in Figure 29. When the screen is OFF and fully

bright, the BER is 0 under all the three conditions. With a screen

brightness of 50%, the BER in all three conditions is still lower than

10−3. It is worth noting that due to our over-saturation recovery

method (cf. Section 4.2.1), even in the presence of ambient light, our

system can still achieve a BER of 0 when the screen is fully bright.

7 LIMITATIONS AND DISCUSSIONS

Low date rate. The highest data rate we can achieve in the current

SpiderWeb is about 2.6 kb/s, though it is about 3.4× compared to
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that of the traditional CSK. The main bottleneck is the low speed of

the color sensor. The minimum sampling time of the color sensor

is 125 𝜇s (we have configured the color sensor to its fastest speed

mode). We also use oversampling to remove the sampling points

affected by inter-symbol interference. These factors limit the data

rate of SpiderWeb. With a faster color sensor or a camera, and faster

signal processing methods, we could break the rate bottleneck at

the receiver. Besides, when the screen color is with the modulation

triangle area (with a modulation angle of 360°) we could further

increase the modulation level, such as to 32-SWebCSK or even 64-

SWebCSK, to further improve the date rate of the system. Another

method is to combine CSK with the Intensity Modulation (IM) [42].

Through the sensor fusion of a photodiode and a color sensor, a joint

IM-CSK modulation scheme could be designed to further increase

the system data rate of through-screen VLC.

Short communication distance. Currently, the communica-

tion distance of SpiderWeb is short. This is because the used RGB

LED is low power (its maximum electric power dissipation can only

reach 120 mW). Higher-power RGB LEDs used for normal indoor

illumination can be leveraged to improve the communication dis-

tance. The different luminous efficiency of R/G/B channels of the

LED is another main reason for the low light emission power. To

avoid flickering, the power envelope of the CSK symbols is fixed.

Due to the barrel effect, the transmission power of the CSK symbol

is based on the highest optical output power of the lowest luminous

efficiency color. LEDs with a higher visible light output power of

the R color could increase the communication distance.

Fully dynamic OLED screen. Currently, we build and evaluate

SpiderWeb with a transparent OLED screen that displays different

colors at different pixels. We manually move the screen to various

locations to change its displayed color to evaluate the proposed

through-screen VLC. This is because we could not buy a transpar-

ent OLED screen from the market whose colors can be changed

dynamically in the software. Our proposed solutions for through-

screen VLC could work under such a dynamic screen because the

refresh rate of a screen is usually about 60 Hz, which is much lower

than the symbol rate (several kHz) in our current implementation.

The screen refresh interval can be interpreted as channel coherence

time. The transmitter could know the current screen color in two

ways: 1) the transmitter detects the screen color directly; 2) the

receiver detects the screen color and sends the information to the

transmitter through an uplink channel. Based on the color of the

screen, the transmitter and the receiver can establish new SWebCSK

constellations for the data transmission.

Multiple transmitters.When there are multiple transmitters

sending data concurrently, the received CSK symbol at the single-

pixel color sensor could be the superposition of the CSK symbols

from multiple transmitters, causing interference. Without any par-

ticular design at the transceivers, the system performance could

be degraded significantly. A possible solution is to exploit under-

screen multi-pixel camera at the receiver to overcome the interfer-

ence from multiple transmitters. Under-screen cameras are being

adopted in today’s advanced full-screen smartphones such as ZTE

AXON30 and Xiaomi MIX4. Note that a single transmitter can also

use multiple RGB LEDs to transmit more data; with a under-screen

multi-pixel camera at the receiver to form a multiple-input and

multiple-output link, the system data rate could be increased.

8 RELATED WORK

CSKmodulation in VLC. It has been adopted in the IEEE 802.15.7

VLC standard [1] and studied in [13, 21, 23]. The authors in [23]

optimize the CSK constellations to improve the system performance.

In [21], the authors design a light-to-frequency converter as a CSK

receiver to avoid using ADC, leading to a low-cost VLC system. CSK

is also used in LED-to-camera communication system to increase

the data rate [13]. These studies mainly optimize and utilize CSK-

based VLC with different receivers. In our SpiderWeb, we consider a

more challenging and very promising scenario where the screen at

VLC receivers could łblockž and interfere with the communication

with visible light. We observe the color-pulling effect and propose

the SWebCSK modulation scheme to solve it. Accordingly, we can

enable through-screen VLCwith extremely low bit error rate, which

cannot be achieved by the above state-of-the-art studies.

Sensing with under-screen line-of-sight sensors. The trend

toward narrow-bezel and no-bezel smartphone designs depicts fu-

ture devices. Therefore, the line-of-sight sensors (e.g., front camera)

are being tested under the screen for sensing. The authors in [29, 45]

study how to recover the images captured by an under-screen cam-

era. In their study, a camera is placed under a 4k transparent OLED

display and a pentile OLED display, respectively, to obtain degrada-

tion image dataset [45]. Two types of neural networks are proposed

to tackle the image degradation [29]. Compared with these studies,

we focus on communication with photosensors placed under OLED

screen and we have identified the screen’s color-pulling effect on

color-based VLC signals. We further design SWebCSK modulation

to eliminate this effect and thus enable through-screen VLC.

Screen-enabled VLC. Some studies use screens as multi-pixel

transmitters to increase the data rate [18, 44]. They exploit standard

displays and monitors to achieve screen-to-camera communication.

There are also studies using the Liquid Crystal (LC) of LCD screens

as reflectors for VLC. PassiveVLC uses a single LC cell to modu-

late visible light [38]. ChromaLux employs multi-layer LC cells to

increase the communication distance and speed [11]. The authors

in [26] leverage LCs to enable selective reception of light beams

frommultiple transmitters. In our system, we use transparent OLED

screen instead of an LCD screen. The OLED screen brings opportu-

nities (being transparent) but also challenges (being an interferer)

for the realization of through-screen VLC.

9 CONCLUSION

We have studied how to enable through-screen VLC with sensors

under the OLED screen. We discovered a color-pulling effect caused

by the screen on CSK signals: transmitted CSK symbols are pulled to

the detected screen color. We further designed the SWebCSK mod-

ulation and proposed a slope-based demodulation and to eliminate

the color-pulling effect. We prototyped a system and validated the

feasibility of achieving through-screen VLC. We envision that our

work could stimulate follow-up studies on through-screen visible

light communication and sensing.
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