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Abstract—The encouraging potential of employing large-scale aperiodic base station arrays in addressing the radiation pattern and thermal requirements of the next generation communication systems is demonstrated. Sample 256-element layout-optimized multibeam arrays are presented as a futuristic view. The system benefits (in terms of the statistical quality-of-service, energy efficiency, thermal management, and processing burden) of the proposed arrays, as well as their performance versus design complexity tradeoffs, are explained through interdisciplinary simulations. The key advantage of the proposed antennas over the currently proposed 64-element periodic arrays is identified as the increased gain with much lower side lobes, which yields much less power and less heat per element with more surface for cooling, and allows robust/computationally efficient precoding.
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I. INTRODUCTION

THE demanding system performance requirements of the next-generation mm-wave communication networks make the antenna synthesis and beamforming an interdisciplinary optimization problem [1]. In addition to the electromagnetic aspects (i.e., related to the array radiation pattern characteristics), such an optimization procedure must consider complementary research domains including, but not limited to the following.

1) Signal Processing, due to the large amount of control parameters in arrays with limited processing power and speed.
2) Front-End Circuitry and Hardware, due to the compact system integration challenges, component (and cost) reduction requirements.
3) Thermal Management, due to the low efficiency of power amplifiers (PAs), high spatial density of the heat sources, and higher heat generation than the conventional systems [2], [3].
4) Medium Access Control, due to the need to manage multiple data streams to simultaneous users, where each user receives a dedicated cofrequency beam [4].

For each domain listed above, there is a direct relation between the desired performance level and the total number of active elements in the antenna array. The baseline in the state-of-the-art mm-wave 5G base station antenna arrays from leading companies, such as Ericsson [5], Nokia [6], IBM [7], NXP [8], and NEC [9], is to use a maximum of 64 elements, in a dense (around 0.5λ-spaced) and periodic arrangement. Then, the question arises: Is this the optimal element number and array configuration from the system perspective?

Indeed, fully populated equally spaced array in a rectangular or hexagonal topology can be considered as the current reference for base station antennas. However, as compared to such standard topologies, aperiodic/sparse layout-optimized arrays can (simultaneously) [10]

1) improve total signal-to-interference-plus-noise ratio (SINR) by preserving the gain while lowering the side lobes within the same scanning area, the extent of which depends on the number of elements and the available aperture size;
2) decrease the maximal temperature of the beamforming chips, the extent of which depends on the sparsity of the array and the thermal properties of the integrated circuits (ICs)/boards;
3) provide more space for placing the electronics and for circuit routing.

Such “unconventional” array topologies have gained more attention in the last few years as a potential breakthrough for the next-generation communication systems, with already demonstrated concepts recently presented in the literature [11], [12].

In our previous study [13], by taking a topology-optimized 64-element integrated array as the reference, we have investigated the effect of element number reduction on the interbeam interference and IC temperatures. From the simulation results, the following is clearly evident:

i) for such small or moderate size arrays (i.e., with ≤ 64 elements), the use of an external heatsink (which can be very large and bulky [14]) is a must for passive-only cooling:
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ii) the number of elements can be reduced up to a certain extent (for design/beamforming simplification), with low impact on the electromagnetic and thermal performance. Further thinning causes an increase in the side lobe levels (SLLs) and IC temperatures.

Besides, for smaller-sized arrays for 5G antenna systems, more powerful PAs need to be used to satisfy the effective isotropic radiated power (EIRP) requirements. This poses challenges in terms of the availability in the low-cost CMOS technology and on the thermal control due to the generation of more heat per element [15].

An opposite approach would be to increase the number of elements to achieve more gain, lower side lobes; thus much less power and less heat per chip with more surface for cooling. For example, when compared to the 64-element aperiodic array, an optimized 256-element array (with a similar average interelement spacing) has [16]–[18] the following:

1) four times the gain and better angular resolution;
2) 1/4 of the radiated power (thus with 1/16 of the power per PA) to serve the same number of users;
3) 6 dB (or more) additional SLL suppression (similar to or better than the random arrays). Thus, the absolute level of the side lobes remains similar to the one of the 64-element aperiodic array, but the power flow toward the side lobes decreases by about 6 dB due to four times less total PA output power;
4) four times the area to dissipate 1/4 of the heat.

It is also very important to note that the large-scale arrays have a key advantage on reducing the electricity consumption, with the help of the high antenna gain and low side lobes.

Few companies (such as Anokiwave [19]) have already released 256-element active antenna arrays for mm-wave 5G. However, the array designs are based on regular square-grid dense topologies with high side lobes, whereas, as already mentioned, the aperiodic/sparse arrays have key advantages on interference suppression and additional thermal handling.

In this article, we present novel large-scale (256-element) irregular array layouts that are optimized for the (statistically) highest in-sector interference suppression and that can potentially achieve fullpassive cooling without an external heatsink. Moreover, the system advantages and performance tradeoffs of the proposed arrays are discussed in detail from an interdisciplinary (electromagnetic, thermal, and communication system) perspective.

Although the proposed concept has a big potential for addressing the thermal issue, due to the increased hardware and design complexity with more elements, synthesis of large scale aperiodic arrays can be considered as a futuristic view, which would be suitable for the next phase of the 5G radios.

The rest of this article is organized as follows. Section II presents the approaches and settings used in the electromagnetic, communication system, and thermal simulations. The simulation results are shown and discussed in Section III. Finally, Section IV concludes this article.

The general symbols and operators used in this article are explained in Table I.

<table>
<thead>
<tr>
<th>Symbol or Operator</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a^n, A^n$</td>
<td>scalar</td>
</tr>
<tr>
<td>$</td>
<td>a^n</td>
</tr>
<tr>
<td>$\delta$</td>
<td>unit vector (direction)</td>
</tr>
<tr>
<td>$A^*$</td>
<td>matrix</td>
</tr>
<tr>
<td>$C^{m \times n}$</td>
<td>complex-valued matrix with $m$ rows and $n$ columns</td>
</tr>
<tr>
<td>$A^{-1}$</td>
<td>inverse of a matrix</td>
</tr>
<tr>
<td>$A^T$</td>
<td>conjugate transpose of a matrix</td>
</tr>
<tr>
<td>$a(\cdot)$</td>
<td>vector</td>
</tr>
<tr>
<td>$a(\cdot, \cdot)$</td>
<td>function</td>
</tr>
<tr>
<td>$a_n, a_{m, n}, a_n(\cdot)$</td>
<td>single ($n$-th) or multi-dimensional ($m, n$-th) state of a vector, matrix or function</td>
</tr>
<tr>
<td>$\lambda, \lambda_n, \lambda_n(\cdot)$</td>
<td>element in the $n$-th row and $n$-th column in matrix $A$, the $n$-th distribution of a function $a(\cdot)$</td>
</tr>
<tr>
<td>$&gt;, &lt;, \leq, \geq$</td>
<td>component-wise inequality</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>belong to</td>
</tr>
</tbody>
</table>

II. SIMULATION APPROACH AND SETTINGS

A. Electromagnetic Aspects

For the optimization of the array layouts, the uniform-amplitude aperiodic array synthesis technique based on iterative convex element position perturbations [10] is used in this article. Therefore, in this section, a brief summary of the synthesis procedure is given and the settings used for the optimization are listed.

Let us consider a pregiven 2-D initial array layout (on the $xy$-plane) with a total number of $N$ antenna elements (i.e., $n = 1, 2, \ldots, N$). Let us further assume that at the $i$th step of the algorithm, the $n$th element is moved by $\epsilon_n^{(i)}$ in the $x$-direction (i.e., $x_n = x_n^{(i-1)} + \epsilon_n^{(i)}$) and $\delta_n^{(i)}$ in the $y$ direction (i.e., $y_n = y_n^{(i-1)} + \delta_n^{(i)}$). For sufficiently small perturbations on the element locations (i.e., $|\epsilon_n^{(i)}, \delta_n^{(i)}| \ll \lambda / 2\pi = 0.16\lambda$ [20], where $\lambda$ is the wavelength at the operating frequency), the far field function can be linearized around the element positions using the first-order Taylor expansion. Assuming uniform amplitudes, linear phase shifts for beam scanning, and ignoring the sufficiently small higher order terms $(\epsilon_n^{(i)})^2, (\delta_n^{(i)})^2, (\epsilon_n^{(i)} \delta_n^{(i)})$, the following approximate relation is obtained [10]:

$$
\mathbf{f}_{\epsilon_n^{(i)}, \delta_n^{(i)}}(u, v) \approx \frac{1}{N} \sum_{n=1}^{N} E_n^{(i)}(u, v) e^{j k((u-x_n^{(i-1)} + (u-v_n^{(i-1)}) y_n^{(i-1)}) + j k(u - u_n^{(i)}) \epsilon_n^{(i)} + j k(v - v_n^{(i)}) \delta_n^{(i)})}
$$

where $\mathbf{f}_{\epsilon_n^{(i)}, \delta_n^{(i)}} (u, v)$ is the normalized far field of the array at the $i$th iteration of the algorithm for a scanned beam, $s$ ($s = 1, 2, \ldots, S$) in $u = \sin \theta \cos \phi, v = \sin \theta \sin \phi$ plane coordinates. $k$ represents the wavenumber, which is equal to $2\pi/\lambda$. $E_n^{(i)}(u, v)$ denotes the embedded element pattern of the $n$th element at the $i$th iteration.

It is further required to define the side lobe region of each scanned beam, $s = 1, \ldots, S$. Although it changes with scanning, the side lobe regions (by assuming a circular beam shape) can be roughly taken as in (2) according to a main lobe radius, $r$, which is about $\lambda / D$ radians (i.e., the first null position and about
4 dB beamwidth), where \( D \) is the array's side length

\[
(u, v) \in (u, v)_{S_{L, s}} \text{ if } (u - u_s)^2 + (v - v_s)^2 > r^2.
\]

Finally, a constraint on the minimal element separation, \( d_{\text{min}} \) is defined for every element pair \((\alpha, \beta)\) as shown in (3), which is an approximation to the standard Euclidian distance inequality [10]

\[
(\varepsilon_\alpha^{(i)} - \varepsilon_\beta^{(i)})^2 + (\delta_\alpha^{(i)} - \delta_\beta^{(i)})^2 \geq d_{\text{min}}^2.
\]

Overall, the compact optimization problem is formulated as

\[
\begin{align*}
\min_{\varepsilon^{(i)}, \delta^{(i)}} & \rho, \text{ s.t.} \\
& \{f_{\varepsilon^{(i)}, \delta^{(i)}}((u, v)_{S_{L, s}}) \leq \rho \text{ holds } \forall s \\
& \{\varepsilon^{(i)} \leq \mu, \delta^{(i)} \leq \mu \\
& \{\varepsilon^{(i)} \in \{1, \ldots, N\}, \alpha \neq \beta \}
\end{align*}
\]

where \( \varepsilon^{(i)} = \left[ \varepsilon_1^{(i)} \cdots \varepsilon_N^{(i)} \right] \) and \( \delta^{(i)} = \left[ \delta_1^{(i)} \cdots \delta_N^{(i)} \right] \). \( \rho \) denotes the maximal SLL, which is simultaneously minimized for all the scan angles specified at the algorithm input. \( \mu \) is the user-defined upper bound for the position shifts to validate the approximation in (1) and to achieve fast and stable convergence. Note that it is also possible to increase the layout modularity by approximating in (1) and to achieve fast and stable convergence. It is worth of note that the layout optimization strategy used in this article is based on minimizing the side lobes (thus, the interuser interference), while serving the intended user with a single-lobe beam toward the user position (in the case of a line-of-sight (LoS) communication), or toward the direction of the strongest multipath component of the user (in the case of a non-line-of-sight (NLoS) communication) [28], [29]. Such a strategy can be considered as the “traditional” approach, as the maximization of directivity and minimization of average SLL yields the optimal quality-of-service (QoS). However, it is useful to mention that recent works in [30] and [31] proposed the possibility to consider the QoS as a driving aspect in the array design process, which leads to a new “capacity-oriented” design methodology.

**B. Communication System Aspects**

This section considers the use-case scenario and user selection and beamforming strategies for the evaluation of the QoS performance and processing complexity of the proposed optimal array topologies.

We consider an isolated cell in a pure LoS environment in which a base station with \( N \)-antenna elements is serving \( K \) single, omnidirectional antenna users simultaneously in the same narrow frequency subband using space division multiple access (SDMA) [1]. The other subbands can potentially be occupied by \( K', K'' \), etc., users at the same time. Table II provides the nomenclature used in the system model [32].

Following the notation given in Table II, the precoded signal vector \( x \in \mathbb{C}^{N \times 1} \) is given by

\[
x = Wq
\]

where \( W \in \mathbb{C}^{N \times K} \) is the precoding matrix and \( q \in \mathbb{C}^{K \times 1} \) is the input signal vector.

Then, the received signal vector \( y \) is expressed as

\[
y = \sqrt{\rho} \cdot (Hx) + n
\]
where $H \in \mathbb{C}^{K \times N}$ is the channel matrix and $n \in \mathbb{C}^{K \times 1}$ is the noise vector.

The entries of the channel matrix $H$ are formulated as [33]

$$H_{k,n} = \beta_{k,n} G_n(\hat{r}_{kn}) e^{-j \frac{2\pi}{\lambda} |r_k - r_n|}$$

(7)

where $G_n(\hat{r}_{kn})$ is the far-field function of the $n$th base station antenna element in the direction $\hat{r}_{kn}$, from the $n$th element towards the $k$th user, $|r_k - r_n|$ is the distance between the $n$th element and the $k$th user. $\beta_{k,n}$ is the normalization constant. For simplicity, let us assume a common embedded element pattern, $G(\hat{r}_k) = G_n(\hat{r}_{kn})$, $\forall n \in \{1, \ldots, N\}$.

As a result, the downlink SINR for the $k$th user is given by

$$\text{SINR}_k = \frac{\rho_{k,k} |H_{k,k} W_{k,k}|^2}{\sum_{j \neq k} |\rho_{k,j} H_{k,j} W_{j,k}|^2 + 1}$$

(8)

where $\rho_{k,j}$ is calculated as

$$\rho_{k,j}(dB) = P_j(dBm) - 20 \log_{10}|f_0| - 20 \log_{10}\left[\frac{4\pi}{c}\right]$$

$$- 20 \log_{10}||r_k|| + G(\hat{r}_k)(dB) - N_{th}(dBm)$$

(9)

where $P_j$ is the average adaptive transmit power to the $j$th user with equalized signal-to-noise ratio (SNR), $c$ is the speed of light and $N_{th}$ is the thermal noise power.

For the precoding, we exploit the two commonly applied techniques: conjugate beamforming (CB) and zero forcing (ZF) [32]. The generalized (LoS/NLoS) precoding matrix $W$ for the two techniques is given by

$$W = \begin{cases} H^\dagger & \text{for CB} \\ (H H^\dagger)^{-1} & \text{for ZF} \end{cases}$$

(10)

where $^\dagger$ denotes the Hermitian transpose.

Later, in Section III-B, the statistical system QoS performance evaluation (in MATLAB) is given in terms of the cumulative distribution function (CDF) of SINR at the user ends, while the computational cost is given in terms of floating point operations per second (FLOPS). According to [34], the number of FLOPS in the case of CB ($\# F_{CB}$) and ZF ($\# F_{ZF}$) is given by

$$\# F_{CB} = K(14N - 2)$$

(11)

$$\# F_{ZF} = K(24(K-1)N^2 + 48(K-1)^2N + 54(K-1)^3 + 6N)$$

(12)

The simulation parameters used in the system studies are summarized in Table III.

### Table II: Nomenclature Used in the System Model [32]

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q \in \mathbb{C}^{K \times 1}$</td>
<td>Input signal vector at the base station ($</td>
</tr>
<tr>
<td>$W \in \mathbb{C}^{K \times N}$</td>
<td>Precoding matrix ($\sum_{n=1}^{N}</td>
</tr>
<tr>
<td>$x \in \mathbb{C}^{K \times 1}$</td>
<td>Precoded signal vector transmitted from the base station antenna</td>
</tr>
<tr>
<td>$n \in \mathbb{C}^{K \times 1}$</td>
<td>Vssel-variance Additive White Guassian Noise (AWGN)</td>
</tr>
<tr>
<td>$\rho \in \mathbb{C}^{K \times N}$</td>
<td>Vector proportional to the maximal SNRs at the users</td>
</tr>
<tr>
<td>$H \in \mathbb{C}^{K \times N}$</td>
<td>Channel matrix ($</td>
</tr>
<tr>
<td>$r \in \mathbb{C}^{K \times 1}$</td>
<td>Received signal vector at the users</td>
</tr>
<tr>
<td>$P \in \mathbb{C}^{K \times 1}$</td>
<td>Average adaptive transmit power allocated to the users</td>
</tr>
</tbody>
</table>

### Table III: Communication System Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center frequency (GHz)</td>
<td>28</td>
</tr>
<tr>
<td>Number of array elements at the base station</td>
<td>64, 256</td>
</tr>
<tr>
<td>Number of simultaneous co-frequency users</td>
<td>4, 8</td>
</tr>
<tr>
<td>Maximal communication range (m)</td>
<td>200</td>
</tr>
<tr>
<td>Minimum angular spacing between users (in uv-plane)</td>
<td>0.25, 0.13</td>
</tr>
<tr>
<td>Number of random user location realizations</td>
<td>10,000</td>
</tr>
</tbody>
</table>

The users’ locations are randomly selected from uniformly distributed points in the $uv$-plane (within the $\pm 60^\circ$ window), using the interference-aware (i.e., with well-separated user beams) scheduling algorithm proposed in [1]. For comparison, we use two different minimum angular separation conditions ($= 1/(\text{Array Length in } \lambda)$ units in the $uv$-plane) between the users, which are suitable for arrays larger in size than a $\lambda/2$-spaced 8-by-8 and a 16-by-16 reference antennas. Furthermore, we apply adaptive power transmission with equalized SNRs and for comparison, we consider two different maximal peruser SNR values (achieved only with a uniformly fed array with progressive phase shifts) that are in line with the currently proposed 5G link budgets in the literature [35, 36]. It is worthy of note that we assume the user-dependent path losses, impedance matching performance of the antennas, and scanning losses are taken into account in the transmission power control so that the maximal SNR of each user is kept fixed and the main focus of the study remains as the investigation of the antenna array topology impact on the interference.

### C. Thermal Aspects

The modeling approach and settings for the thermal simulations (performed in CST Studio Suite—MultiPhysics, CST MPS) are listed as follows.

1) **Simulation model**: Two-resistor compact thermal model [37]. The model for a single chip is as given in Fig. 1.

2) **Cooling strategy**: Passive-only cooling (natural convection and radiation) with a nonfinned flat plate.

3) **Design strategy**: A double-sided design (two substrates supporting patches and ICs on opposite sides, with a ground plane in between), one IC per element [14].

4) **Heat per element** is directly proportional (with a constant 1) to the RF power required for multiple users.

5) **Board properties**: Same material and size in all topologies for fair comparison. Two design concepts are used: (i) conventional antenna (i.e., with a thin ground plane), (ii) planar heatsink antenna (i.e., with a thick ground plane and extended board edge length) [38].

A list of thermal simulation parameters is given in Table IV.
TABLE IV
THERMAL MODEL PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat produced per element (W)</td>
<td>3 (for N = 64) / 0.125 (for N = 256)</td>
</tr>
<tr>
<td>Patch / IC board material</td>
<td>Rogers RT5880</td>
</tr>
<tr>
<td>Patch / IC board thickness (mm)</td>
<td>0.508</td>
</tr>
<tr>
<td>Ground plane thickness, t_g (mm)</td>
<td>0.03 (0.025 + 2 thick)</td>
</tr>
<tr>
<td>Board edge length, L_eq (λ)</td>
<td>12 (for t_p = 0.05 mm)</td>
</tr>
<tr>
<td>Chip dimensions (mm)</td>
<td>3 x 3 x 0.5</td>
</tr>
<tr>
<td>IC junction/trace resistance (W/K)</td>
<td>10</td>
</tr>
<tr>
<td>IC junction-to-board resistance (W/K)</td>
<td>15</td>
</tr>
<tr>
<td>Heat transfer coefficient at the air interfaces (W/m²K)</td>
<td>10</td>
</tr>
<tr>
<td>Surface emissivity</td>
<td>0.9</td>
</tr>
<tr>
<td>Ambient temperature (°C)</td>
<td>25</td>
</tr>
</tbody>
</table>

Fig. 2. Optimal aperiodic array layouts: (a) 64-element, fully aperiodic, \( d_{\text{min}} = 0.5 \lambda \), (b) 256-element, fully aperiodic, \( d_{\text{min}} = 0.5 \lambda \), (c) 256-element, quasi-modular, \( d_{\text{min}} = 0.5 \lambda \), and (d) 256-element, fully aperiodic, \( d_{\text{min}} = 1 \lambda \).

Table V
MAXIMAL IN-SECTOR SLLS (WITH RESPECT TO THE FIELD STRENGTH AT BROADSIDE) AND ARRAY DIRECTIVITIES FOR MULTIPLE STEERABLE BEAMS WITHIN THE SECTOR

<table>
<thead>
<tr>
<th>Array topology</th>
<th>Maximal SLL (dB)</th>
<th>Broadside beam directivity (dB)</th>
<th>Corner beam directivity (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64-element, periodic, 0.5λ-spaced</td>
<td>-12.8</td>
<td>24.6</td>
<td>20.4</td>
</tr>
<tr>
<td>64-element, fully aperiodic, ( d_{\text{min}} = 0.5 \lambda )</td>
<td>-25.2</td>
<td>24.4</td>
<td>20.1</td>
</tr>
<tr>
<td>256-element, periodic, 0.5λ-spaced</td>
<td>-33.3</td>
<td>29.1</td>
<td>25.7</td>
</tr>
<tr>
<td>256-element, fully aperiodic, ( d_{\text{min}} = 0.5 \lambda )</td>
<td>-33.3</td>
<td>29.1</td>
<td>25.7</td>
</tr>
<tr>
<td>256-element, quasi-modular, ( d_{\text{min}} = 0.5 \lambda )</td>
<td>-28.1</td>
<td>30.2</td>
<td>25.3</td>
</tr>
<tr>
<td>256-element, fully aperiodic, ( d_{\text{min}} = 1 \lambda )</td>
<td>-22.5</td>
<td>30.7</td>
<td>28.0</td>
</tr>
</tbody>
</table>

Fig. 3. Radiation pattern at \( f_0 \) (normalized w.r.t. broadside gain, in dB) of the 64-element, fully aperiodic array with \( d_{\text{min}} = 0.5 \lambda \): (a) broadside beam and (b) corner beam.

Fig. 4. Radiation pattern at \( f_0 \) (normalized w.r.t. broadside gain, in dB) of the 256-element, fully aperiodic array with \( d_{\text{min}} = 0.5 \lambda \): (a) broadside beam and (b) corner beam.

Fig. 5. Radiation pattern at \( f_0 \) (normalized w.r.t. broadside gain, in dB) of the 256-element, quasi-modular array with \( d_{\text{min}} = 0.5 \lambda \): (a) broadside beam and (b) corner beam.

Fig. 6. Radiation pattern at \( f_0 \) (normalized w.r.t. broadside gain, in dB) of the 256-element, fully aperiodic array with \( d_{\text{min}} = 1 \lambda \): (a) broadside beam and (b) corner beam.

III. SIMULATION RESULTS

A. Electromagnetic Aspects

Using the optimization routine and settings in Section II-A, the following four different array topologies have been synthesized:

i) 64-element, fully aperiodic, \( d_{\text{min}} = 0.5 \lambda \) (layout is provided in Fig. 2(a), radiation pattern is shown in Fig. 3);

ii) 256-element, fully aperiodic, \( d_{\text{min}} = 0.5 \lambda \) (layout is provided in Fig. 2(b), radiation pattern is shown in Fig. 4);

iii) 256-element, quasi-modular, \( d_{\text{min}} = 0.5 \lambda \) (layout is provided in Fig. 2(c), radiation pattern is shown in Fig. 5);

iv) 256-element, fully aperiodic, \( d_{\text{min}} = 1 \lambda \) (layout is provided in Fig. 2(d), radiation pattern is shown in Fig. 6).

The maximal SLL at \( f_0 \) (with respect to the array’s broadside field strength) for each topology is given in Table V, in which the broadside (and corner beam) directivity is the numerically computed directivity of the array [39] when the main beam is at \( u = v = 0 \) (and \( u = \sin 60^\circ, v = \sin 15^\circ \)). Fig. 7 provides the cost function (i.e., maximal in-sector SLL) evolution within the
iterative optimization routine for the two fully aperiodic arrays in Case (i) and Case (ii).

From the results, the following main observations have been made.

1) Aperiodic arrays provide much better maximal SLL suppression than the periodic counterparts (reduction from $-13.2$ to $-25.2$ dB for 64-elements).

2) As compared to the 64-element counterpart, the 256-element aperiodic array has much better SLL suppression capability (reduction from $-25.2$ to $-33.4$ dB).

3) Applying layout modularity (to have design and calibration simplification) causes an increase in the peak SLL (from $-33.4$ dB for no symmetry to $-28.1$ dB for fourth order rotational symmetry with 256 elements).

4) Increasing the minimum interelement distance (to have extra physical space for the ICs and feeding lines, to provide extra cooling as will be seen in Section III-C) has a significant impact on the maximal SLL (increase from $-33.4$ dB for $d_{\text{min}} = 0.5\lambda$, to $-22.3$ dB for $d_{\text{min}} = 1\lambda$ with 256 elements).

Note that the maximal SLL values given in Table V can only be maintained over a narrow bandwidth, since the topology optimization is performed at a single frequency. The effect of operation bandwidth on the irregular array pattern results is visualized in Fig. 8, for which the corner beam radiation pattern of the 256-element, fully aperiodic array with $d_{\text{min}} = 0.5\lambda$ at the design frequency $f_0$ is taken as the reference [see Fig. 4(b)]. It is seen that, due to the scaling of the array (in terms of $\lambda$):

i) decreasing the operating frequency increases the beamwidth. Therefore, it will be necessary to increase the minimum angular spacing between the simultaneous cofrequency users to maintain a high QoS.

ii) increasing the frequency leads to the appearance of high side lobes in the field-of-view, which will deteriorate the statistical QoS.

In mm-wave 5G applications, the relative bandwidth is narrow and the impact of the array scaling on the pattern is not so significant. For example, the $f_0 = 28$-GHz $n=257$ 5G NR frequency band extends from $26.5$ ($0.95 f_0$) to $29.5$ GHz ($1.05 f_0$). Similar figures are obtained in other 5G mm-wave bands (such as $n=258$, $n=260$, $n=261$) as well.

For broadband applications, on the other hand, the algorithm in [10] (which is what we used in this article) can be straightforwardly extended to a multifrequency multibeam peak SLL minimization tool, as done in [40]. Depending on the desired bandwidth, such an optimization would yield higher SLL than the ones reported in Table V. However, the achieved level would be preserved over a wider range of frequencies.

B. Communication System Aspects

This section relates the radiation pattern results of different array topologies and precoding strategies to the system’s QoS statistically. Using the settings in Section II-B, the communication system simulations have been performed.

Figs. 9 and 10 show the CDF of SINR for 4/8 simultaneous cofrequency users with 20/25 dB maximal SNR per user, when the minimum distance between the users in the $uv$-plane is equal to 0.28 and 0.13 units, respectively. For more insight, note that at the maximal communication range of 200 m, for users located at a similar height with the base station near its broadside, the $uv$-plane user separation of 0.28 and 0.13 units corresponds to approximately 56 and 26 m, respectively. The formulation of conversion between the Cartesian and $uv$-plane coordinates can be found in [1].

Corresponding to Figs. 9(c) and 10(c), Tables VI and VII exemplifies the minimal SINR attained in 95% of the total occurrences, with eight users and 20 dB maximal per-user SNR,
for the minimum interuser $uv$-plane distance of 0.28 and 0.13 units, respectively.

The performance of a 64-element (8-by-8) periodic (square-grid) array with $d_{\text{min}} = 0.5\lambda$ using ZF (i.e., ideally with no interbeam interference) has been taken as the benchmark here.

From the simulation results (with the statistical criterion of 95% [41]), the following main observations have been made.

1) As the exact information of the channel is practically not known and CB can be applied more reliably in most of the cases instead of ZF, fully aperiodic arrays provide significant SINR improvements as compared to their periodic counterparts. For example, Tables VI and VII show around 6 dB (for 64 elements) and 4 dB (for 256 elements) increase in the minimal SINR in the case of minimal angular spacing of 0.28 units and 5 and 7 dB for 64 and 256 elements correspondingly) in the case of minimal angular spacing of 0.13 units.

2) The 256-element periodic/aperiodic arrays with CB/ZF provides much better statistical QoS as compared to their 64-element counterparts, thanks to their higher beam resolution. In the periodic topology, for the minimal user spacing of 0.28 units, the far side lobes (which are much lower than the first side lobe) of the 256-element array become the major source of interference. In line with this reasoning, Fig. 9 shows that the 256-element periodic array can achieve even a slightly better statistical QoS performance than the 64-element fully irregular array. For the minimal user spacing of 0.13 units, the 64-element array cannot resolve two users with an angular separation less than 0.28 units, which causes a significant reduction in the QoS as compared to that of a 256-element array (see Fig. 10).

3) The 256-element fully aperiodic array with CB achieves a close statistical QoS to the one of the reference case (i.e., 64-element periodic array with ideal ZF). The minimal SINR is even higher (by 1.2 dB) for the irregular 256-element array with CB as compared to the reference in one study case given in Fig. 10(c) and Table VII. Since this performance is achieved with CB instead of ZF (thanks to the large-scale aperiodic layout), the QoS becomes more robust against channel impurities [42].

4) In addition to the previous point, the use of large-scale aperiodic arrays with CB can help decrease the computational burden of precoding significantly when compared to the reference array with 64-elements applying ZF. Table VIII provides a comparison of computational cost in precoding in terms of the number of elements at the base station array, $N$, number of simultaneous frequency users, $K$, precoding strategy, and Number of PLDPS.
total number of FLOPS given in (11) and (12). By taking the $N = 64$, $K = 4$ and 8, ZF cases as reference, it can be computed that the $N = 256$-element array under CB yields only 1.1% and 0.4% of the total number of FLOPS of the reference for 4 and 8 users, respectively.

5) Introducing layout modularity or increasing the sparsity in the 256-element arrays causes a decrease in the QoS with CB. The effect is relatively small when changing from the fully aperiodic to the quasimodular array with $d_{\text{min}} = 0.5\lambda$ (1.3 dB reduction is seen in Tables VI and VII). The impact on statistical SINR is more serious for the array with $d_{\text{min}} = 1\lambda$ (5.4 dB reduction is seen in Tables VI and VII), which shifts the SINR curve just behind/ahead of that of the 256-element periodic CB-precoded array with $d_{\text{min}} = 0.5\lambda$ in Fig 9/Fig. 10.

6) Since we assume that the maximal SNR per user is fixed, increasing the number of users results in increased power demand. Besides, the total interference level increases (with the QoS decreasing accordingly) with the number of users. The effect is more visible for the periodic arrays when compared to the aperiodic ones due to the relatively higher side lobes in the regular topologies. For example, by comparing Fig. 10(a) and (c), it is seen that the minimal SINR statistically achieved for more than 95% of total occurrences is 2.1 and 0.8 dB higher for 4 users as compared to the 8 user case in the case of using the 256-element, periodic, $0.5\lambda$-spaced array with CB and the 256-element, fully aperiodic, $d_{\text{min}} = 0.5\lambda$ array with CB, respectively.

Next, the impact of bandwidth on the statistical SINR results is studied. Fig. 11 shows the CDF of SINR curves (zoomed in to the region-of-interest) at different frequency subbands for the 256-element, fully aperiodic, $d_{\text{min}} = 0.5\lambda$ array under CB precoding in the case of interuser $uv$-plane separation of 0.13 units and maximal per-user SNR of 20 dB. In line with the results in Fig. 8, it is seen that the statistical SINR performance is very stable within the 5G NR band ($n257$ mm-wave band: 26.5–29.5 GHz is taken as an example). The statistical QoS degrades if the optimized array is used beyond that range. The SINR performance at the 31 GHz subband is shown on Fig. 8 as an example. As already mentioned in Section III-A, such broadband applications would require a multibeam array which is jointly optimized for multiple frequencies in a wide range [40].

C. Thermal Aspects

Last, thermal simulations have been performed for the following three selected topologies:

i) 64-element, fully aperiodic, $d_{\text{min}} = 0.5\lambda$ [see Fig. 2(a)];

ii) 256-element, fully aperiodic, $d_{\text{min}} = 0.5\lambda$ [see Fig. 2(b)];

iii) 256-element, fully aperiodic, $d_{\text{min}} = 1\lambda$ [see Fig. 2(c)].

For the two design approaches (namely the conventional antenna, with $t_{g} = 0.05$ mm and the heatsink antenna, with $t_{g} = 2$ mm, as described in Section II-C), using the settings as previously listed in Table IV. Note that the 25 °C ambient temperature setting is an optimistic assumption that will not apply to some countries in summertime. Therefore, if any, the relative difference in the ambient temperature should be added to the given simulation results for correct evaluation of the thermal performance under different environmental conditions.

The temperature distributions for the three cases are shown in Figs. 12–14, respectively. Note that the figures are zoomed-in to the array centers. Table IX summarizes the outcome. From the results, the following main conclusions have been drawn.

1) Due to the extremely large heat per element, the 64-element layout results in unacceptably high IC temperatures.
shows that using a single nonfinned flat plate is not sufficient for cooling of such arrays, and there must be a big finned heatsink behind the radiators for passive-only cooling [8], [14].

2) For the same EIRP requirement with the 64-element array, the 256-element topology (with \( d_{\text{min}} = 0.5\lambda \)) can bring the temperature down to the edge of the acceptable limit of 125 °C [43] with the conventional antenna, under the current settings. Using a heatsink antenna design can provide additional passive cooling, which yields a maximal IC temperature of 64 °C.

3) The sparse 256-element topology (with \( d_{\text{min}} = 1\lambda \)) can provide a safe temperature (77 °C), even with the conventional design (i.e., with a low equivalent thermal conductivity board). The temperature can be further decreased (up to 57 °C) by using a more complex heatsink antenna design employing a thick ground plane.

## IV. Conclusion

Novel large-scale (256-element) aperiodic multibeam arrays have been proposed to be used in the future 5G/6G base stations. Adding more elements into the design has allowed to achieve more gain and much lower side lobes; thus much less power and less heat generation per element with more surface for cooling. This brings the following key system advantages of the proposed arrays over the existing/discussed periodic/aperiodic 64-element antennas.

1) The electricity consumption is reduced remarkably.
2) A similar statistical QoS performance to the one of the ideal ZF is achieved by using CB precoding, which significantly decreases the computational complexity (to less than 1% of ZF) and increases the robustness against the operation bandwidth and the nonideal system conditions (such as channel impurities, quantization errors, estimation errors, etc.).
3) Fully passive cooling (via natural convection and thermal radiation) to a safe and reliable maximal IC temperature is achieved by using a single, nonfinned, flat antenna/IC board, with no additional finned heatsink behind the array.
4) The layout sparsity can be much increased (to provide more space for the electronics, or to enhance the passive cooling capacity), with only limited impact on the QoS statistically.

Apart from the apparent increase in the (RF) hardware (but without the massive thermal hardware with the fins of existing designs), the price to pay is the increased design/fabrication complexity (with irregular IC feeding and routing), and calibration requirements. This can be partially compensated by enforcing (quasi-) modularity in the synthesis procedure, which comes with some compromise against the SLL suppression capability.
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