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Abstract

This study determines the qualities of atmospheric wind field data in comparison with wind measurements at five locations 
along the Black Sea coast. For this purpose, four different wind fields were obtained from three different weather centers (NCEP, 
NASA, and ECMWF). Three of these are reanalyzed winds (Climate Forecast System Reanalysis CFSR, Modern-Era Retrospec-
tive-analysis for Research and Applications MERRA, ECMWF reanalyses ERA-Interim), and one is an operational dataset (EC-
MWF operational). Their performances were determined using the wind measurements from 2000 to 2014 at five coastal locations 
along the southern coastline of the Black Sea (Kumköy, Amasra, Sinop, Giresun, Hopa) and from 2006 to 2009 at the offshore 
location (Gloria) off the coast of Romania. The performances of these wind fields were determined based on statistical characteris-
tics (mean, standard deviation and variation coefficient, etc.), the statistical error analysis for all data and for different wind speed 
intervals, the wind roses and the probability distributions. Additionally, long-term variations of the yearly error values (SI and bias) 
of wind speeds from wind data sources during 2000 - 2014 were discussed. Finally, it was concluded that the CFSR wids give the 
best performance at most stations. The ECMWF datasets yield better results along the western side but the CFSR wind fields have 
shown better performances along the eastern side of the Black Sea coast and at the Gloria offshore location. 

Keywords: Wind speed; CFSR; MERRA; ERA-Interim; ECMWF Operational; Black sea.

Introduction

Weather forecast centers have developed various at-
mospheric flow prediction models that take several fac-
tors into account that affect these movements, which are 
experienced as wind. Each wind field is produced from 
a global model and the model results are disseminated 
with certain spatial and temporal resolutions. The wind 
fields covering the Black Sea are the subject of this study, 
as they are of interest for many engineering applications. 

The wind climate is one of the most important fac-
tors in regard to coastal and marine activities. It is ap-
plied to a wide range of fields, such as sea transportation, 
wind power generation, wind wave modeling, coastal 
area management and planning, etc. Since it is not pos-
sible to find sufficient wave measurements, especially in 
long-term wave analyses, surface waves are produced 
by numerical modeling using long-term wind fields. In 
wind and wave climate studies, the data recorded at wind 
measuring locations that are closest to the study areas are 
usually used. The accuracy or suitability of such data de-

pends on the type of measuring location, the distance to 
the study area and the temporal continuity of the data. 
Other important factors are the terrestrial properties im-
posed along the southern coasts of the Black Sea, where 
the wind measuring locations of the Turkish State Me-
teorological Service (TSMS) are located. It is known 
that there is an increasing orographic effect progression 
from the southwest toward the south-eastern part of the 
Black Sea. As in many ocean systems, the sea dynamics 
in the Black Sea are also influenced by the underwater 
topography. The water level gradients tend to be highest 
along regions with steep continental slopes. The western 
and north-western parts of the Black Sea are areas with 
low topographic gradients while the southern and eastern 
coasts are very steep (Stanev, 2005). 

Winds affected by the orographic effects due to the 
presence of landforms have very different behavior com-
pared to offshore winds. Considering the land topography 
of the area in which the wind is blowing, the presence of 
hills, valleys, cliffs, ridges and other height changes in 
the surface must be taken into account. 
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Coastal breezes are caused by the different heating 
and cooling patterns of the land and the sea. Since land 
heats up more rapidly than the sea during the day, the 
warm air onshore tends to rise, causing a drop in pres-
sure. This draws in cooler, denser air from over the sea, 
causing an onshore breeze. At night, the process reverses 
with the land cooling down more quickly, where the air 
above it sinks and moves toward the lower pressure areas 
over the sea, causing an offshore breeze (Ponce de León 
& Orfila, 2013; Strahler & Strahler, 1992). Another fea-
ture that affects the wind resource is the Earth’s surface. 
When the air moves against the land surface, its velocity 
is reduced due to friction with the ground. The magnitude 
of the frictional force is dependent on the characteristics 
of the particular surface in a location. These characteris-
tics are summarized by the term roughness length, which 
is the theoretical height above a surface at which the ef-
fect of friction reduces the wind to zero velocity. Areas 
with a larger surface roughness value will cause a greater 
reduction in the wind velocity, which will theoretically 
reach zero at a certain height from the ground. It nor-
mally depends on the roughness of the sea-states, and the 
magnitude of the significant wave height. Water typically 
has a lower characteristic surface roughness length than 
might be found onshore and is often given a constant val-
ue of 0.0002 m (Cradden et al., 2016). The influence of 
the transition from land to sea in terms of the thermal 
effects can have an impact on the wind conditions up to 
100 km from the coastline (Lange et al., 2004). For these 
reasons, data measurements on the land from the TSMS 
locations have to be converted to winds on the sea using 
empirical methods (Hsu, 1980; US Army, 2003, where 
a plot for the ratio of the wind speed over water to the 
wind speed over land as a function of the wind speed over 
land is given; Sifnioti et al. 2017). All these effects mean 
that the higher the network resolution of the measuring 
locations, the more accurate the results. Unfortunately, 
there is insufficient spatial coverage of the measurements 
in the study area. Due to these reasons, there is a need 
for wind data with high spatial, continuous and regular 
temporal resolution. 

There have been many studies on wind data source 
benchmarking worldwide (for example Caires et al., 
2004; Chelton & Freilich, 2005; Ardhuin et al., 2007; Li-
leo & Petrik, 2011; Jakobson et al., 2012; Wang & Zeng, 
2012; Jimenez et al., 2012; Carvalho et al., 2013; Alvarez 
et al., 2014; Stopa & Cheung, 2014; Onea et al., 2017; 
Onea & Rusu, 2018), but very few have been performed 
over the Black Sea (Arıkan, 1998; Onea & Rusu, 2014a; 
Onea & Rusu, 2014b; Van Vledder & Akpınar, 2015; 
Onea et al., 2016), and in particular almost no studies have 
been conducted on the southern coastline. Arıkan (1998) 
benchmarked two different wind data and wave hindcasts 
that were estimated using these winds. He compared the 
results of the T213 (ECMWF) model with measurements 
(storms) of monitoring locations in the Black Sea. For 
this comparison, he evaluated the dominant directions of 
the storms and the highest observed wind velocities. This 
evaluation was made based on a linear regression and 
correlation analyses. He also made another comparison 

between the hourly wind records of some locations along 
the Black Sea coast and the digitized wind speeds from 
synoptic maps. The ECMWF data versus measurements 
at coastal locations, indicating underestimations, pre-
sented error values (RMSE and bias) of approximately 
5 m/s. The low bias values resulted from the comparison 
between the synoptic data and the hourly measurements. 
The correlation value obtained here, however, did not 
exceed 0.3. A study by Onea & Rusu (2014b) examined 
the existing wind conditions in the Black Sea basin. They 
focused on the coastal environment of the south western 
Black Sea, where the analysis was conducted using 14-
year long offshore measurements and two wind sourc-
es (ECMWF and NCEP) between 1999 and 2012. The 
abovementioned analysis was also conducted using satel-
lite data. Based on these data sets, it was concluded that 
significant energetic wind conditions occurred mainly 
in the western part of the Black Sea. In general, a good 
agreement is observed between the measurements and the 
simulated data in terms of the complete spatial and sea-
sonal wind changes in the area of interest. Van Vledder & 
Akpinar (2015) investigated the impact of different wind 
fields (NCEP CFSR, NASA MERRA, JRA-25, ECMWF 
Operational, ECMWF ERA-40 and ECMWF ERA-Inter-
im), as well as the spatial and temporal resolution on the 
SWAN wave model for the Black Sea. The models’ abili-
ty to predict normal and extreme wave conditions during 
1996 was assessed. The assessment of the wind fields’ 
quality was performed by comparing it with satellite data 
for only a one-year period. The wave data modeled using 
these wind fields were also compared with the measure-
ments taken within the scope of the NATO TU-WAVES 
project and with satellite data. In these two studies, the 
performance of the wind fields was not directly compared 
against in situ wind measurements. 

Ardhuin & Roland (2013) indicated that the prima-
ry input that affects the model’s accuracy in wind-wave 
modeling is wind forcing, and the secondary factor is pa-
rameterization of the physical processes, i.e., the source 
terms. Therefore, this study aims to examine the perfor-
mances of available wind fields against the measurements 
at coastal locations (Kumköy, Amasra, Sinop, Giresun, 
and Hopa) of TSMS located along the southern coastline 
of the Black Sea, as well as at one offshore location (Glo-
ria) over the Black Sea (Fig 1). Unlike in previous works, 
the present study determines the accuracy of the new 
generation wind reanalysis data sets against wind mea-
surements, focusing on the southern coast of the Black 
Sea. This significantly helps in making up for the short-
comings sighted in previous studies. The relationship be-
tween the measurements and hindcast data sets was first 
evaluated by using some statistical parameters, such as 
the minimum, mean, maximum, standard deviation, etc. 
By performing a simultaneous data analysis using tem-
porally overlapping measurements and hindcast data, the 
statistical error indicators (mean absolute error MAE, 
root-mean-square error RMSE,   scattering index SI, etc.), 
Pearson correlation and Willmott skill score were subse-
quently determined. The error analyses performed for all 
data were also done for the data at different speed ranges. 
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Then, in order to make a directional assessment, the wind 
roses of the data sources was third, compared with those 
of the measurements. The probability distribution graphs 
were fourth, plotted to show the distribution of the wind 
speeds. These assessments were made by using the over-
lapping four-year data between 2004-2007 for the coastal 
locations and 2006-2009 for the Gloria offshore location.  
Finally, the yearly variations of the error values for the 
wind data sources against the measurements with respect 
to years were examined at each location. 

Materials and Methods

Wind Fields

Over the last few years, productions of new genera-
tion reanalysis data sets, such as ERA-Interim from the 
ECMWF, the CFSR from the NCEP, and the MERRA 
from NASA, were launched. These new reanalysis data 
sets contributed to significant improvements in opera-
tional weather forecasting techniques (Carvalho et al., 
2014). ERA-Interim (Simmons et al., 2007), equipped 
with data from later years from the ECMWF operational 
records, mostly makes use of observation sets obtained 
for ERA-40. The use of the four-dimensional data assim-
ilation method for atmospheric analysis where the obser-
vations are sparse made the ERA-Interim project surpass 
the ERA-40 data (Dee et al., 2011). Detailed informa-
tion about the ERA-Interim reanalysis data sets can be 
found in Simmons et al. (2007). MERRA (Rienecker et 
al., 2011) is a NASA reanalysis of the satellite ERA data. 
It was developed using the latest version of the Goddard 

Earth Observing System Data Assimilation System Ver-
sion 5. Rienecker et al. (2011) mention that in MERRA 
the 3D-Var data assimilation algorithm is used based on 
the Statistical Interpolation (GSI) method and stated that 
the GSI method provided improvements relative to previ-
ous 3D-Var algorithms. The CFSR reanalysis built by the 
US NOAA NCEP has provided considerable improve-
ments with an increase in the spatial resolution, in the 
use of satellite observations process, and in the use of sea 
temperature and salinity measurements for the NCEP-R2 
reanalysis. It also had another significant improvement, 
which is being a single data set that is able to use atmo-
sphere-ocean and ice-land binary models (Carvalho et al., 
2012). More detailed information about the NCEP-CFSR 
reanalysis data set can be found in Saha et al. (2010).

In this study, surface wind fields (i.e., 10 m height) 
from three reanalyses, referred to as CFSR, MERRA, and 
ERA-Interim and an operational database referred to as 
ECMWF Operational, were obtained. The CFSR dataset 
covers the years 1979-2009 and has a temporal resolu-
tion of 1 hour and a spatial resolution of 0.312° x 0.312°. 
The MERRA dataset provides up-to-date data from the 
year 1979, with 1 hour of temporal and 1/2° x 2/3° spatial 
resolution. Both ECMWF data sets are available for the 
period between 1979 – present, and provide data with a 
temporal resolution of 6 hours and a spatial resolution 
of 0.250° x 0.250° (Table 1). These datasets do not have 
data at the measurement locations because they contain 
information at discrete grid points. Therefore, the clos-
est four grid points of each data source (CFSR, MERRA, 
ERA-Interim, and ECMWF) to each measurement loca-
tion were determined and the hindcast data at these grid 
points were extracted for the period of 2000 - 2014 for 

Fig. 1: The general view of the study area and the locations of the measurements.

Table 1. The specific features of every wind field dataset.

Data source Institute Temporal coverage Temporal resolution Spatial resolution
ERA-I ECMWF 1979 - present 6-hourly 0.25o x 0.25o

OPER ECMWF 1982 - present 6-hourly 0.25o x 0.25o

CFSR NCEP 1979 - 2009 1-hourly 0.312o x 0.312o

MERRA NASA 1979 - present 1-hourly 1/2o x 2/3o
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the wind data sources. The coordinate information about 
the measuring locations and the grid points of each data 
source are given in Table 2. These points are shown in 
Figure 1 for all locations. The points marked as ECMWF 
in Fig. 1 represent the grid points of the ERA-Interim and 
ECMWF Operational data sources. These data sources 
have been abbreviated as ERA-I and OPER for ERA-In-
terim and ECMWF Operational, respectively, in the sec-
tion presenting the analysis results.

Wind measurements

The measurements for the same period as the hindcast 
datasets were obtained from the TSMS for the five coastal 
locations along the southern Black Sea coast. These mea-
surements are provided in universal time (UTC), with the 
hourly wind speed and direction at a reference height of 
10 meters. The directions are adjusted in 12 sectors of 30° 
each, where North is centered at 0°. The requested data 
from the TSMS could not be completely obtained for all 
locations. The data collected from Gloria was measured 
at a height of 36 meters above the sea level at an interval 
of 6 hours and converted to the reference height of 10 m 
to enable a comparison with other data, as explained in 
the following Section 2.3.

Data collection and preparation

It is well known that large differences exist between 
wind measurements made onshore and those made off-
shore due to differences in surface roughness. Correc-
tions, therefore, should be made to inland location data 
before they are applied to offshore regions. To facilitate 
such a correction, the power law wind distribution in the 
atmospheric planetary boundary layer (see, e.g., Daven-
port, 1965) is proposed. The power law has two signifi-
cant characteristics that make it very useful for work in-
volving the entire lower atmospheric boundary layer H; 
the law is a good average representation of the velocity 
profile over the entire atmospheric planetary boundary 
layer, and integral relationships based on this easily inte-
grated law are close to being correct (see, e.g., Blackadar, 
1960; Plate, 1971) (Hsu, 1980).

In an attempt to compare the performances of the 
wind fields, the measurement data at the coastal locations 
were converted to measurements on the sea. For the same 
reason, since the hindcast data were given at 10 m above 
sea level, all measurement data have also been brought to 
the same reference level. The wind measurements along 
the southern coast of the Black Sea are taken at coastal 
locations on land, so wind speed values at a 10 m height 
need to be converted into sea values by the following for-
mula given by Hsu (1980):
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where  zref and Vref  are respectively the height at which 
the measurements were recorded and the recorded wind 
speed values. The log-law assumes neutral atmospheric 
stability conditions under which the ground surface is 
neither heated nor cooled compared with the air tem-
perature. The surface roughness length (z0) is affected 
from the characteristics (such as the water surface; com-
pletely open terrain with a smooth surface, e.g., concrete 
runways in airports, mowed grass; larger cities with tall 
buildings; agricultural land with some houses and shel-
tering hedgerows 8 meters tall within a distance of ap-
proximately 500 meters, etc.) of the landscape. Different 
values for the surface roughness length are suggested for 
different landscape surfaces (Ragheb, 2017). The value 
of the calm sea surface roughness length (z0) was taken as 
0.2 mm based on Barthelmie et al. (1996) and Manwell et 
al. (2002), where the neutral stability of the atmosphere 
and a surface roughness were recommended as average 
values for calm and open seas, respectively (Pimenta et 
al., 2008).     

The data from the four nearest grid points were inter-
polated to each measurement location by applying two 
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different methods. One of them is the inverse squared 
distance weighting interpolation function based on the 
values of the four nearest neighboring points. Denoting 
the wind speeds at the four grid points surrounding the 
buoy location as u1, u2, u3 and u4 and the corresponding 
distances from that location as r1, r2, r3 and r4, then the 
sought-for (model) wind speed, say U, is estimated by 
the expression:

11 
 

meters tall within a distance of approximately 500 meters, etc.) of the landscape. Different values 

for the surface roughness length are suggested for different landscape surfaces (Ragheb, 2017). 

The value of the calm sea surface roughness length (z0) was taken as 0.2 mm based on Barthelmie 

et al. (1996) and Manwell et al. (2002), where the neutral stability of the atmosphere and a 

surface roughness were recommended as average values for calm and open seas, respectively 

(Pimenta et al., 2008).      

The data from the four nearest grid points were interpolated to each measurement location by 

applying two different methods. One of them is the inverse squared distance weighting 

interpolation function based on the values of the four nearest neighboring points. Denoting the 

wind speeds at the four grid points surrounding the buoy location as u1, u2, u3 and u4 and the 

corresponding distances from that location as r1, r2, r3 and r4, then the sought-for (model) wind 

speed, say U, is estimated by the expression: 

 

4
2

1
4

2

1

( / )

(1/ )

i i
i

i
i

u r
U

r

=

=

=
∑

∑
                                                                                            (4) 
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In this equation, U represents the average wind speed, iu is the resultant wind speed computed 

from the wind speed components in the nearest grid points, and iw  shows the areal weights, which 
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In this equation, v is the wind speed, k is the dimen-
sionless shape parameter and c is the scale parameter.

The recommended method to use is the maximum 
likelihood method when determining these parameters 
for data sets in the form of a time series (Seguro and 
Lambert, 2000).

13 
 

 

In this equation, v is the wind speed, k is the dimensionless shape parameter and c is the scale 

parameter. 

The recommended method to use is the maximum likelihood method when determining these 

parameters for data sets in the form of a time series (Seguro and Lambert, 2000). 

 

1

1 1

1

ln( ) ln( )
n n

k
i i i

i i
n

k
i

i

v v v
k

nv

−

= =

=

 
 
 = −
 
 
 

∑ ∑

∑
                                                               (8) 

 

1

1

1 n k
k

i
i

c v
n =

 =  
 
∑                              (9) 

 

In these equations, v is the wind speed, i is the time step, and n is the number of data points. 
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In these equations, v is the wind speed, i is the time 
step, and n is the number of data points.

Results and Discussion

Statistical characteristics

The statistical parameters of the hindcasted and mea-
sured wind speeds were calculated and examined during 
2004-2007 for each of the five coastal locations. Addi-
tionally, at the offshore buoy location (Gloria), the statis-
tical parameters were also calculated using all available 
data in the years 2006-2009. They are presented in Table 
3 for the coastal locations and Table 4 for the Gloria off-
shore location. The statistical parameters of the uncor-
rected and corrected measurements for the coastal loca-
tions are also presented. For the Gloria offshore location, 
in Table 4 the statistical characteristics are presented as 
converted to the measurements at 36 m and at 10 m based 
on the two approaches. Measurement 1 represents the 
obtained wind data based on Eq. 2 and Measurement 2 
represents the obtained wind data based on Eq. 3.

The first noticeable thing in Table 3 is that the aver-
ages of the data obtained from the coastal measuring lo-
cations, which are not converted into winds over the sea, 
are significantly lower compared to all average values of 
the hindcast data sources. However, at the Gloria location 
the average of the measurements at 36 m is higher than 
that of the converted measurements to 10 m using both 
methods. The measurements converted into winds over 
the sea for the coastal locations and at a height of 10 m 
for the offshore location appear to have averages closer 
to the averages of the hindcast data sources than those 
of the uncorrected or unconverted measurements. Based 
on the corrected measurements at Kumköy in Table 3, it 
can be concluded that the average of the measurements 
appears to be generally very close to the averages of both 
ECMWF wind data sources, while the CFSR and MER-
RA winds have lower averages. The CFSR winds yielded 
rather close averages to that of the corrected measure-
ments at Hopa, where the averages of the other winds 
were quite low. From Table 4 it can also be seen that 
the average value of the data denoted as Measurement 
1 shows close results to that of the hindcast data sources 
and is nearest to that of the CFSR winds. 
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Regarding the maximum values, all the hindcast data 
sources have lower maximum values compared to those of 
the converted measurements at all measurement locations 
except for Sinop and Gloria, where the CFSR winds have 
maximum values higher than those of the measurements. 
At Amasra, Giresun, and Hopa, the maximum values of 
the wind speeds from the hindcast data sets are rather low 
in comparison with the measurements, while the CFSR 
winds are closer to those of the corrected measurements. 
At all coastal locations, the coefficient of variation, skew-
ness, and kurtosis show that a decrease in the value oc-
curred after converting the measurements to winds over 
the sea while there is no variation at the Gloria location 
for those of the converted measurements. The MERRA 
winds have closer coefficients of variation (COV) to that 
of the corrected measurements. At all measurement lo-
cations except Hopa, the COVs of the hindcast data sets 
are higher than those of the corrected or converted mea-
surements. According to the skewness coefficient, all of 
the corrected measurements and hindcast data sets are 
right-skewed at all of the measurement locations. It ap-
pears that the CFSR winds have skewness values closer 
to those of the corrected measurements at Kumköy and 
Sinop, while at Hopa the skewness coefficients of the 
corrected measurements and the OPER winds are clos-
er and the ERA-I dataset has a same value at Amasra. 
For the kurtosis coefficient, the last statistical parameter, 
kurtosis coefficients that are closer to the corrected mea-
surements are observed in the OPER winds for Amasra 
and Hopa, the CFSR winds for Kumköy and Sinop, and 
the ERA-I winds for Gloria. Finally, it can be concluded 
that different wind data sources at different locations, and 
for different statistical indicators, have closer statistical 
values to those of the measurements.   

Quality of the wind fields

This section describes the effect of applying different 
types of interpolation methods and assesses the effect of 
choosing land/sea effects on winds. The aim of this was 
to see the performance in the nearest grid point to the 
measurement location due to the proximity of the loca-

tions to the coast. The error statistics based on the data 
obtained using an area-weighted interpolation method 
at the measurement locations are given in Table 5. The 
error statistics based on the data from distance-weight-
ed interpolation and each of the nearest four grid points 
surrounding the measurement locations for the wind data 
sources are also computed, but their results are not given 
here to save space. We see that some of the grid points 
considered in the interpolation may be far from the sea 
on the land side. In this case, due to the orographic ef-
fect, the poor performance in such a grid point will de-
grade the quality of the interpolated wind characteristic. 
Additionally, the results of the error statistics determined 
using both interpolation methods were very close to one 
another. Therefore, here we only present the results for 
the area-weighted interpolation method.

As for the error results (Table 5), it is seen that the EC-
MWF data sources show better performances in the ma-
jority of error parameters at Kumköy. The CFSR winds 
seem to have higher errors and lower correlations with a 
bias of 1.17 m/s, an HH index (Appendix B.6) of 0.44, and 
a correlation coefficient of approximately 0.58, followed 
the OPER winds with approximately 1.02 m/s, 0.40, and 
0.65, respectively. At this location, the OPER winds have 
the best performance in terms of all error parameters. The 
error statistics based on four-year data at Amasra show 
much higher errors in terms of the bias, RMSE and MAE 
for all data sources (minimum bias = 2.52 m/s and a min-
imum RMSE = 3.88 m/s). The ERA-I winds have lower 
errors in terms of all error indicators compared to that of 
the CFSR and OPER winds. An HH value of 0.58 is ob-
tained in the case of the ERA-I winds, followed by 0.62 
for the OPER winds and 0.67 for the CFSR winds. At this 
location, the correlation coefficients are between 0.55 
and 0.62. At Sinop, the OPER winds present the best per-
formance, followed by the ERA-I, CFSR, and MERRA 
winds, respectively. The scatter indices vary from 46% 
and 51%, while the NMB (Appendix B.4) is between 9% 
and 33%. It is observed from the error analysis at Giresun 
that the CFSR winds have the best performance with a 
0.54 m/s bias and an HH index, a 12% NMB, a 1.54 m/s 
MAE, and a 0.52 index of agreement (d). The second best 
performance is exhibited by the ERA-I winds, followed 

Table 4. The statistical parameters of the wind speeds for the Gloria location over the period of 2006-2009. The highlighted shows 
the nearest values to the corrected measurements. Measurement 1 represents the obtained wind data based on Eq. 2 and Measure-
ment 2 represents the obtained wind data based on Eq. 3. N refers to the number of data points.

Data Source N Mean 
(m/s)

Median 
(m/s)

Max. 
(m/s)

Variance 
(m/s)

Standard de-
viation (m/s)

Coefficient 
of varia-

tion

Coefficient 
of skew-

ness
Kurtosis

Measurement 1 5585 6.18 6.02 21.84 7.36 2.71 0.44 0.53 0.10

Measurement 2 5585 6.83 6.66 24.16 9.00 3.00 0.44 0.53 0.10

CFSR 35064 6.07 5.75 25.25 8.73 2.96 0.49 0.60 0.23

MERRA 35064 5.40 5.13 18.82 6.44 2.54 0.47 0.51 0.01

ERA-I 5844 5.50 5.21 18.83 7.18 2.68 0.49 0.55 0.08

OPER 5844 5.62 5.27 20.52 7.43 2.73 0.49 0.60 0.16
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by the OPER winds with a poor performance with a scat-
ter index of approximately 71% and a 62% NMB. At this 
location, the correlation coefficients between the hindcast 
and observation datasets are rather low. Our analysis is 
based on data from a few measurement locations, where-
as the assimilation of the ERA data includes many mea-
surement locations. It is therefore not that surprising that 
the assimilation process does not produce a good fit at all 
locations. The error statistics of the wind speeds at Hopa 
location are similar to the results at Giresun. It is under-
stood that the CFSR winds with high spatial and temporal 
resolution show high performance in regions (south east-
ern part of the Black Sea) where the nearshore topograph-
ic structure is very variable. It should also be noted that 
the performances for wave hindcasts in the Hopa location 
in Van Vledder and Akpınar (2015) are better than the 
performances of the winds in the present study. The time 
series of the significant wave heights hindcasted from the 
default-setting SWAN model forcing with the reanalysis 
datasets used in the present study are very consistent with 
those of the measurements (please see Van Vledder and 
Akpınar, 2015 for additional information). However, we 
found in the present study that the wind measurements 
are rather low, especially in comparison with the wind 
speeds of the MERRA, ERA-I, and OPER at Hopa lo-
cation. Cavaleri & Sclavo (2006) mentioned, especially 

for the generation of ECMWF datasets for coastal areas, 
that the model winds might not be reliable due to the im-
portant influence of orography that is not properly rep-
resented in the meteorological model because of its lim-
ited resolution (80 km for T255 of ERA-I). Staffell and 
Pfenninger (2016) also emphasized the spatial coarseness 
of the reanalyses relative to the microscale models for 
the low performances of the reanalyses. They stated that 
it is not possible to accurately represent the underlying 
atmospheric processes that generate wind speeds when 
the atmosphere is discretized into 50 × 50 km cells. Addi-
tionally, Azorin-Molina et al. (2018) mentioned that there 
may be a bias error for the wind measurements. There-
fore, further research is required to develop methods to 
remove biases due to instrumental artifacts in observed 
wind speed series, such as improved calibration methods.

Table 5 also shows the statistical error analysis at the 
Gloria offshore drilling platform for the period of 2006 
- 2009. The wind speeds converted according to Eq. (2) 
were used as observation data here. At this location the 
MERRA winds have the worst performance, probably 
due to its low spatial resolution. The lowest errors re-
garding the bias and NMB are observed as -0.11 m/s and 
2% for the CFSR winds, respectively, but the best perfor-
mances in terms of the RMSE (1.75 m/s), SI (28%), and 
correlation coefficient (0.81) are the OPER and ERA-I 

Table 5. The statistical error values of the calculated wind speeds with area-weighted interpolation method from the data of the 
four nearest grid points to the measurement locations for the period of 2004-2007 at five coastal locations and the period of 2006-
2009 at the Gloria offshore location.

Location Data Source N bias
(m/s) NMB

RMSE
HH

MAE
d SI R

(m/s) (m/s)
CFSR 31131 1.17 -0.21 2.30 0.44 1.86 0.71 0.41 0.58

Kumköy MERRA 31131 1.02 -0.18 2.13 0.40 1.68 0.73 0.38 0.61
ERA-I 5368 0.00 0.00 2.20 0.37 1.74 0.78 0.39 0.65
OPER 5368 -0.01 0.00 2.12 0.36 1.68 0.79 0.38 0.66
CFSR 28560 3.15 -0.41 4.23 0.67 3.48 0.61 0.55 0.62

Amasra ERA-I 4680 2.52 -0.33 3.88 0.58 3.18 0.65 0.51 0.58
OPER 4680 2.67 -0.35 4.09 0.62 3.38 0.64 0.54 0.55
CFSR 29994 1.40 -0.24 2.75 0.51 2.21 0.70 0.47 0.56

Sinop MERRA 29994 1.91 -0.33 2.96 0.59 2.36 0.62 0.51 0.54
ERA-I 5273 1.12 -0.19 2.72 0.49 2.15 0.69 0.47 0.52
OPER 5273 0.50 -0.09 2.66 0.45 2.08 0.73 0.46 0.54
CFSR 9515 0.54 -0.12 2.26 0.54 1.54 0.52 0.52 0.28

Giresun ERA-I 2892 1.42 -0.32 2.20 0.58 1.79 0.51 0.49 0.33
OPER 2892 2.77 -0.62 3.18 1.11 2.86 0.41 0.71 0.32
CFSR 13578 0.67 -0.15 2.76 0.63 2.02 0.58 0.61 0.35

Hopa ERA-I 4450 2.20 -0.48 3.17 0.91 2.34 0.49 0.69 0.44
OPER 4450 2.69 -0.59 3.54 1.13 2.77 0.48 0.77 0.42
CFSR 5585 -0.11 0.02 1.84 0.27 1.39 0.89 0.30 0.79

MERRA 5585 0.74 -0.12 1.91 0.31 1.46 0.86 0.31 0.77
Gloria ERA-I 5585 0.64 -0.10 1.75 0.28 1.34 0.89 0.28 0.81

OPER 5585 0.52 -0.08 1.75 0.27 1.30 0.89 0.28 0.81
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winds at the Gloria location. It can be seen that at this off-
shore location values of correlation (approximately 0.8) 
are relatively high.

Based on all the above results, it can be concluded 
that the hindcast datasets against the measurements over 
the sea give lower error values compared to those against 
the measurements at the coastal locations due to various 
land-sea effects. There are essentially three characteris-
tics (surface roughness, surface thermal and/or moisture 
properties, and surface elevation) of the terrain, whose 
spatial variation can cause variations in the near-surface 
wind field (see Hsu (1980); Taylor and Lee (1984) for 
more information). When examining the power law, it 
can be seen that the vertical variation of the wind along 
the profile is less affected over the low roughness surface 
than over the rough surface (see Hsu 1980). Therefore, 
the reanalysis wind fields are probably less affected over 
the sea and their performances are better at offshore areas 
than those at nearshore or coastal areas. The correlations 

between the hindcast data sets and the measurements at 
Hopa and Giresun are less than 50% and between 50% 
and 65% at the other coastal locations. The coefficients of 
the correlation were also higher (approximately 80%) at 
the Gloria offshore location in comparison with the coast-
al locations. This is an indication of the strong relation-
ship between the measured and hindcasted wind speeds 
over open water, where wind fields are less influenced 
from high surface roughness variations on the land. This 
case shows that all wind fields can be used reliably at 
open sea areas in wave modeling but they may not be re-
liable at the coastal areas. Therefore, the high resolution 
regional wind hindcasts that are capable of solving the 
land-sea interaction for the coastal regions can be benefi-
cial for accurate wave hindcasts.

Scatter diagrams of the hindcast data sets obtained 
using the area-weighted interpolation method against the 
measured wind speeds are given in Figures 2a and 2b for 
all measurement locations in order to give a clear illus-

Fig. 2a: The scatter diagrams between the measurements and four different wind speeds calculated with the area weighted inter-
polation method from the four nearest grid points to the measurement locations for the data between 2006 and 2009 at the Gloria 
(upper panel), for the data between 2004 and 2007 at Kumköy (middle panel) and Amasra (bottom panel) locations. N refers the 
number of data points and  
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Fig. 2a: The scatter diagrams between the measurements and four different wind speeds calculated with the area weighted 
interpolation method from the four nearest grid points to the measurement locations for the data between 2006 and 2009 at the Gloria 
(upper panel), for the data between 2004 and 2007 at Kumköy (middle panel) and Amasra (bottom panel) locations. N refers the 
number of data points and 2( ) ( )i i ic Y x X X=∑ ∑  
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tration of the hindcast data sets’ performances. The color 
scheme represents the log10 of the number of entries in 
a square box of 0.8 m/s, which is normalized with the 
log10 of the maximum number of entries in a box. In this 
way, the clustering of the data points is highlighted. Each 
figure contains 2 lines. The red line represents the model 
y=cx and the line of perfect agreement is the dashed line. 
The number of samples N, correlation coefficients, and 
the names of the winds are shown in the title. These fig-
ures show that the trend line of the CFSR winds overlaps 
with that of the measurements, although the trend lines 
of all the datasets are close to the 45 degree line, show-
ing the almost perfect relationship at the Gloria location. 
Furthermore, it is observed that the hindcast data sets are 
more coherent with the measurements at Gloria in com-
parison with the coastal locations. 

In addition to the bulk data error analysis, the analysis 
of the extremes is of utmost importance. For this purpose, 
here the annual and seasonal maximum values   of both 

measurements and each wind data source, as well as the 
95th and 99th percentile wind speeds are determined and 
compared. The results for the period of 2004-2007 at the 
coastal locations and 2006-2009 at Gloria are presented 
in Tables 6 and 7. While the CFSR winds give closer re-
sults to the corrected wind speeds in terms of 95th and 
99th percentile wind speeds at Kumköy, the different 
wind data sources at different years show results closer 
to the corrected measurements for annual extremes. At 
other coastal locations, except Hopa where the CFSR 
winds perform well, almost all of measured extremes are 
estimated low by the wind fields. At Gloria, the wind ex-
tremes from Measurement_2 are represented rather well 
by the CFSR winds. The statistics of the extremes in Ta-
ble 6 also shows that higher-speed winds are often seen 
along the southwestern coast of the Black Sea in compar-
ison with the ones in the east. 

In addition to the comparison of the statistics of annu-
al and seasonal extremes, we also focused on peak events 

Fig. 2b: The scatter diagrams between the measurements and four different wind speeds calculated with the area weight-
ed interpolation method from the four nearest grid points to the measurement locations for the data between 2004 and 2007 
at Sinop (upper panel), Giresun (middle panel) and Hopa (bottom panel) locations. N refers the number of data points and 
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(upper panel), Giresun (middle panel) and Hopa (bottom panel) locations. N refers the number of data points and 
2( ) ( )i i ic Y x X X=∑ ∑  
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based on an analysis of the observed wind speed peaks 
and associated hindcasted peaks. For the peak selection, 
a threshold level was defined at the 90% quantile of all 
wind speeds as observed at each location. Next, the high-
est peaks in each time interval in which the observed wind 
speed exceeds this threshold were taken. For the statisti-
cal analysis, the selected observed peaks were colocated 
with the nearest highest peak within a time interval of 48 
h on each side to allow for some phase shift in reaching 
the peak levels. The results of this statistical analysis are 
shown in Fig. 3. The threshold levels for each location 
are given in the figure title. The results indicate that the 
ECMWF winds at Kumköy and Amasra and CFSR winds 
at Hopa and Gloria perform better than the others. For all 
wind fields the wind speed peaks are significantly under-
estimated at all the coastal locations, but at Gloria they 
perform well. These results are consistent with our pre-
vious findings.

Wind roses

In this section, the compatibility of the measurement 
data and the wind fields has been analyzed in terms of the 
wind directions and speed distributions. Wind roses for 
all locations were created using four-year data for each 
location. The directions are separated in 12 sectors of 30° 
each, where north is centered at 0°. The wind roses of 
the measurements and hindcast data of the grid points are 
presented in Figs. 4a-4c. The wind speeds for Number 
3 are those for the Kumköy location, Number 4 for all 
winds at Hopa, Number 1 for the ECMWF winds and 
Number 2 for the CFSR and MERRA winds at Gloria. 
In terms of wind frequency, the dominant winds appear 
to blow from the east at Kumköy, as shown in Figure 
4a. Storms, however, seem to originate from the North-
ern and Southern directions. A 12.5-degree deviation is 
witnessed in the estimation of northeastern winds, while 
southeastern winds are not captured in the wind roses of 
the wind fields. Strong winds from the northern direction 
are captured in the wind roses representing hindcasts. 
However, this fails to capture storms originating from the 

southern direction. At this location, all wind fields present 
a similar directional distribution to one another, showing 
a strong channeled flow where dominant directions are 
observed as north-easterly. The spatial distributions of all 
wind fields around this location are plotted in Figure 5a 
for November 28, 2007, 12:00 pm to see whether oro-
graphic effects are a channeled or tunneling flow on the 
wind fields. This figure shows that wind field products 
are not affected as directionally around this location. The 
wind speeds decrease on land in comparison with the sea 
but their directions are not affected by this case, although 
there is an average land height of approximately 100 m. It 
can finally be concluded that missing orographic effects 
around the Kumköy location affect the accuracy of the 
wind fields.

Wind roses of the measurements at Amasra (not 
shown here) show that the directions of the prevailing 
and secondary winds are south-southeast (SSE) and east-
northeast (ENE), while most storms observed blow main-
ly from four direction sectors west (W), SSE, ENE, and 
northeast (NE). It is interesting that the secondary direc-
tion at the measurements is observed as the prevailing di-
rection at all hindcast winds. At Sinop (not shown here), 
the prevailing winds blow from the northwest (NW) and 
both dominant and secondary directions are estimated 
with 12.5 degrees of deviation at all hindcast winds. The 
wind roses of the measurements at Giresun (not shown 
here) and Hopa (Fig. 4b) have no similarities to the wind 
roses for the hindcast data sources. The directional dis-
tributions of the CFSR and OPER winds are very similar 
at both these locations. At the Gloria location, the wind 
roses of all hindcast data sets show a similar behavior to 
those of the measurements (Fig. 4c). Figs. 5b and 5c show 
spatial distributions of the wind fields for November 28, 
2007 12:00 pm around Hopa and Gloria. The mountains 
in the eastern Black Sea region (and around Hopa) rise 
rapidly from the coast and are parallel to the shore. They 
reach a height of 3500 m after approximately 35-40 km 
from the sea. Consequently, it is expected that they will 
affect the winds fields, as seen in Figure 5b. This fig-
ure shows that, at Hopa, all wind fields are affected from 
the orographic effects in terms of both directionally and 

Table 7. The 95th and 99th percentiles, annual and seasonal maxima of the wind speeds for years between 2006 and 2009 for the 
Gloria location.

95th-prc 
Wind 
Speed 
(m/s)

99th-prc 
Wind 
Speed 
(m/s)

Annual Maximum Wind Speeds 
(m/s)

Seasonal Maximum Wind Speeds 

(m/s)

2006 2007 2008 2009 Winter Spring Summer Autumn

Measurement_1 10.54 12.80 15.81 21.84 17.32 14.31 17.32 15.06 12.80 21.84

Measurement_2 11.66 14.16 17.49 24.16 19.16 15.83 19.16 16.66 14.16 24.16

CFSR 11.49 14.08 17.50 25.25 17.50 15.42 19.00 17.52 15.42 25.25

MERRA 10.10 12.05 13.79 18.82 15.42 13.41 15.03 14.20 12.35 18.82

ERA-I 10.41 12.71 14.74 18.83 15.67 14.40 15.67 15.69 12.44 18.83

OPER 10.68 12.94 14.19 20.52 15.99 15.77 15.99 15.89 12.77 20.52
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severity of winds. The intensity of the winds decreases 
and they change direction. However, although the wind 
fields perceive an effect of a high mountainous regions, 
they have insufficient spatial resolution to be accurate-
ly included this orographic effect. Howard and Clark 
(2007) suggest a method for reconciling the observed and 
modeled wind speeds for unresolved orography parame-
terization based on the linear theory of a neutral bound-
ary-layer flow over hills and included a resolution of both 
problems, one of which is the artificially increased sur-

face stress that caused a reduction in the predicted wind 
speed at the standard wind observing height of 10 m, and 
the other is the speed-up over the unresolved summits, 
which are not modeled.

 For the Gloria location, it is seen from Fig. 5c that, 
because the measuring location is far from the coast and 
in the open sea, the wind fields are not affected from oro-
graphic effects and they are consistent with the measure-
ments.      

54 
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Probability distributions 

The performances of wind data sources were evaluated 
by comparing the Weibull probability distributions for all 
four types of hindcasted, wind fields and measured wind 
speeds at the five coastal locations and the one offshore 
location. First, the probability distributions of all types of 
hindcast data were determined in all sets of the four grid 
points surrounding each measurement location and those 
based on the two interpolation methods. Hereafter, these 
data were intercompared as shown in Figure 6, in which 
only the area-weighted interpolation method was select-
ed for presentation. The graph representing the Kumköy 
location shows that the distributions of the CFSR and 
MERRA data sources appear to be shifted to lower wind 
speed values, although they have a similar shape. This 
indicates that for these wind data sources, weak winds 
have a high frequency, while strong winds have a low 
frequency of occurrence in this location. Additionally, it 
is observed that the peak wind speeds are underestimat-
ed by these data sources. The peak values of the wind 
speeds estimated with the two different ECMWF’s data 
sources (ERA-I and OPER) are better in comparison with 
the CFSR and MERRA winds. There are, however, also 
some differences, for example, the probability distribu-

tions of the wind speeds from the ECMWF data sets are 
more flattened than that of the measurements. At Amasra, 
the wind speeds of all wind fields exhibited very different 
distributions in comparison with those of the measure-
ments. This also occurred for the MERRA winds at Sinop 
where the CFSR and ERA-I winds have similar distri-
butions to those of the measurements. The probability 
distributions of the OPER winds and the measurements 
are very similar at this location. Although, at Giresun 
the CFSR and ERA-I winds have similar distributions to 
those of the measurements; the CFSR winds have a lower 
probability while the ERA-I winds have a higher prob-
ability at low values. There is also an interesting case, 
which is the considerably large difference between the 
distributions of data from the OPER wind fields and mea-
surements. The ECMWF data sources have much broader 
distributions that cannot represent the measurements at 
Hopa. The closest distribution to those of the measure-
ments is seen in the CFSR wind fields at this location. 
At Gloria, the distribution of the converted measurements 
using the log-law (Eq. 3) are more dispersed than those 
of the measurements converted using the power law (Eq. 
2). It is assumed that these differences are because the 
log-law approach is highly dependent on the correctness 
of the roughness and the convective boundary layer phe-

Fig. 4a: The wind roses of the measurements and wind fields 
at Kumköy in years between 2004 and 2007. Title shows both 
wind forcings and the number of the grid point.

Fig. 4b: The wind roses of the measurements and wind fields at 
Hopa in years between 2004 and 2007. Title shows both wind 
forcings and the number of the grid points.



442 Medit. Mar. Sci., 20/2, 2019, 427-452

nomena, whereas the power-law to the wind shear, which 
is highly variable during the day, has a seasonal shifting 
and is influenced heavily by atmospheric stability as-
sumptions. Here, data from the CFSR wind fields seem 
to be closer to the measurements corrected using both 
equations. The measurements data calculated using Eq. 2 
have distributions similar to the ERA-I and OPER winds. 
The CFSR winds have a flatter peak while the MERRA 
winds have a sharper peak.  The data distributions result-
ing from the application of Eq. 3 had a fair agreement 
with the CFSR winds as opposed to the other winds that 
had rather sharper peak. The wind speed outputs, which 
better overlap to the probability distributions of the mea-
surements, imply a reduction of the uncertainties in the 
wind-wave modeling estimates. Overlapping the mea-
sured and hindcasted probability distributions, especially 
in moderate and extreme wind conditions, can provide 
more accurate wave estimates for moderate and extreme 
wave conditions, which are very important in the design 
of coastal structures. A general conclusion is that there is 
no kind of wind input that performs best at all locations. 

Fig. 4c: The wind roses of the measurements and wind fields at 
Gloria in years between 2006 and 2009. Title shows both wind 
forcings and the number of the grid point.

Fig. 5a: The spatial distribution of the wind speed and wind 
direction at wind model nodes around Kumköy for 28 Novem-
ber 2007 12:00 pm. The arrows are scaled with the wind speed 
magnitude.

Fig. 5b: The spatial distribution of the wind speed and wind 
direction at wind model nodes around Hopa for 28 November 
2007 12:00 pm. The arrows are scaled with the wind speed 
magnitude.

Fig. 5c: The spatial distribution of the wind speed and wind 
direction at wind model nodes around Gloria for 28 Novem-
ber 2007 12:00 pm. The arrows are scaled with the wind speed 
magnitude.
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Quality of the wind fields for different wind speed in-
tervals

The quality of moderate and extreme winds is very 
important in wind power development and wave model-
ing because it determines or affects the amount of wind 
energy that is to be captured by wind power plants and the 
accurate hindcasting of extreme waves, which is the main 
determinant factor in the design of coastal structures. 
Therefore, the measured wind speeds were classified into 
regular intervals, and then the performances of the wind 
fields at these speed ranges were examined based on the 
error analysis results to determine their qualities at differ-

ent wind speed intervals. The results from the statistical 
error analysis between the observed and hindcasted wind 
speeds in different wind speed ranges for the period of 
2004-2007 at the coastal locations and 2006-2009 at the 
Gloria offshore location are presented in Tables 8-11. The 
error statistics for the low-speed winds (0 m/s <WS<4 
m/s) are given in Table 8. The correlations between the 
hindcasted and measured wind speeds are rather low (< 
0.50) for low-speed winds at all locations. At Kumköy, 
the MERRA winds performed very well at low speeds 
with a 1.49 m/s RMSE and a 43% SI, and the CFSR 
winds came in second with a 1.61 m/s RMSE and a 46% 
SI. At Amasra, the CFSR winds are on top with a bias of 

Fig. 6: The comparison of the probability distributions of the wind speeds, calculated by the area-weighted interpolation method, 
against the measurements at the Gloria (for Measurement-1 and 2), Kumköy, Amasra, Sinop, Giresun and Hopa.
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0.06 m/s and a 49% SI at low wind speeds. The Sinop 
location has the MERRA winds as the best followed by 
the CFSR winds at low speeds. At Giresun, the CFSR 
winds present the best results at low speeds. At the Hopa 
location, the MERRA winds have the best results at low 
wind speeds followed by the ERA-Interim winds. It was 
observed in Table 8 that ERA-I winds are better at low 
speeds, displaying a 6% NMB, a 1.39 m/s RMSE and a 
48% SI at the Gloria location, while the CFSR winds are 
inferior at this location have  an RMSE and SI of 1.80 m/s 
and 62%, respectively.  

The statistical error values of all wind fields for mod-
erate wind speed ranges (4 m/s – 8 m/s and 8 m/s – 12 m/s) 
for 2004 – 2007 for the coastal locations and 2006 – 2009 
for the Gloria offshore location are presented in Tables 
9 and 10. At Kumköy, the best performance at moderate 
wind speeds was obtained from the ECMWF winds. The 
values of 2.49 m/s for the RMSE and 26% for the SI at 
a high wind speed range (8 m/s-12 m/s) make the OPER 
the best. At Amasra, ERA-I winds performed better based 
on all error parameters at moderate wind speeds. At the 
Sinop location, at moderate wind speeds the OPER winds 
had a 3.08 m/s RMSE and a 33% SI, making them the 
best performer. The CFSR winds presented the best re-
sults, displaying the lowest error values at moderate wind 
speeds at Giresun and Hopa. In the case of the moderate 
wind speed range, at Gloria the CFSR winds were the 
best performer, producing a 1.83 m/s RMSE and a 19% 

SI in the range of 8 m/s-12 m/s.
Table 11 gives statistical error values of all wind fields 

for a wind speed range greater than 12 m/s for 2004-2007 
for the coastal locations and 2006-2009 for the Gloria off-
shore location. At Kumköy, it is seen that ECMWF winds 
performed excellently by having a 4.05 m/s RMSE and a 
31% SI. The ECMWF winds were also better against the 
CFSR winds for severe winds (>12 m/s) at Amasra. At 
Sinop, it was found that the CFSR winds came in first in 
performance in this speed range with a 5.29 m/s RMSE 
and a 39% SI. At Giresun, for the ECMWF winds it ap-
peared that there was almost no temporal matching of 
data (n = 4) for values above the 12 m/s wind speeds. 
Although there were a few matching data (n = 26) be-
tween the measurements and the CFSR winds for speeds 
over 12 m/s, this was still not sufficient for an assessment 
of the error statistics. However, the CFSR winds can be 
accepted as the best, considering the amount of data and 
error statistics at this location. At the Hopa location, at se-
vere wind speeds CFSR winds displayed the lowest error 
values. For severe wind speeds, the CFSR winds had the 
best accuracy with a 2.18 m/s RMSE and a 17% SI at the 
Gloria offshore location.

Tables 8-11 show that, at Gloria, the errors of all wind 
fields decrease with an increasing wind speeds. The CFSR 
winds have higher errors at low winds but lower errors at 
severe winds in comparison with others at this location. 
The MERRA winds present a better performance at low 

Table 8. The statistical error values of all wind fields for the wind speed range between 0 m/s - 4 m/s for 2004-2007 for the coastal 
locations and 2006-2009 for the Gloria offshore location.

Location Data Source N bias
(m/s) NMB

RMSE
HH

MAE
d SI r

(m/s) (m/s)

Kumköy

CFSR 9493 0.26 -0.07 1.61 0.48 1.31 0.40 0.46 0.17
MERRA 9493 0.10 -0.03 1.49 0.43 1.20 0.41 0.43 0.14
ERA-I 1631 -0.41 0.12 1.84 0.50 1.45 0.37 0.53 0.17
OPER 1631 -0.41 0.12 1.81 0.49 1.41 0.38 0.52 0.19

Amasra
CFSR 5440 0.06 -0.02 1.65 0.50 1.32 0.38 0.49 0.06
ERA-I 935 -0.53 0.16 2.12 0.59 1.62 0.32 0.64 0.05
OPER 935 -0.34 0.10 2.38 0.68 1.82 0.29 0.72 0.02

Sinop

CFSR 10173 -0.07 0.02 1.75 0.54 1.37 0.41 0.56 0.18
MERRA 10173 0.22 -0.07 1.54 0.50 1.24 0.45 0.49 0.18
ERA-I 1821 -0.30 0.09 1.98 0.59 1.53 0.37 0.62 0.16
OPER 1821 -0.64 0.20 2.29 0.65 1.73 0.35 0.72 0.20

Giresun
CFSR 5684 0.01 0.00 1.63 0.47 1.24 0.32 0.47 0.05
ERA-I 1584 0.72 -0.21 1.56 0.51 1.30 0.34 0.45 0.04
OPER 1584 1.99 -0.58 2.30 1.03 2.11 0.27 0.67 -0.08

Hopa
CFSR 9317 -0.17 0.05 1.89 0.57 1.42 0.32 0.59 0.13
ERA-I 3035 1.12 -0.35 1.56 0.60 1.32 0.35 0.48 0.10
OPER 3035 1.61 -0.50 1.91 0.84 1.72 0.31 0.59 0.08

Gloria

CFSR 1326 -0.74 0.25 1.80 0.55 1.37 0.44 0.62 0.24
MERRA 1327 -0.23 0.08 1.49 0.48 1.11 0.52 0.51 0.28
ERA-I 1326 -0.16 0.06 1.39 0.46 1.08 0.57 0.48 0.35
OPER 1326 -0.28 0.10 1.39 0.45 1.06 0.55 0.48 0.33
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winds at the south western locations of Kumköy, Amasra, 
and Sinop of the Black Sea. The ECMWF and OPER 
winds have lower errors at moderate and severe winds 
at these locations, respectively. At the Giresun and Hopa 
locations in the south eastern part of the Black Sea, the 
ERA-I winds show lower errors at low winds while the 
CFSR winds have lower errors at moderate and severe 
winds. 

Yearly development of errors in the wind fields 

A further analysis on the wind fields was conducted 
at six locations, which included the five coastal locations 
and the Gloria offshore location. This was done to investi-
gate whether or not the quality of the wind fields changed 
over the years. Yearly changes of two statistical error in-
dicators (bias and SI) for all wind fields at the Kumköy, 
Hopa, and Gloria locations are shown in Figures. 7a-7c. 
In all wind fields at Kumköy, an improvement in the bias 
values appears to happen after the year 2002 in all data 
sources. However, there is a change in 2007 to 2010, 
where the error values increased. Another improvement 
is observed again in the year 2011 (Fig. 7a). The CFSR 
and MERRA winds have the highest error values in all 
years at this location, while the OPER and ERA-I have 
lower values. The ERA-I winds have the lowest errors 

in numerous years. At the Amasra location (not shown 
here), the scatter index values ranging between 50%-
55% appeared in the ERA-I winds. In a case regarding 
the OPER winds, a scatter index value of 56% was avail-
able in 2004. Until 2007, this value constantly declined to 
50% before increasing and reaching a maximum value of 
58% in 2010. It is seen here that, in general, with average 
values of 2.53 m/s and 52% for the bias and SI, respec-
tively, the ERA-I winds possessed the lowest error values 
at this location. 

The MERRA wind fields yielded the highest error val-
ues at the Sinop location (not shown here) where a bias 
of 2.84 m/s for 2001 and an SI of 57% for the year 2010 
were obtained. The OPER wind fields appear to have per-
formed better (maximum bias = 1.46 m/s for 2001 and 
maximum SI = 0.48 for 2010) at all years. Higher error 
values (between 3.13-1.70 m/s for bias and 60%-84% 
for SI) were observed at the Giresun location (not shown 
here) for the OPER winds, especially over the years 2000 
to 2006. Regardless of the error values of the ERA-I 
winds being relatively lower than in the OPER winds, the 
CFSR winds (0.43 m/s-1.20 m/s of bias and  43%-65% 
of SI) exhibited an overall best performance. Similar to 
at Giresun, the CFSR winds also performed very well at 
the Hopa location (Fig. 7b), while the OPER winds per-
formed poorly here. The year 2006, in which all winds 
had the lowest error values, the CFSR winds (SI=56%) 

Table 9. The statistical error values of all wind fields for the wind speed range between 4 m/s - 8 m/s for 2004-2007 for the coastal 
locations and 2006-2009 for the Gloria offshore location.

Location Data Source N
bias

(m/s)
NMB

RMSE
HH

MAE
d SI r

(m/s) (m/s)

Kumköy

CFSR 17854 1.38 -0.24 2.35 0.46 1.96 0.46 0.41 0.34
MERRA 17854 1.24 -0.21 2.16 0.42 1.76 0.48 0.37 0.38
ERA-I 3046 0.16 -0.03 2.24 0.39 1.80 0.51 0.39 0.40
OPER 3046 0.12 -0.02 2.14 0.37 1.74 0.53 0.37 0.42

Amasra
CFSR 11286 2.24 -0.37 2.87 0.59 2.46 0.37 0.47 0.17
ERA-I 1840 1.85 -0.30 2.79 0.55 2.37 0.38 0.46 0.15
OPER 1840 2.01 -0.33 3.05 0.61 2.61 0.36 0.50 0.13

Sinop

CFSR 14113 1.64 -0.27 2.62 0.50 2.23 0.42 0.43 0.23
MERRA 14113 2.06 -0.34 2.66 0.54 2.29 0.40 0.44 0.24
ERA-I 2437 1.28 -0.21 2.48 0.46 2.05 0.42 0.41 0.20
OPER 2437 0.66 -0.11 2.53 0.44 2.06 0.43 0.42 0.21

Giresun
CFSR 3611 1.09 -0.20 2.13 0.43 1.76 0.46 0.39 0.31
ERA-I 1245 2.14 -0.39 2.61 0.60 2.26 0.39 0.47 0.24
OPER 1245 3.59 -0.65 3.82 1.15 3.64 0.31 0.69 0.26

Hopa
CFSR 2710 1.06 -0.19 2.79 0.54 2.31 0.35 0.49 0.08
ERA-I 899 3.09 -0.54 3.38 0.86 3.10 0.34 0.59 0.17
OPER 899 3.52 -0.61 3.82 1.07 3.56 0.32 0.67 0.12

Gloria

CFSR 2929 -0.02 0.00 1.84 0.31 1.39 0.58 0.31 0.44
MERRA 2928 0.70 -0.12 1.78 0.32 1.38 0.58 0.30 0.43
ERA-I 2929 0.67 -0.11 1.71 0.30 1.33 0.60 0.29 0.46
OPER 2929 0.57 -0.10 1.69 0.30 1.29 0.61 0.29 0.47
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show a better performance compared to the other winds. 
The error-value margins in the other years were observed 
to be even wider apart. The annual changes of bias and 
SI determined by using Eqs. 2 and 3 for all wind fields 
at the Gloria offshore location are presented in Figure 7c. 
According to the measurements (Measurements-2) con-
verted by using Eq. 3, the CFSR wind fields exhibited 
the best performance. For the other method (Measure-
ments-1) the best performance was also obtained from 
the CFSR wind fields.

Conclusions and recommendations

Several statistical analyses were performed to assess 
the performances of four wind data sources in the Black 
Sea. The analyses were thus made using hindcast data 
sources’ data sets against the measured data at five coast-
al locations on the southern shore of the Black Sea and an 
offshore location (Gloria) off the coast of Romania. The 
most important results can be summarized as follows, 
where each bullet contains a conclusion and a discussion 
of possible causes:

All data sources are negatively affected by orographic 
effects. This becomes worse toward the eastern part of 
the Black Sea. The CFSR winds perform best in compar-
ison to the other data sources. This is due to the ability of 

the CFSR winds to capture sudden changes in the winds 
because of their higher temporal resolution (1 hour).

There is a clear geographical distinction in the quality 
of the wind fields. The ECMWF data sources could be 
suitable for applications in the western part of the Black 
Sea, whereas the CFSR winds can also be applicable for 
regional studies in the south eastern part of the Black Sea, 
where the orographic effect is much higher. The south 
eastern part of the Black Sea shows a worst performance 
of the wind fields because the spatial resolution of the 
digital terrain models is coarser compared to what is 
needed for a proper inclusion of the orographic effect. 
When the atmosphere is discretized into 0. 25° x 0. 25° 
(approximately 25 km x 25 km) cells, it is not possible 
to accurately represent the underlying atmospheric pro-
cesses that generate the wind speeds. Therefore, a higher 
spatial resolution may be a solution for these problems. 

The corrected measurements based on the wind pro-
file power law in comparison with the profile log-law at 
Gloria show a more similar distribution to that of the data 
sources, except for the CFSR winds, which match well 
with the corrected measurements using Eq. 3. 

The area-weighted interpolation method presents 
slightly better results than the distance-weighted method. 
The closest grid point to the measuring station sometimes 
provides better results but the results determined by inter-
polation are better in general.

Table 10. The statistical error values of all wind fields for the wind speed range between 8 m/s - 12 m/s for 2004-2007 for the 
coastal locations and 2006-2009 for the Gloria offshore location.

Location Data Source N
bias

(m/s)
NMB

RMSE
HH

MAE
d SI r

(m/s) (m/s)

Kumköy

CFSR 3505 2.30 -0.25 3.18 0.39 2.67 0.37 0.34 0.31
MERRA 3505 2.18 -0.23 2.93 0.35 2.43 0.39 0.31 0.34
ERA-I 637 0.16 -0.02 2.59 0.28 2.05 0.48 0.28 0.34
OPER 637 0.26 -0.03 2.49 0.27 1.97 0.50 0.26 0.36

Amasra
CFSR 8016 4.82 -0.49 5.18 0.73 4.83 0.28 0.53 0.28
ERA-I 1282 4.10 -0.42 4.65 0.61 4.19 0.31 0.47 0.27
OPER 1282 4.27 -0.43 4.90 0.65 4.39 0.30 0.50 0.26

Sinop

CFSR 4970 3.26 -0.35 3.98 0.52 3.51 0.31 0.42 0.28
MERRA 4970 4.19 -0.45 4.51 0.64 4.21 0.27 0.48 0.24
ERA-I 884 2.99 -0.32 3.64 0.46 3.22 0.33 0.39 0.30
OPER 884 1.85 -0.20 3.08 0.36 2.54 0.38 0.33 0.26

Giresun
CFSR 194 2.88 -0.31 3.77 0.49 3.29 0.22 0.41 0.08
ERA-I 59 4.51 -0.50 4.77 0.74 4.51 0.17 0.52 -0.03
OPER 59 5.82 -0.64 6.14 1.12 5.94 0.16 0.67 0.22

Hopa
CFSR 1284 4.74 -0.47 5.29 0.72 4.83 0.26 0.53 0.11
ERA-I 419 6.57 -0.65 6.71 1.12 6.57 0.23 0.67 0.24
OPER 419 7.13 -0.71 7.32 1.34 7.13 0.21 0.73 0.14

Gloria

CFSR 1147 0.34 -0.04 1.83 0.19 1.38 0.58 0.19 0.49
MERRA 1147 1.70 -0.18 2.34 0.27 1.92 0.46 0.24 0.46
ERA-I 1147 1.32 -0.14 2.02 0.23 1.58 0.53 0.21 0.52
OPER 1147 1.17 -0.12 2.08 0.23 1.56 0.52 0.22 0.49
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Table 11. The statistical error values of all wind fields for the wind speed range greater than 12 m/s for 2004-2007 for the coastal 
locations and 2006-2009 for the Gloria offshore location.

Location Data Source N
bias

(m/s)
NMB

RMSE
HH

MAE
d SI r

(m/s) (m/s)

Kumköy

CFSR 279 3.83 -0.29 4.91 0.44 3.86 0.22 0.37 -0.18
MERRA 279 3.89 -0.29 4.87 0.44 3.92 0.22 0.37 -0.24
ERA-I 54 1.88 -0.14 4.06 0.33 3.04 0.16 0.31 -0.36
OPER 54 1.88 -0.14 4.05 0.33 2.99 0.16 0.31 -0.34

Amasra
CFSR 3818 6.71 -0.47 7.00 0.68 6.72 0.30 0.50 0.51
ERA-I 623 5.85 -0.42 6.24 0.58 5.89 0.32 0.44 0.45
OPER 623 5.84 -0.42 6.35 0.59 5.87 0.32 0.45 0.47

Sinop

CFSR 738 4.57 -0.33 5.29 0.47 4.69 0.30 0.39 0.23
MERRA 738 6.77 -0.50 7.07 0.73 6.77 0.24 0.52 0.16
ERA-I 131 5.27 -0.38 6.20 0.58 5.30 0.26 0.45 -0.04
OPER 131 4.03 -0.29 5.37 0.47 4.22 0.28 0.39 -0.08

Giresun
CFSR 26 21.60 -0.83 23.46 2.32 21.60 0.31 0.90 -0.61
ERA-I 4 8.13 -0.56 8.64 0.90 8.13 0.31 0.60 -0.54
OPER 4 10.82 -0.75 11.29 1.56 10.82 0.26 0.78 -0.39

Hopa
CFSR 267 6.62 -0.52 7.00 0.80 6.62 0.11 0.55 0.04
ERA-I 97 8.96 -0.70 9.16 1.32 8.96 0.11 0.72 0.03
OPER 97 9.47 -0.74 9.68 1.50 9.47 0.10 0.76 -0.03

Gloria

CFSR 183 0.25 -0.02 2.18 0.17 1.55 0.58 0.17 0.47
MERRA 183 2.56 -0.20 3.24 0.28 2.59 0.38 0.25 0.40
ERA-I 183 1.69 -0.13 2.74 0.23 1.89 0.44 0.21 0.42
OPER 183 1.49 -0.12 2.55 0.21 1.72 0.50 0.20 0.47

Fig. 7a: The yearly variation of the error statistics (as bias and SI) of the wind speeds at the Kumköy location.
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Along the southern coasts of the Black Sea, winds 
at higher speeds are often seen in the western regions in 
comparison with the ones in the east.

At all locations, the data sources perform better in pre-
dicting the direction of severe winds than predominant 
winds. Although all wind fields have a similar directional 
performance, the CFSR winds at the Gloria location have 
a better estimation ability than other data sources. All 
wind fields show a strong channeled flow in a dominant 
northeasterly direction at Kumköy, where they have some 

differences in comparison with the measurements due to 
missing orographic effects in the numerical atmospheric 
models. 

The CFSR winds have a better performance in terms 
of bias and NMB at Gloria but the ECMWF winds also 
have a better quality in terms of some error indicators, 
such as RMSE, SI, and r. At this offshore location, all 
data sources have lower error and higher correlation val-
ues relative to the coastal locations. 

The hindcast performance differs per wind field, per 

Fig. 7b: The yearly variation of the error statistics (as bias and SI) of the wind speeds at the Hopa location.

Fig. 7c: The yearly variation of the error statistics (as bias and SI) of the wind speeds at the Gloria location for Measurements-1 
(upper) and Measurements-2 (bottom).
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wind speed range, per area, and per location. Along the 
southern coast of the Black Sea at Sinop and the west-
ern part of Sinop, the CFSR wind sources show better 
results at low speeds. At high speeds, despite the error 
values being high in this region, the ECMWF data sourc-
es have better performance. In the eastern part of Sinop, 
the CFSR winds perform better at high speeds than the 
other data sources. The CFSR winds at the Giresun loca-
tion and the MERRA data sources at Hopa perform better 
at low speed ranges. At the Gloria offshore location, the 
ERA-I and CFSR winds perform well at low and moder-
ate speeds, respectively. At high speed ranges, the CFSR 
wind fields appear to have the best performance. 

In coastal locations, the yearly variation of error val-
ues of the data sources shows a variability in different 
years, with the highest errors in 2001. The yearly errors 
of the hindcasted wind speeds vary from year to year and 
there is no long-term trend of an increasing or decreasing 
error variation. This behavior, however, is not observed 
at the Giresun location. There are low variations in year-
ly error values (around SI = 30%) of the data sources at 
Gloria.

At all locations, the averages of the data sources are 
often below the measurement averages. All hindcast data 
sets are positively (right) skewed, which is consistent 
with the measurements. This is, accordingly, in relation 
to the intensity of the low speed values. The maximum 
values are well estimated at Sinop and western Sinop, 
contrary to eastern Sinop where these values are slightly 
lower. 

At the Gloria location and in regions where the oro-
graphic impacts are low, the products of the re-analyses 
are usually in accordance with the measurements. On 
the other hand, it is understood that the reanalyses or the 
measurements may have a bias on the south eastern coast 
of the Black Sea, where the orographic effects are high. 
Therefore, it is recommended that a bias correction for 
the reanalyses (please see Staffell and Pfenninger, 2016) 
and the measurements (please see Azorin-Molina et al. 
2018) should be checked to see if they are needed. For 
corrections of the model wind speeds, the satellite data, 
e.g., Quikscat might also be used.

Wind fields at the coastal areas are affected by the 
orographic structure. Therefore, a more accurate estima-
tion of the near coastal winds can be conducted with a 
high-resolution regional wind prediction model.
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Appendix A: Definitions of statistical parameters

To analyses the suitability of the hindcast data sets 
with the measurement data sets, the statistical parameters 
of the data sets themselves were determined. In coastal 
locations, the statistical parameters of the measurements 
and hindcast data sets were calculated for the overlap-
ping four-year data between 2004 and 2007. At the Gloria 
location, a statistical evaluation was conducted using all 
data, since the available data was only taken over a peri-
od of four years and at a 6-hour interval. During the sta-
tistical analysis, measures of the central tendency of the 
data sets (arithmetic mean, mode, median, minimum and 
maximum values) were first determined. The distribution 
measures of the data sets were calculated following the 
computation of central tendency measures. The variance 
gives the average of the distance of each data to the mean 
of the data set. The standard deviation gives the averages 
of the distance of the data to the mean. Since the unit 
of the standard deviation is similar to that of the data, it 
shows the deviation more clearly than the average. The 
coefficient of variation indicating how much the standard 
deviation varies with the mean is given as:
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where Yi are hindcast values, Xi are measurement val-
ues and n is the number of data points. Another error val-
ue is the RMSE, given by the equation below.
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where is average of measurements and is the average of 
observations. To evaluate the performances of the wind 
speeds we used also the normalized bias NMB:
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The NMB shows the model tendency to over- or underestimate relative to the measurements. The 

index of agreement (d) introduced by Willmott (1982) was also used to make a cross-comparison 

between different models for the same observed dataset. This indicator varies from 0 to 1, with 

higher index values indicating that the modeled values have a better agreement with the 

observations.  
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modeled values have a better agreement with the obser-
vations. 
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The other indicator used for a cross-comparison be-
tween different models is the normalized root mean 
square error (HH) introduced by Hanna and Heinold 
(1985). The main advantage of this parameter is the fact 
that it is not biased toward simulations that underestimate 
the average and it is not sensitive to the mean observed 
values.
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After finding the error values, the SI values are calculated using the following formula:      
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Finally, the correlation coefficient that shows the degree of correlation between measurements 

and hindcast data sets is calculated using the following equation. 
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The correlation coefficient has a value between -1 and +1. The sign of the value shows the 

relationship direction and its value shows the strength. Absolute values that are close to 1 

represent a strong linear relationship. 
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Finally, the correlation coefficient that shows the de-
gree of correlation between measurements and hindcast 
data sets is calculated using the following equation.
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+1. The sign of the value shows the relationship direction 
and its value shows the strength. Absolute values that are 
close to 1 represent a strong linear relationship.
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