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This paper presents a multi-disciplinary design optimization (MDO) framework for design of a general 
aviation aircraft wing considering the effects of tractor propellers on the wing aerodynamic characteris-
tics. In pursuit of this objective, a wing–propeller full-interaction aerodynamic routine was developed 
and integrated with structural and performance models. A substantive contribution of the work is the 
approach for effectively modeling wing effects on propeller slipstream development while still leveraging 
traditional propeller and wing analysis tools. Several optimizations were carried out, starting from an 
existing aircraft design, to test different local and global surrogate-based optimization frameworks and 
to allow for the assessment of the resulting solutions and corresponding computational performance 
metrics. Examination of the total function calls and run times showed that the use of surrogate models 
improves overall optimization performance, provided that suitable surrogate modeling techniques are 
chosen.

© 2018 Elsevier Masson SAS. All rights reserved.
1. Introduction

The history of propeller powered aircraft began in parallel with 
aviation itself via the first flight of the Wright Flyer in 1903. More 
than a century later, propellers have not lost their appeal, and 
although facing competition from turbofans in certain market seg-
ments, they still constitute the predominant means of propulsion 
for small general aviation aircraft. Moreover, the advances in elec-
tric propulsion achieved over the past decade have opened a wide 
range of design opportunities, stemming from the higher scalabil-
ity and flexibility of electric motor configurations when compared 
to piston or turboprop engines. In this context, distributed electric 
propulsion based on multiple propellers has become a cornerstone 
technology in NASA’s research into new concepts for air mobil-
ity [1].

Generally speaking, wings and propellers have historically been 
designed and optimized independently. However, when a wing de-
sign and a propeller design are combined in a tractor configuration, 
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orado, USA.

* Corresponding author.
E-mail address: a .elham @tu -braunschweig .de (A. Elham).
https://doi.org/10.1016/j.ast.2018.05.002
1270-9638/© 2018 Elsevier Masson SAS. All rights reserved.
a complex system of aerodynamic interaction effects develops, and 
the individually optimized designs become sub-optimal from the 
standpoint of system level performance.

The most recognizable wing–propeller interaction effects are 
those induced by the propeller on the wing and can be modeled in 
relatively simple ways by superimposing an isolated propeller flow 
field on a wing flow field with an appropriate linear aerodynam-
ics model. These effects include an increase in dynamic pressure 
over the portion of the wing blown by the propeller—mainly re-
lated to slipstream axial induced velocities—and a wing local angle 
of attack variation—mainly related to slipstream tangential induced 
velocities. Both effects alter the wing lift distribution as shown in 
Fig. 1 from Veldhuis [2].

Several additional interaction effects induced by the propeller 
on the wing are also present but require more sophisticated mod-
els to predict. These effects include the contraction of the propeller 
slipstream, which further affects the trailing wing lift distribution 
and increases viscous drag, and the higher turbulence levels char-
acterizing the field of propeller induced velocities, which promote 
wing boundary layer transition [3] and result in an additional in-
crease in viscous drag.

If the effects of the wing on the upstream propeller are also 
considered, a full interaction [4] aerodynamics analysis is required. 
A full interaction model can capture the field of induced velocities 
generated by the lifting wing that alters the angle of attack per-
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Nomenclature

CN propeller normal force
D propeller diameter
J propeller advanced ratio
R propeller radius
T propeller thrust
V x propeller axial induced velocity

Vr propeller radial induced velocity
V∞ freestream velocity
αp propeller angle of attack
β0 blade pitch angle
θs propeller streamtube axis deflection angle
σe effective blade solidity
Fig. 1. Wing lift distribution alteration induced by a tractor propeller [4].

ceived by the propeller and its slipstream, resulting in a vertical 
force on the propeller plane (hub lift as defined by Witkowski [5]) 
and the deflection of the shed slipstream tube. Additionally, a wing 
following a tractor propeller acts like a stator vane, recovering part 
of the swirl present in the slipstream. This deforms the slipstream 
itself, having consequences on propeller performance and on the 
local flow at different chord-wise stations along the wing itself.

Some authors in the past have developed aerodynamic tools 
that model certain interaction effects between propellers and 
wings. Among these are Witkowski [5], Cho and Cho [6], Ferraro 
et al. [7], Patterson et al. [9,8], and Veldhuis [4]. These prior works 
have focused primarily on characterizing aspects of the aerody-
namic interaction or in modeling aggregate system performance.

The goal of the present work is to examine the fuel sav-
ings opportunities associated with well-integrated propeller and 
wing designs by developing a multi-disciplinary design optimiza-
tion (MDO) framework with fully-coupled wing–propeller inter-
action. The application area of interest is to optimize the wing 
design of general aviation aircraft with tractor-configuration wing-
mounted propellers. Achieving these objectives required building 
appropriate aerodynamic models and coupling tools to perform a 
full-interaction analysis and integrating the tools into a suitable 
optimization architecture enhanced by surrogate models to reduce 
solution time.

The paper is organized as follows. Section 2 elaborates on the 
development, capabilities, and limitations of the analysis tools nec-
essary to fulfill the research objective. These tools include models 
for isolated propeller and wing aerodynamics, interaction models 
for coupling propeller and wing aerodynamics, and a model for 
fuel consumption in an aircraft mission. Section 3 presents the 
complete optimization problem statement, and Section 4 intro-
duces the surrogate models and the surrogate-based optimization 
framework. Finally, Section 5 reports the results of the different 
optimizations conducted, including comments on the optimal de-
signs and the observed trends, as well as the numerical perfor-
mance of each implemented framework.

2. Multi-disciplinary analysis framework

In this section, we describe the multi-disciplinary analysis 
(MDA) framework. The core of the MDA is the full-interaction 
propeller and wing aerodynamics routine, consisting of several 
constituent models. Additionally, an aircraft performance model 
and a wing weight assessment model are incorporated to provide 
a system-level assessment of fuel burn associated with changes to 
the wing design.

The following specific models are included as constituent ele-
ments in the MDA:

• Propeller isolated aerodynamics model, including slipstream 
development effects

• Wing isolated aerodynamics model
• Full-interaction aerodynamic coupling model
• Wing weight assessment model
• Aircraft performance model

In this research the wing and propeller are modeled separately 
and a novel method is developed to couple their effects. Such an 
approach was chosen based on the desire for a low to mid fidelity 
approach that is also appropriate for the degree of geometric fi-
delity of propeller and wing designs, which is typically available in 
conceptual and early preliminary design studies. These considera-
tions motivated us to exclude unsteady or time averaged CFD and 
fully coupled unsteady free wake wing and propeller panel codes 
because of both solution time and the degree of geometric def-
inition that is required to achieve adequate solution fidelity. Our 
viewpoint is that this approach could be used to develop good ini-
tial propeller and wing designs, considering aerodynamic coupling, 
that can then be used as the basis for more detailed CAD lofting 
and subsequent coupled analysis in CFD or similar tools.

2.1. Propeller isolated aerodynamics model

XROTOR was selected as the basis for isolated propeller aero-
dynamics modeling [10]. For a given propeller design, XROTOR has 
the capability to predict axi-symmetric and spatially non-uniform 
distributions of slipstream induced velocities and to estimate re-
lationships between thrust and power required. The code models 
blade geometry in terms of radial distributions of chord, twist, and 
airfoil shape and incorporates models of airfoil viscous losses. One 
analysis mode of XROTOR is built as an extension of Goldstein’s 
solution [11] to an arbitrary number of blades and arbitrary radial 
load distributions.

Despite its wide range of capabilities for both analysis and de-
sign of propellers, XROTOR provides values for induced velocities 
only at the propeller plane and in the far field and does not pro-
vide solutions for slipstream contraction and radial flow. Addition-
ally, XROTOR only models inflows parallel to the propeller axis.
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Fig. 2. Slipstream induced velocities: axial (left) and in plane (right).
To account for slipstream development and contraction, we 
leveraged a vortex-theory-based procedure formulated by Conway 
[12] to provide capabilities for evaluating induced velocities of an 
isolated propeller anywhere in the flow field. Conway’s simplest 
formulation, which assumes an elliptic distribution of induced ve-
locities, was adopted with the presumption that the predicted 
streamtube contraction is generally indicative for other propeller 
radial loadings. This model consists of the following set of equa-
tions, with V x(r, x) and Vr(r, x) representing the axial and radial 
induced velocity at the (r, x) spatial coordinates. r is a radial coor-
dinate, assuming a value of zero at the slipstream axis, and x is the 
axial coordinate, assuming a value of zero at the propeller plane. 
V x is defined to be positive in the downstream direction, while Vr

is positive in positive radial direction.

V x(r,0) = V x0

R

√
R2 − r2 (1)

Vr(r, x) = V x0 |x|
2r

(
1

a
− a

)

− V x0 r

2R
arcsin

[
2R√

x2 + (R + r)2 + √
x2 + (R − r)2

]

(2)

V x(r, x) = 2V x(r,0) + V x0

{
− a

+ x

R
arcsin

[
2R√

x2 + (R + r)2 + √
x2 + (R − r)2

]}
(3)

a =
√√

(R2 − r2 − x2)2 + 4R2x2 + R2 − r2 − x2

2R2
(4)

To leverage the model for predicting streamtube contraction, 
we scaled the Conway distribution by the velocities at the pro-
peller plane to determine a set of coefficients that could be mul-
tiplied by the propeller plane velocities predicted by XROTOR for 
arbitrary propeller designs. The resulting model represents an ap-
proximation for the complete 3D induced velocity vector at any 
point in space downstream of the propeller plane. This formulation 
also allows for the identification of the streamtube boundaries.

Fig. 2 shows a qualitative example of the results of this ap-
proach in modeling the induced velocity field of a 0.236 m diame-
ter propeller. The figure on the left presents grids of axial induced 
velocity vectors at the propeller plane (on the left) and at a loca-
tion downstream (on the right). The increase in axial velocity for 
points farther away from the propeller plane is clearly noticeable. 
The figure on the right presents tangential and radial induced ve-
locities, illustrating the generally greater magnitude of radial flow 
within the slipstream, as well as the extension of radial flow to the 
region outside of the slipstream.

In addition to the downstream distribution of induced veloc-
ities, XROTOR also does not model propellers at angle of attack 
with respect to the incoming flow. A momentum-based semi-
empirical procedure described by De Young [13] was therefore 
adopted to provide an estimate of these effects. Specifically, De 
Young’s model estimates sensitivities of propeller normal force and 
streamtube axis deflection angle with respect to propeller angle of 
attack, i.e. dCN

dαp
and dθS

dαp
, respectively.

De Young’s method, described in Equations (5) through (10), is 
an extension of the momentum-theory-based approach presented 
by Ribner [14], [15] to higher angles of attack and arbitrary blade 
shapes. The method achieves higher accuracy because of its greater 
flexibility and the incorporation of empirical coefficients based on 
propeller wind tunnel tests.

dCN

dαp
= 4.25σe

1 + 2σe
· sin(β0 + 3) · f · π J 2

8
(5)

σe = 4B

3π
· cav

2R
· Clαav

0.95 · 2π
(6)

f = 1 + 0.5 · [√1 + TC − 1] + TC

4(2 + TC )
(7)

TC = 8

π J 2
· T

ρ n2 D4
(8)

J = V∞
n D

(9)

dθS

dαp
= 1 + TC − √

1 + TC

2 + TC
+ 3 + 2TC + √

1 + TC

(2 + TC )2

·
√

1 + TC

4
· dCN

dαp

∣∣∣∣∣
TC =0

· 8

π J 2
(10)

In the formulation, σe represents the so-called effective blade 
solidity, β0 is the blade pitch angle referred to the zero-lift line 
of the 75% R airfoil section, T is the propeller thrust, D is the 
propeller diameter, V∞ is the freestream velocity, and n is the pro-
peller rotational speed in rotations per second. J is the propeller 
advance ratio, cav is the average blade chord from 0.2R to R , and 
Clαav is the average blade lift curve slope.

2.2. Wing isolated aerodynamics model

The aerodynamics of the isolated wing is modeled by an ap-
proach leveraging the vortex lattice method (VLM) and strip the-
ory [16]. The core of the VLM code Tornado [17] was selected as 
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a starting point. Several modifications were applied to the original 
version, including an improved camber line estimation function, 
a faster and more accurate trim function based on a Newton–
Raphson scheme, and an assessment of the quarter chord twist 
moment distribution.

A slightly modified version of the quasi-3D code developed by 
Mariens, Elham and Van Tooren [18] was adopted to model wing 
viscous drag. The approach is based on the assumption that for 
zero to low sweep wings, overall viscous drag can be estimated by 
integrating airfoil drag data. Starting from a spanwise lift distribu-
tion calculated with VLM or similar tools, an airfoil viscous analysis 
tool can be run at a limited set of spanwise stations at the given 
local lift coefficients. The routine is run iteratively to converge to 
estimate the section drag at each span station at the appropriate 
effective local angle of attack. The resulting section drag predic-
tions are integrated to estimate the viscous drag of the entire wing. 
In this research, XFOIL [19] was chosen for the 2D airfoil viscous 
drag prediction.

2.3. Full-interaction aerodynamic analysis

Several steps were required to combine the isolated propeller 
and wing modeling tools to capture the relevant interaction effects. 
The first step was to include propeller slipstream effects on wing 
aerodynamics. This was achieved by modifying the wing analysis 
code in three ways:

1. Enforcement of the non-penetration condition: The combined 
XROTOR–Conway–De Young capability of predicting slipstream 
induced velocities at any point in space was leveraged by 
adding propeller induced velocities to the freestream at all 
of the wing VLM lattice control points and enforcing non-
penetration of the combined velocity.

2. Computation of forces from bound vortices through the vec-
tor form of the Kutta–Joukowski equation: The component of 
slipstream induced velocities normal to the freestream direc-
tion was added to the freestream vector. This reflects a typical 
approach adopted in simpler codes when accounting for wing 
downwash in induced drag calculations and prevents an incor-
rect scaling of forces which would entail an overestimation of 
the wing lift distribution.

3. Flow conditions for strip analysis: The component of slip-
stream induced velocities parallel to the freestream direction 
was added to the freestream vector. This approach allows our 
Q3D model (which interpolates the VLM predicted lift distri-
bution) to converge to the appropriate local effective angles 
of attack and to expose each section to the right Mach and 
Reynolds numbers. Scrubbing drag related to increased dy-
namic pressure is also automatically accounted for with this 
approach.

The modifications described above complete the one-way in-
teraction portion of the tool. However a full interaction analysis 
requires at least the inclusion of the most relevant wing effects 
on propellers as well. In this context, studies in the past have 
demonstrated that the relevance of certain effects on overall aero-
dynamics often depend on the working conditions of the com-
pound system (wing lift coefficient, propeller advance ratio) and 
on the relative dimensions of the two elements [20]. The decisions 
made based on relevance of effects in the present work were based 
on the applicability of the resulting tools to typical general avi-
ation aircraft (often featuring propellers of a diameter similar to 
the wing chord in cruise flight, thus with moderately loaded pro-
pellers). In similar conditions, authors including Witkowski [5] and 
Samuelsson [21] noticed that wing effects on the propeller aerody-
namics generally have a negligible effect on propeller performance 
metrics such as thrust and power.

However, the following three full interaction effects were 
viewed as non-negligible and therefore modeled in the present 
work:

• Appearance of a propeller normal force
• Deflection of the propeller streamtube
• Reduction in slipstream swirl

To model propeller normal force, the procedure suggested by 
De Young [13] and discussed in Section 2.1 was applied by adopt-
ing an equivalent propeller incidence determined by the freestream 
flow (αp) and the wing up-wash (w). Eq. (11) gives the propeller 
normal force coefficient (CN ) based on this equivalent incidence.

CN = dCN

dαp
·
[
αp + arctan

(
w

V∞

)]
(11)

To model streamtube deflection, an innovative approach based 
on an iterative routine was adopted. Initially, the propeller in-
cidence with respect to the freestream αp is used to estimate 
the isolated propeller’s streamtube deflection θSi through the De 
Young procedure, as indicated in Eq. (12).

θSi = dθS

dαp
· αp (12)

Subsequently, considering that the propeller slipstream is ex-
posed both to up-wash and down-wash while flowing over a lift-
ing surface, a two-segment linear model for the streamtube axis 
is adopted. The first segment, departing from the propeller hub, 
is assigned an incidence θS1 with respect to the freestream and 
is connected with the second segment at a downstream station 
corresponding to the wing quarter chord. The second segment is 
assigned an incidence θS2 .

Superposition is used to determine the appropriate values of 
θS1 and θS2 by summing wing up-wash and down-wash angles to 
give the value of the isolated streamtube deflection, as indicated 
in Eqs. (13) and (14).

θS1 = θSi + arctan

(
w̄1

V∞

)
(13)

θS2 = θSi + arctan

(
w̄2

V∞

)
(14)

Here, w̄1 and w̄2 represent the wing wash that the first and 
second segments are exposed to, respectively, and are evaluated 
by averaging the values obtained by surveying the wing induced 
flow field at several stations.

The influence of wing wash on streamtube deflection and the 
influence of streamtube deflection on wing aerodynamics and wing 
wash required the described approach to be implemented in an 
iterative procedure converging to the appropriate θS1 and θS2 val-
ues. The procedure is schematically represented in the flowchart 
shown in Fig. 3. As indicated in the figure, once the streamtube 
axis deflection is determined, the induced velocities predicted by 
the Conway model were updated by referencing them to the newly 
defined streamtube axes.

Fig. 4, surveying the same planes as Fig. 2, shows the stream-
tube deflection model applied to a wing–propeller system placed 
at incidence. The two-segment streamtube axis is clearly visible.

It must certainly be expected that the non-smooth variation in 
streamtube axis angle in this model introduces small errors, as 
does neglecting flow distortion. Nevertheless, the approach was 
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Fig. 3. Streamtube deflection model flowchart.

Fig. 4. Streamtube deflection influenced by wing presence: three quarter view (left) and side view (right).

Fig. 5. Swirl recovery factor variation with wing twist distribution. (For interpretation of the references to color in this figure, the reader is referred to the web version of 
this article.)
demonstrated to dramatically improve the accuracy of the model 
in comparison to a one-way interaction analysis that neglects the 
wing induced effects on the slipstream, as shown is in the valida-
tion case presented in Section 2.4.

Another innovative analysis routine was developed to account 
for the swirl recovery effect. Superimposing the entire propeller 
swirl—as predicted by the isolated propeller aerodynamics model—
with results from the wing VLM code would be physically in-
correct: the wing stator vane effect alters the slipstream veloc-
ity field that the wing itself perceives. For example, Veldhuis [4]
noted the need for halving propeller tangential velocities before 
imposing them on a trailing wing in order to properly match ex-
perimental results. He proposed a constant reduction factor of 0.5. 
However this approach is insensitive to wing geometry and oper-
ating conditions and represents a limitation in the present work, 
especially in the context of an optimization routine designed to 
best take advantage of propeller slipstream effects in wing design. 
For this reason, an active routine was developed to compute an 
appropriate scaling factor for each configuration and flow condi-
tion.
This routine is constructed as follows. First, a flow survey pro-
cedure is used to compute the kinetic rotational energy (E Krot ) 
present within the streamtube boundaries due to the combination 
of propeller and wing induced velocities. This flow survey is car-
ried out at several stations from propeller plane to wing trailing 
edge. This procedure makes it possible to determine the fraction 
of the isolated propeller E Krot remaining at each station. All the 
recorded values are averaged, resulting in a unique aggregate mea-
sure representing the fraction of kinetic rotational energy the wing 
effectively perceives. The squared root of this aggregate measure 
was adopted as a scaling factor to be applied to the propeller tan-
gential induced velocities before superimposing them in the wing 
tool in the subsequent iteration. The routine thus consists of two 
steps: first, performing a swirl recovery analysis, and second, im-
posing the scaled values of the swirl velocities on the wing analy-
sis.

To provide a visual representation of the swirl recovery phe-
nomenon and its effects, Fig. 5 shows the effective E Krot fraction 
perceived by the wing as predicted by the described approach for 
different wing twist distributions. In particular, two wing sections 
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Fig. 6. PROWIM local lift coefficient distribution: 0 deg incidence (left) and 4 deg incidence (right).

Fig. 7. One way vs full interaction model.
placed one radius inboard and one radius outboard of the pro-
peller axis, respectively, were twisted from −6 to +6 degrees. The 
propeller axis, constructively locked to the wing twist, always as-
sumed an incidence equal to the mean value of the twists of the 
two sections.

This example clearly reflects physically predictable trends: 
when the wing sections are more aligned with the incoming pro-
peller flow, as happens when the inner twist is negative and the 
outer is positive (the propeller features inboard-up rotation) the 
swirl recovery occurs to a much lesser extent. On the other hand, 
when opposite wing twist distributions are employed, the field of 
velocities induced by the wing greatly counteracts the incoming 
swirl, dampening it by up to 70%.

2.4. Aerodynamics routine validation

The complete wing–propeller integration analysis model was 
validated against results of the PROWIM wind tunnel campaign 
carried out by Veldhuis [4]. The PROWIM wind tunnel model fea-
tured a straight uncambered wing blown by a tractor propeller. 
The propeller featured zero constructive incidence with respect to 
the wing.

The validation was run with 43 spanwise and 15 chordwise 
VLM panels and an 18 section strip analysis for viscous drag pre-
diction. These grid densities were determined through a grid con-
vergence study, and the span-wise spacing in the blown portion of 
the wing was always set equal to half that of the spacing in the 
unblown portions of the wing.

Fig. 6 reports the lift predictions compared to experimental data 
for the 0 deg and 4 deg incidence cases. Both inboard up and 
outboard up rotation (“IU” and “OU” in the labels) cases are pre-
sented. The code can be seen to approximate the lift distribution 
very well, with a minor inaccuracy visible in the region closer to 
the propeller hub. This inaccuracy is explained by the presence of 
a nacelle in the PROWIM wing, which was not modeled in our 
computational approach.

Further evidence of the successful implementation of the full in-
teraction analysis in the present work through the development of 
the streamtube deflection model and the swirl recovery model can 
be seen in Fig. 7. This figure shows the predicted lift distribution 
obtained with the full-interaction model (solid line) along with the 
results obtained by neglecting wing influence on the streamtube 
development and the results obtained by including wing effects on 
streamtube deflection but not on swirl recovery. The results are 
presented for the 4 deg incidence outboard-up rotation case. The 
improvement in prediction accuracy of the full interaction model 
is striking.

Despite the lack of experimental drag data, we note how our 
method reflects the underlying phenomena affecting both profile 
and induced drag. By examining Fig. 8 for instance, representing 
the 4 deg incidence OU case, scrubbing drag effects can indeed 
be noted as a local increase in profile drag coefficient in the slip-
stream blown portion of the wing. From an induced drag perspec-
tive, a dramatic reduction in induced drag coefficient is achieved in 
the wing portion trailing the up-going blade side of the propeller. 
The induced drag value even becomes even negative in certain re-
gions, indicating a net thrust contribution. This behavior confirms 
the studies of [4], [22], [5] and others which state that the locally 
increased angle of attack causes the lift vector not only to increase 
in magnitude but also to tilt forward.

2.5. Other models in the multi-disciplinary analysis

The aerodynamic tools described above allow for the evaluation 
of overall lift (wing + propeller), drag, thrust, and power for par-
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Fig. 8. PROWIM local drag coefficient distribution.

Fig. 9. Wing total weight vs wing-box weight regression for EMWET.
ticular wing and propeller designs. To evaluate fuel burn at cruise 
for an aircraft with a given propeller and wing design, the follow-
ing additional routines were implemented:

• A performance routine, making use of the Breguet range equa-
tion to compute cruise fuel consumption.

• A trimming routine, based on the aircraft cruise weight, that 
computes the consequent total drag. A fixed drag term was 
adopted in order to account for all the non-wing contributions 
(fuselage, tail, and other drag sources).

• A wing weight route to estimate the weight effects of changes 
in the wing planform and airfoil design parameters that occur 
during the multi-disciplinary optimization.

• A weight routine, computing Maximum Take-off Weight
(MTOW) and cruise aircraft weight. The fuel fraction method 
was adopted in this context, and MTOW was computed as the 
sum of fuel weight, wing weight and a fixed term account-
ing for all the non-wing contributions (payload and fuselage 
weights among others).

The wing weight routine is particularly important because of 
its close coupling with the wing design parameters and aerody-
namic loads. The EMWET structural model, a class II and 1/2 tool 
developed by Elham et al. [23] was deemed the most appropriate 
tool for this purpose. It is based on strength analysis of wing box 
structures augmented with empirical relationships. In its underly-
ing procedure, the weight of the most relevant elements of the 
wing primary structure, such as spar webs and equivalent pan-
els, is estimated analytically according to optimum structure siz-
ing. Span-wise lift and twisting moment distributions are obtained 
from the VLM code run at a critical condition dependent on the 
specific aircraft’s V–n diagram. Subsequently, the required thick-
ness of structural components is determined by referring to known 
material properties, which also allow for the evaluation of weight. 
The aggregate weight of all the remaining elements is computed 
empirically via statistical regression based on the obtained ana-
lytic results. The code accounts only for static load conditions, thus 
assuming that critical sizing loads are not related to aeroelastic ef-
fects.

The original formulation of EMWET was calibrated for accuracy 
for large commercial airliners. Modifications were required both 
in the analytic wing box sizing, originally complying with CS-25 
regulations and thus requiring the generation of new V–n diagrams 
for CS-23, and in the regression coefficients adopted, which were 
estimated from a customized database of GA aircraft developed as 
part of this research. Fig. 9 shows the linear regression obtained 
for a few general aviation aircraft whose coefficients are reported 
in Eq. (15).

W wing = 84.6108 + 2.4589 · W wingbox (15)

Fig. 10 presents the design structure matrix combining all 
the disciplinary analyses described and indicates the three nested 
loops required to converge to the correct streamtube deflection an-
gle, aircraft angle of attack, and propeller pitch and thrust.

3. Optimization problem

Having developed the full multidisciplinary analysis model, the 
next step to be performed in pursuit of the research objective is its 
integration in an MDO framework capable of discovering improved 
designs. The optimization problem for this work is formulated as 
follows:
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Fig. 10. Design structure matrix for the optimization problem.

Fig. 11. Tecnam P2012 [24].
min
W f uel(x)

W f uel0

with respect to x

s.t.
MT O W /S w

MT O W0/S w0
− 1 ≤ 0

V f uel

Vtanks
− 1 ≤ 0

MT O W

MT O W0
− 1 ≤ 0

xl
i ≤ xi ≤ xu

i i = 1 ... 31

(16)

In the formulation, the objective W f uel is the computed total 
fuel weight required for a certain design to achieve a prescribed 
range. The subscript 0 indicates values pertaining to the baseline 
design. MT O W and S w are the Maximum Take-Off Weight and 
wing area, respectively. V f uel and Vtanks are the values of required 
and available fuel tank volume, respectively. Three inequality con-
straints are prescribed to prevent the baseline aircraft wing loading 
and MTOW from being exceeded and assuring that the predicted 
fuel volume fits in the wing fuel tanks. The constraint on wing 
loading was meant to achieve an optimal design featuring a stall 
speed smaller or equal to the baseline aircraft. An upper bound 
was set on MTOW because, although potentially achieving a re-
duced fuel consumption, a heavier design would entail higher costs 
and risks. Moreover, the analysis tool set lacked an appropriate es-
timation of the snowball effect of a heavier wing on other aircraft 
components such as landing gear, fuselage, and tail.

In order to build credibility in the analysis by comparison to 
an known configuration, an existing aircraft, the Tecnam P2012, 
was chosen as a baseline design, see Fig. 11. The Tecnam P2012 
is a CS-23 to be certified twin-prop commuter aircraft, powered 
by two Lycoming TEO engines and capable of carrying up to nine 
passengers. This aircraft was chosen based on the suitability of 
its subsonic cruise speed to the capabilities of the aerodynamic 
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Fig. 12. Baseline aircraft sections controlled by design variables.

tools, and for the relevance of wing–propeller interaction on its 
overall performance. The geometry data, typical speeds, and key 
performance parameters were obtained from the official company 
website [24].

The design variables, x, for the optimization included the wing 
planform design parameters and airfoil shape parameters. The air-
foils are parametrized using the Class Shape Transformation (CST) 
method [25]. In particular, 31 variables were defined to control the 
planform chord and twist distributions, the wing span, and air-
foil shapes. The variables are described in the following based on 
Fig. 12.

• Chord of S1 (root), S4 (kink) and S6 (tip)
• Twist of S2, S5 (edges of propeller projection), and S6.
• Wing span defined as spanwise distance between S6 and S5.
• 8 CST coefficients shaping the S1 airfoil (4 CST coefficients for 

the upper surface and 4 CST coefficients for the lower surface)
• 8 CST coefficients shaping the S3 (engine section) airfoil
• 8 CST coefficients shaping the S6 airfoil

The propeller span-wise position was fixed to its original value, 
and its incidence was locked to that of the wing trailing section.

4. Surrogate models and optimization frameworks

An additional aspect of this research was the assessment of 
the most suitable surrogate models for improving the performance 
for the optimization problem stated in Section 3. Three model-
ing techniques were examined, namely Response Surface Models 
(RSM), Radial Basis Functions (RBF) and Kriging. Both the RSM 
and RBF procedures were coded in vectorized form and with an-
alytic derivatives calculation in the MATLAB environment, and the 
open source MATLAB ooDACE toolbox by Couckuyt, Dhaene and 
Demeester [26] was chosen to implement the Kriging procedure.

From the optimization problem formulation in Eq. (16), it can 
be observed that surrogate models need to be built not only for 
the objective function but also for the metrics involved in the con-
straint functions. Surrogate models were therefore constructed for 
following four functions:
Table 1
Error metrics and training time for different surrogate models of normalized fuel 
weight obtained with the split sample approach.

RSM RBF Kriging

RMSE 0.0194 0.0198 0.0077
MAX rel 0.0559 0.0624 0.0221
R2 0.8115 0.8033 0.9701
Training time [s] 0.0098 0.0231 106.45

• W f ueltot
W f ueltot0

• V f uel
Vtanks

• MT O W /S w
MT O W0/S w0

• MT O W
MT O W0

Before adopting any surrogate in an optimization solution pro-
cedure, one should assess the accuracy of the model via commonly 
accepted metrics. According to the split sample [27] approach, the 
entire sampling set of data should be split in two subgroups, 
namely the training set, upon which the surrogate is built, and the 
testing set, for which the surrogate prediction is compared with the 
real function values. Three metrics were adopted to measure the 
models accuracy, namely the Root Mean Square Error (RMSE), the 
Maximum Absolute Error (MAX), and the R square value (R2) [28].

As an example of the implemented procedure, the following 
results represent a split sample performed on different W f ueltot

W f ueltot0
surrogates. A 350 points Latin Hypercube database was chosen in 
line with typical suggestions for a minimum reasonable number of 
samples (e.g. Jones suggests at least 10 samples per variable [29]), 
and a 20% testing set was selected based on common practice [30]. 
A second order RSM, an RBF with cubic basis functions, and a 
Gaussian covariance function based Kriging model were compared. 
Table 1 reports the values of error metrics and training time for 
each of the three models. The training was performed on a ma-
chine featuring a 2.4 GHz processor and 8 GB of RAM.

A significant difference which can be noticed between the mod-
els is their training complexity and time. The RSM and RBF meth-
ods are based on the multiple linear regression technique in which 
the most computationally demanding step is the evaluation of a 
matrix inverse or pseudo-inverse. A complete RSM or RBF surro-
gate model can therefore be built in a fraction of a second. On the 
other hand, Kriging models are trained via a complex optimization 
problem to determine the values of the model’s hyperparameters 
[31]. This training procedure can take up to several minutes. How-
ever, the predictive accuracy obtained with Kriging models even 
with very limited sets of training points is striking compared to 
the other models, as can be noted by comparing the error metrics 
presented in Table 1.

When applying surrogate modeling to optimization, accuracy is 
not the only factor to be considered. Especially when envisioning 
the implementation of model refinement procedures during the 
optimization process, training time plays a crucial role. The consid-
eration that surrogate models for four different responses needed 
to be built for the present optimization problem indicated that the 
long training time requirement for Kriging might present a con-
siderable limitation to its applicability for on-line refinement. The 
suitability of Kriging in this context was evaluated empirically in 
example optimization studies.

The present work adopted two different surrogate based frame-
works, both featuring on-line model refinement, and following a 
routine which can be represented with the flowchart in Fig. 13. 
After the generation of an initial sample set with a suitable De-
sign of Experiments (DoE) and the construction of initial surro-
gate models, an optimizer is run with the surrogates, resulting 
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Fig. 13. Generic surrogate-based optimization framework flowchart.

in a candidate optimum with predicted objective and constraint 
values. The original MDA itself is subsequently run at the candi-
date design point, and certain metrics are assessed to determine 
the accuracy of the surrogate predictions and/or the performance 
improvement achieved. Similar metrics are adopted as stopping 
criteria of an iterative routine to determine whether the currently-
identified design should be accepted as the estimate of the opti-
mum or whether the response from the full MDA should instead 
be added to the samples set, the models updated and re-trained, 
and the optimization carried out again.

The first implemented framework was the searching surrogate 
models approach by Hahn and Zhang [32]. Referring to Fig. 13, 
this framework adopts a local optimization algorithm with the 
same objective function as the main problem statement. Such a 
framework provides local searching capabilities, due to the com-
bined adoption of a local optimizer and the fact that surrogate 
refinements occur only at already promising designs—designs near 
which, at least according to the best available surrogates, a local 
minimum is present.

The second framework implemented in the present work makes 
it possible to perform a global optimization through the balanc-
ing of exploration and exploitation [27,33]. This approach is the 
Efficient Global Optimization (EGO) method by Jones [29], which 
relies on the capability of surrogate models such as Kriging to pro-
vide a measure for uncertainty at any point in the design space. 
At each iteration of such a framework, an unconstrained global op-
timization is performed in order to maximize a so-called Expected 
Improvement (EI) function. The maximization entails the simultane-
ous search for better–performing designs according to the present 
model and for points in areas of the design space where the model 
uncertainty is the highest. When dealing with constrained opti-
mization problems, the expected improvement function is multi-
plied by an estimation of the probability of satisfaction of each 
constraint, under the assumption that constraints and objective are 
statistically uncorrelated [34]. The term probability is here related 
to the stochastic nature of models such as Kriging, which, at any 
point in the design space, provide a prediction of the mean value 
and variance of a response.

For each of the frameworks, all the optimizations run in the 
present work were carried out with a multi-disciplinary feasible 
(MDF) architecture [35], in which each iteration of the optimiza-
tion problem is run on a fully consistent design. For all algorithms, 
a constraint tolerance of 10−4 was applied.

5. Results

Four optimizations were performed in the present work:

1. A non-surrogate-based optimization leveraging sequential qua-
dratic programming (SQP) using the original MDA.

2. An RBF-based searching surrogate model, making use of the 
SQP optimization algorithm.

3. A Kriging-based searching surrogate model, again, making use 
of the SQP optimization algorithm.

4. An EGO approach, making use of a genetic algorithm (GA).

In the RBF-based optimization, the models with the best-
performing basis function were selected. For the Kriging model, 
a Gaussian correlation function used. For the EGO approach, the 
same Kriging model was leveraged, and the MATLAB genetic algo-
rithm routine was used to maximize the EI at each iteration.

The direct optimization of the MDA with SQP was viewed as the 
yardstick against which the other local optimizations were eval-
uated. All three surrogate-based optimizations were run starting 
with the 350 sample Latin hypercube design previously described. 
The two searching surrogate optimizations were carried out with 
the MATLAB SQP as the inner optimization algorithm and were set 
to stop when the relative improvement over subsequently deter-
mined feasible optima decreased below a tolerance of 10−4.

When dealing with global optimizations such as the one im-
plemented with the EGO approach, this approach to a stopping 
criterion cannot be applied, as subsequent designs can differ sub-
stantially. In this context, a maximum number of 200 stall itera-
tions—subsequent iterations in which the optimizer failed at find-
ing better performing feasible designs—was adopted as a stopping 
criterion.

The following discussion of the results refers to the data re-
ported in Table 2, showing key performance indicators of the 
optimizations, and Figs. 14 through 20, showing key features of 
the optimal designs such as lift, drag, and pressure distributions, 
wing planform shapes, twist distributions, and airfoils shapes. It 
should be noted that the total times of the optimizations except 
direct SQP, include the time of generating the initial set of samples 
(16.04 h) plus the time of the optimization as shown in Table 2.

From Table 2, one can observe that all the described optimiza-
tions successfully found better–performing designs, resulting in to-
tal fuel savings ranging from 5.3% to 6.8%. The best performing 
design was found by the EGO approach, while the searching RBF 
yielded the lowest improvement. Despite the resulting designs be-
ing different, the trends in the results showed several similarities. 
In particular, all of the optima had the following features in com-
parison to the baseline Tecnam P2012 design:
Table 2
Summary of optimizations key performance parameters.

Direct SQP Search RBF Search Kriging EGO

Fuel savings 5.753% 5.297% 6.708% 6.818%
Total time 31.2 h 16.04 h + 3.25 h 16.04 h + 7.03 h 16.04 h + 55.41 h
Iterations 24 79 104 554
Fcn calls 884 429 454 904
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Fig. 14. Wing planform and twist distribution for baseline and optimal designs.

Fig. 15. Spanwise lift and drag components distributions for baseline and optimal designs.
• Higher wing span and aspect ratio, resulting in a lower span 
loading and thus lower induced drag (Di in Fig. 15).

• Adjusted wing twist or airfoil camber to better align the blown 
sections of the wing with the incoming flow from the pro-
peller, which allowed for a reduction in inviscid drag Di .

• More triangular lift distribution compared to the baseline, 
reflecting the effect of the wing structural weight and the 
MTOW constraint.

• Increase in all the airfoil thickness-to-chord ratios, with the 
greatest increase at the wing root, to counterbalance the effect 
on wing weight caused by a longer span.

• Sharper leading edges and an afterward shift of the maximum 
thickness location for airfoils at all spanwise stations, allow-
ing for increased laminarity and thus reduced skin-friction and 
pressure drag (Dsf and D press in Fig. 15). In many cases, these 
effects were also achieved by introducing a negative camber 
(reflex) in the aft portion of profiles (see Figs. 16 through 19), 
to extend the favorable pressure gradient on the lower surface 
as far afterward as possible, as apparent in Fig. 20.

• Increase in average camber of the blown sections of the 
wing, reflecting findings of authors such as Veldhuis [4], who 
demonstrated that lower wing induced drag can be achieved 
when a tractor propeller is inclined downward with respect to 
the trailing wing. Because the propeller incidence was locked 
in our routine to the incidence of the wing engine section, the 
increase in airfoil camber reflected the natural tendency of the 
optimizer to mimic this downward tilting of the propeller.

6. Conclusions

The present work was motivated by the lack of past published 
research in the area of MDO for optimizing wing designs with 
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Fig. 16. Optimal airfoils direct SQP.

Fig. 17. Optimal airfoils searching RBF.

consideration of wing–propeller interactions. The research objec-
tive was to build appropriate analysis tools to model the most 
relevant effects of the aerodynamic interaction, integrate the tools 
into an MDA, and develop suitable optimization architectures en-
hanced by surrogate models. In this research, new physics-based 
and semi-empirical approaches to perform a full interaction anal-
ysis of wing–propeller aerodynamics were developed, including 
routines to model propeller streamtube deflection and wing swirl 
recovery.

The results make it possible to draw some important con-
clusions about the implementation of surrogate based local op-
timization frameworks for our problem of wing design with 
Fig. 18. Optimal airfoils Searching Kriging.

Fig. 19. Optimal airfoils EGO.

propeller–wing interaction. First, satisfactory performance can only 
be achieved by a combination of two factors, namely suitable sur-
rogate models and the generation of a DOE with sufficiently wide 
bounds. RBF models were shown to be not well suited to the prob-
lem, as reflected both by the rather poor fuel weight error metrics 
and by the optima achieved in the frameworks using RBF models. 
Kriging models, however, demonstrated a very high accuracy, and 
both Kriging based SQP searching surrogate models and the EGO 
approach resulted in better optimum points.

It should be concluded that satisfactory results with surrogate 
based optimization can only be obtained with a design of ex-
periments with adequate sampling density and bounds and with 
suitable surrogate models available at the beginning of the opti-
mization process. In this respect, radial basis function surrogates 
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Fig. 20. Optimal designs’ pressure coefficient distributions at two significant slipstream blown sections: 0.45 m inboard (left figure) and 0.45 m outboard (right figure) of 
propeller axis.
were deemed less suitable for our problem in comparison to other 
surrogate model types, and, in particular, for capturing the effects 
of airfoil CST shape parameters. Conversely, surrogate validation 
and the optimization results demonstrated that Kriging resulted in 
the greatest accuracy and suitability for our analysis. The imple-
mentation of a strategy for infrequent updating of Kriging hyper-
parameters was also shown to considerably limit time costs while 
retaining satisfactory accuracy.

The EGO approach was found to demonstrate satisfactory per-
formance when compared to a direct global optimization. In the 
context of the present analysis, in which limited multi-modal be-
havior was observed, the Kriging-based searching surrogate models 
framework performing a local search was deemed the most prefer-
able approach, both in terms of objective function improvement 
and in terms of computational time required.
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