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Propositions

accompanying the dissertation

BIOMOLECULE ELECTROTRANSFER TO MAMMALIAN CELLS

by

Aswin MURALIDHARAN

1. The electroporation theory based on energetic costs of local membrane electro-
pore opening fails to describe the added energy costs from anchored cytoskeletal
networks.
This proposition pertains to chapter 2 of this thesis.

2. It is not the DNA size but what it encounters in the cytosol which governs the in-
tracellular electrotransferred DNA cargo transport.
This proposition pertains to chapter 3 of this thesis.

3. A unified theory of electro-transfection will include the DNA size-dependent DNA-
membrane complex formation and cell line dependent intracellular activity.
This proposition pertains to chapter 3 of this thesis and Sachdev et al., BBA Biomembranes,

2020.

4. Scale-up is best achieved through continuous processing, that holds for localized
electroporation.

5. Electroporation theoretical models help predict whether the cell membrane is per-
meabilized but do not help predict the associated molecule transport kinetics.

6. The global rollout of biomolecule electrotransfer in clinics will be governed by cost
rather than the high efficiency and control that localized electroporation devices
promise.
Based on ElectroPen (Byagathvalli et. al., PLoS Biology, 2020) and ePatch (Xia et. al., PNAS,

2021)

7. Therapeutic promise of CRISPR-Cas9 will be met only when difficulty in delivering
the required biomolecules in vivo is addressed.

8. Target specifications come first, and research questions second when it comes to
development of new technologies.

9. The COVID-19 pandemic has shown that in-person mega-conferences are a waste
of taxpayer money.

10. Lack of scores for gender diversity in the university rankings is the cause of gender
inequality among university principal investigators.

These propositions are regarded as opposable and defendable, and have been approved
as such by the promotors Dr. P.E. Boukany and Prof. dr. ir. M.T. Kreutzer
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SUMMARY

Delivery of biomolecules using pulsed electric fields or electrotransfer has applications
such as biomedical engineering, bioprocess engineering and genomic engineering. When
a cell is placed in an electric field, the induced transmembrane voltage catalyzes the
formation of pores on the cell membrane. This enables the delivery of otherwise cell
membrane-impermeable molecules to the cells. Despite the broad significance, a com-
plete biophysical understanding of electrotransfer at a subcellular level and a translation
of electroporation as a high-throughput and high-efficiency technique is still lacking.

In this dissertation: (i) we unravel how actin networks regulate the cell membrane
electropermeability, (ii) we reveal the intracellular biophysical transport mechanisms of
electrotransferred DNA cargo, (iii) we present a localized electroporation device where
cells are trapped in regions of high electric fields by the flow.

Experiments were performed on mammalian cells to understand how the intracellu-
lar cytoskeletal networks are involved in cell membrane electropermeability in chapter 2.
We demonstrated that the chemical disruption of actin networks lead to reduced energy
barrier of electropore formation. This means, for the same applied trans-membrane
voltage, a cell with disrupted actin networks displays enhanced pore formation. Hence,
increased permeability of the cell membrane to small impermeable molecules was ob-
served upon actin disruption. This discovery highlights the importance of including the
interaction of cytoskeletal and membrane proteins in theoretical electroporation models
for obtaining predictive power over biomolecule electrotransfer. Furthermore, our eval-
uation of temperature-dependent uptake kinetics of DNA binding fluorophores provides
a method to directly evaluate the contribution of different (sub)cellular components to
the energy barrier of membrane pore formation.

In chapter 3, we electrotransferred DNA fragments of different sizes to various mam-
malian cell lines and monitored their intracellular transport. We demonstrated that co-
existing ergodic and non-ergodic anomalous diffusion govern electrotransferred DNA
cargo transport. The anomalous exponent is independent of DNA size, while the ap-
parent diffusion coefficient decreases with DNA size. In contrast, DNA cargo transport
anomalous exponent depends on the cancer state of the cell, but the apparent diffusion
coefficient is independent. The metastatic cells have a higher propensity to display su-
perdiffusive motion than malignant and benign cells. Our findings provide new insights
to develop theoretical models for mass transport during DNA electrotransfer.

We finally developed a localized electroporation device by fabricating a microtrap ar-
ray inside a microfluidic device in chapter 4. The microtrap array amplifies applied elec-
tric fields at the trap apertures. When cells are supplied to this device, they are trapped
at high electric fields. We used numerical calculations to prove that our device enables
localized electroporation. These simulations will allow the rational design of localized
electroporation in the future. The localized electroporation enables us to deliver small
molecules and protein-encoding plasmids without compromising cell viability. The in-
sulating PDMS pillars shield a significant part of the cell membrane from the applied
electric fields. Furthermore, our device requires much lower voltages to electroporate
cells than bulk electroporation due to the concentrated electric fields at the microtrap

ix
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apertures. Our device is a proof of concept towards a simple continuous high through-
put electroporation.



SAMENVATTING

Het afleveren van biomoleculen met behulp van gepulseerde elektrische velden of elek-
trotransfer heeft verscheidene toepassingen, denk hierbij aan biomedische engineering,
bioproces engineering en genomische engineering. Wanneer een cel geplaatst wordt
in een elektrisch veld katalyseert de geïnduceerde transmembraanspanning de forma-
tie van poriën in het celmembraan. Dit maakt de levering van normaal gesproken cel-
membraan ondoordringbare moleculen aan de cel mogelijk. Ondanks het vele gebruik
van deze techniek is er nog geen biofysisch begrip van elektrotransfer op subcellulair
niveau en ook geen vorm van elektroporatie als een techniek met high-throughput en
high-efficiency.

In dit proefschrift, i ontrafelen we hoe actinenetwerken de elektropermeabiliteit van
een celmembraan regelen, ii we onthullen de werking van intracelullulaire biofysische
transportmechanismen van geëlektroforeerde DNA ladingen, iii en presenteren we een
lokaal-elektroporatie toestel waarbij cellen worden vastgehouden in regio’s met hogere
elektrische velden met behulp van spanning.

De experimenten werden uitgevoerd op zoogdiercellen om op deze manier in te zien
hoe de intracellulaire cytoskeletnetwerken betrokken zijn bij de elektropermeabiliteit
van het celmembraan in hoofdstuk 2. We toonden aan dat chemische verstoring van ac-
tinenetwerken leidt tot een lagere energiebehoefte bij het vormen van elektroporiën. Dit
betekent dat bij eenzelfde toegepaste transmembraanspanning een cel met verstoorde
actinenetwerken verhoogde poriënvorming vertoont. Vandaar dat er een verhoogde
permeabiliteit van het celmembraan voor normaliter ondoordringbare moleculen werd
waargenomen bij actineverstoringen. Deze ontdekking toont het belang van het opne-
men van interacties tussen het cytoskelet en membraaneiwitten in theoretische elek-
troporatiemodellen voor het voorspellen van de benodigde vermogen voor de elektro-
transfer van biomoleculen. Verder biedt onze beschouwing van temperatuurafhanke-
lijke opnamekinetiek van DNA bindende fluorforen een methode aan om de bijdrage
van verschillende (sub)celullaire componenten aan de energiebarrière van membraan-
porievorming direct te kunnen inzien.

In hoofdstuk 3 hebben we DNA-fragmenten van verschillende grootte getranspor-
teerd naar verschillende zoogdiercellijnen door middel van elektroporatie en elektro-
overdracht, hierbij werden deze DNA fragmenten gemonitord. We toonden aan dat er te-
gelijkertijd sprake is van ergodische en niet-ergodische anomale diffusie bij het transport
van de DNA-fragmenten. De anomale exponent is onafhankelijk van het DNA grootte
terwijl de schijnbare diffusiecoëfficiënt afneemt naarmate de DNA-fragmenten groter
worden. Daarentegen hangt de anomale exponent van het DNA-transport af van de
‘kanker-staat’ van de cel, waarbij de schijnbare diffusie coëfficiënt onafhankelijk is van
deze. De metastatische cellen hebben een grotere neiging om superdiffusieve bewegin-
gen te vertonen in vergelijking met andere kwaadaardige- en goedaardige cellen. Onze
bevindingen geven nieuwe inzichten voor het ontwikkelen van theoretische modellen
voor massatransport van moleculen tijdens DNA-elektrotransport.

Als laatste hebben we een elektroporatie apparaat ontwikkeld voor specifieke lokale
elektroporatie in cellen, hiervoor is een micro-elektrode reeks (microtrap) in een micro-
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xii SAMENVATTING

fluïdisch apparaat geplaatst in hoofdstuk 4. Deze microtrap versterkt toegepaste elektri-
sche velden op de openingen van de ‘val’. Als cellen worden toegevoegd aan dit apparaat
worden ze gevangen door deze toegepaste elektrische velden. We hebben numerieke
berekeningen gebruikt om aan te tonen dat ons apparaat gelokaliseerde elektroporatie
mogelijk maakt. Dankzij deze simulaties is het in de toekomst mogelijk om apparaten
voor specifieke en lokale elektroporatie te ontwikkelen. Lokale elektroporatie stelt ons
namelijk in staat om kleine moleculen en eiwitcoderende plasmiden af te leveren in cel-
len zonder de levensvatbaarheid van deze cellen aan te tasten. De isolerende PDMS-
pijlers schermen een aanzienlijk deel van het celmembraan af van de elektrische velden
waardoor het membraan op specifieke lokale plekken permeabel wordt. Bovendien ver-
eist ons apparaat een veel lagere spanning om de cellen te elektroporeren in tegenstel-
ling tot massa-elektroporatie dankzij de geconcentreerde elektrische velden bij alleen de
openingen van de microtrap. Ons apparaat is een ‘proof of concept’ in de richting van
versimpelde en high-throughput elektroporatie.



1
INTRODUCTION AND OVERVIEW

Safe and controlled delivery of exogenous cargo to living cells is of importance for biomed-
ical and bio-engineering applications such as chemotherapy, gene therapy/editing, vac-
cination. To do so, the cargo should translocate across the cell membrane which protects
the intracellular contents from the extracellular environment [1–3]. Pulsed electric fields
allows us to deliver naked exogenous (bio)-molecules which are otherwise impermeable
to the cell membrane by transiently permeabilizing the cell membrane [4–6]. The pro-
cess of permeabilizing cell membrane using pulsed electric field is commonly referred
to as electroporation1 or electropermeabilization. The process of using pulsed electric
fields to transfer an exogenous (bio)-molecule from the extracellular environment to in-
tracellular environment is called electrotransfer.

(Bio)-molecules with sizes ranging from 1 nm (small molecules) to ∼ 100 nm (plas-
mid DNA) can be electrotransferred to a variety of mammalian cell types ranging from
cancer cells to immune cells [3]. For instance, potency of molecules with anticancer
properties such as calcium (∼ 0.2 nm) [7–9], cisplatin (∼ 0.6 nm) [10, 11] and bleomycin
(∼ 2 nm) [12, 13] can be enhanced significantly by electrotransfer both in vitro and in
vivo. This effect is utilized for cancer treatment using electro-chemotherapy [14–16].
Electrotransfer of cas9 ribonucleoproteins (> 10 nm) has been successfully employed for
gene editing in therapeutically relevant cells such as human T cells and induced pluripo-
tent stem cells [17–19]. Similarly, successful gene expression has been demonstrated
through electrotransfer of nucleic acids such as RNA (∼ 10 nm ) and plasmid DNA (size
of a 5000 bp plasmid is ∼ 100 nm) encoding genes for various proteins such as fluo-
rescent proteins [20, 21], tumor antigens [21], chimeric antigen receptors [22, 23], viral
oncoproteins [24], and viral glycoproteins in the spike assembly [25, 26]. The wide range
of effects and functionality that can be introduced to different cells by electrotransfer
of (bio)-molecules (with different sizes) makes it an indispensable tool in basic cell re-
search, bio-manufacturing and therapeutic applications. Despite it’s technical simplic-
ity and wide applicability, the extensive range of parameters (for eg : electric pulse pa-
rameters such as electric field strength, pulse duration, and number of pulses, a variety
of cell types and cargo types) makes optimisation of (bio)-molecule electrotransfer diffi-
cult.

1The term electroporation was coined by Neumann and colleagues in 1982 in their article to explain enhanced
penetration of foreign DNA into living cells in the presence of electric fields.
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2 1. INTRODUCTION AND OVERVIEW

In this dissertation, following scientific research questions that pertain to electro-
transfer are answered as individual chapters:

1. Can the cytoskeleton influence the cell membrane permeability during electropo-
ration? (Chapter 2)

2. What is the influence of DNA size and cell type on the intracellular electrotrans-
ferred DNA cargo transport? (Chapter 3)

The following technological development is also introduced in this dissertation:

1. A lab on a chip device to perform localized electroporation in which the cells are
hydrodynamically directed to and trapped in regions of high electric field strength
is fabricated. (Chapter 4)

A brief background on the response of living cells to electric fields and the research gaps
which are addressed in this dissertation is provided in the following sections.

1.1. RESPONSE OF LIVING CELLS TO ELECTRIC FIELDS
Living cell membranes display enhanced permeability to several (bio)-molecules when
placed in externally applied pulsed electric fields. While several explanations for the
(electro)-permeability of cell membranes were proposed, broad consensus today is that
creation of aqueous (electro)-pores in the cell membranes lead to the enhanced perme-
ability as schematically depicted in Fig. 1.1(a) [27–34]. These aqueous pores are stochas-
tically created in the cell membrane even in the absence of applied electric fields [35].
Upon application of electric fields, a trans-membrane voltage is developed [36–38] which
enhances the rate of formation of the pores in the cell membrane for better thermody-
namic stability [29, 32, 39, 40]. The induced transmembrane voltage is dependent on the
size of the cell size, shape, position with respect to the applied electric field and applied
electric field. The maximum transmembrane voltage is found at the two poles parallel
to the applied electric field and minimum at the poles perpendicular to the direction of
the electric field [41–45]. A detectable permeability of the cell membrane is observed at
locations corresponding to high transmembrane voltage. The increased permeability is
detected by enhanced conductivity of the cell membrane or influx/efflux of molecules.
Small molecules such as propidium iodide obtain access to the cell from both the poles
facing the electrodes as shown in Fig. 1.1(b) [46]. In contrast, large negatively charged
molecules such as DNA form DNA membrane complexes on the side of the cell facing
the negative electrode upon electrotransfer as shown in Fig. 1.1(c) [47]. Upon removal
of the electric fields, the cell membrane discharges and goes back to its impermeable
state [37].

1.1.1. INDUCED TRANSMEMBRANE VOLTAGE
To estimate the transmembrane voltage, the potential distribution in the intracellular
and extracellular space should be estimated by solving the Laplace equation

∇· [(σi,e +εi,e)∇V ] = 0 (1.1)
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Figure 1.1: (a) Schematic representation of electroporation. A cell placed in an electric field display enhanced
permeability (dashed lines) on both poles facing the electrodes. The enhanced permeability is often attributed
to the formation of a population of pores (white circles) on the cell membrane as shown in the zoomed in
view. Reprinted with permission from [46]. (b) Electrotransfer of propidium iodide (shown in purple) display a
symmetric uptake from both the poles facing the electrode. Reprinted with permission from [46]. (c) Electro-
transfer of DNA leads to DNA-membrane complex formation on the side of cell facing the cathode (negative
electrode). Reprinted with permission from [47]. The scale bars represent 10 µm.

where σ is the electric conductivity, ε is the dielectric permittivity of the intracellular
(subscript i) and extracellular (subscript e) medium. The current density is continuous
across the cell membrane, so

n · J =Gm(Vm −Vrest)+GepVm +Cm
∂Vm

∂t
(1.2)

where n is the unit vector normal to the membrane surface, J is the electric current den-
sity across the membrane, where as Gm, Gep, Cm denote the passive membrane con-
ductance, conductance due to formation of pores in the membrane, and membrane ca-
pacitance respectively. The transmembrane voltage Vm corresponds to the difference
between the electric potentials on the two sides of the membrane Vm =Vi −Ve and Vrest

is the resting voltage. For a spherical cell of radius R with negligible cell membrane con-
ductivity, the induced transmembrane voltage can be estimated analytically as

Vm = 3

2
ER cosθ(1− t/τm) (1.3)

where E is the electric field and τm is the membrane charging time constant defined by

τm = Rεm

2d σiσe
σi+σe

+Rσm
(1.4)

and d is the membrane thickness,σm is the membrane conductivity and εm is the mem-
brane permittivity. Once the cell membrane electroporates, the assumption of negligi-
ble membrane conductivity is invalid and Vm has to be evaluated numerically. The main
features of the current electroporation models are described below.

1.1.2. CURRENT STATE OF THE ART OF ELECTROPORATION MODELS
To describe the cell membrane electroporation various theoretical models were devel-
oped [29]. The early models developed for planar lipid bilayer electroporation assume
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Figure 1.2: (a) Direct visualization of individual electropores in a droplet interface bilayer. With increasing
applied voltage (text in white), the number and size of pores increases. Reprinted with permission from [48].
(b) Schematic representation of the theory of electroporation. (left) The pore configurations are depicted in
this schematic. Thermal fluctuations cause an intact lipid bilayer to part and form a hydrophobic pore (1).
It becomes energetically more favorable to protect the hydrophobic core of the membrane to water at larger
radii and then a hydrophilic pore configuration is favored (2). (right) The corresponding free energy of the
pore for different pore radii is schematically represented. A free energy barrier φc→o governs formation of the
hydrophilic pore state. The free energy barrier is lowered by increasing voltage applied (Vapplied). Reprinted
with permissions from [49].

the membrane is permeabilized by the formation of a metastable transient aqueous pore
through an unstable hydrophobic pore. The initiation of permeability is considered to be
a process occurring within a timescale of few nanoseconds to microseconds [42, 48, 50].
The electropermeabilized cell membrane recovers to its initial impermeable state in a
time scale of few seconds to minutes [51–54]. Fig. 1.2(a) shows the pore formation pro-
cess when an electric field is applied is visualized in droplet interface bilayers under a
total internal reflection fluorescence microscope [48]. Theoretically this whole process
can be described by a pore energy scheme visually described in Fig. 1.2(b) [49]. The en-
ergy associated with the aqueous pore (often referred to as hydrophilic pore) of radius
r is a combination of reduction in the total system energy associated with removing a
circular membrane region (−πr 2Γ) and a gain in the total system energy associated with
formation of a new edge (2πrγ) [35]. Here Γ is the energy per unit area of the hydrophilic
lipid head groups (also called hydrophilic surface tension) and γ is the edge energy. The
net energy change of the membrane associated with formation of or a single pore of ra-
dius r in the absence of a transmembrane voltage is hence,

∆E = 2πrγ−πr 2Γ (1.5)

In the presence of a transmembrane voltage, the specific capacitance of the lipid mem-
brane is replaced with that of the aqueous medium. The net pore energy in presence of
transmembrane voltage is

∆E = 2πrγ−πr 2Γ−BV 2
m (1.6)
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The energy of the unstable hydrophobic pore in the presence of a transmembrane volt-
age is given by

∆E = 2πr dΓo
I1(r /λ)

I0(r /λ)
−BV 2

m (1.7)

where Ik is the modified Bessel function of the kth order, Γ0 is the hydrophobic surface
tension (from the hydrophobic tails), and λ is the characteristic length of the hydropho-
bic interactions (∼ 1 nm). The process of initiation and closure of electropores can hence
be described as a nucleation process requiring ∼ 10-45 kBT (where kB is the Boltzmann
constant) to form.

The flux of pores in the pore radius space is described by

∂n

∂t
=− ∂JP

∂rp
(1.8a)

JP =−Dp
∂n

∂rp
− Dp

kBT
n
∂∆E

∂rp
(1.8b)

where Jp denotes the pore flux in the their radii space, Dp the pore diffusion coefficient,
kB the Boltzmann constant, T the temperature, and n is a pore distribution function in
the pore radii space such that ndrp corresponds to the number of pores between pore
radii rp and rp+drp. This description of electropores, although computationally expen-
sive, provided opportunity to predict when and where pores form in the presence of an
applied electric field. Further modifications to equation 1.8 including asymptotic reduc-
tions allows us to obtain numerical simulations of electroporation in living cells aiding
experimentalists who estimate the response of cells to electric fields [38, 40, 55–57]. By
coupling mass transport models to the dynamics of electropores, we can numerically
estimate the molecular transport during electroporation [58]. However, kinetics of elec-
trotransfer observed in the numerical simulations deviate from experiments. A careful
comparison of numerical simulations with quantitative experimental data shows that
current theoretical models overestimates the electrophoretic transport during the pulse,
and significantly underestimates the diffusive transport observed after the pulse [59].
Considering current state of the art theories posit that cell membrane electroporation
is governed by the membrane mechanical properties, several research groups have be-
gun to explore the effects of different components associated with the cell membrane on
biomolecule electrotransfer to resolve this gap [60–63]. In chapter 2 of this dissertation,
we study the influence of actin network, a key regulator of cell membrane mechanical
properties, on the electrotransfer of small molecules.

1.1.3. MOLECULAR TRANSPORT DURING/AFTER ELECTROTRANSFER
Depending on the molecule size and charge one/multiple of the following mechanisms
dictate the molecular transport during/after electrotransfer : (i) Passive diffusion (ii) Ac-
tive transport (iii) Electrophoresis.

SMALL MOLECULE TRANSPORT DURING/AFTER ELECTROTRANSFER

Small molecules such as bleomycin and cisplatin display increase potency in their an-
ticancer properties when electrotransfered in vitro and in vivo. Transport of small fluo-
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rescent molecules allow us to detect and study electroporation using microscopic tech-
niques. Among the most frequently used dye molecules are nucleic acid binding fluo-
rophores such as propidium iodide, ethidium bromide, and YO-PRO-1 iodide [64]. These
are non-permeant molecules which can enter the cell upon electroporation and exhibit
a large enhancement in fluorescence by binding to the nucleic acids. This allows us to
obtain real time monitoring of electroporation and ability to obtain more insights on the
process. To do so we need to first understand their molecular transport during electro-
transfer.

Once the cell membrane is electro-permeabilized, small molecules enter the cell
through a combination of electrophoresis and diffusion till the cell membrane reseals [54].
Electrophoresis is dominant during the pulse while after the pulse the transport is pre-
dominantly diffusive. The relative contribution of electrophoresis and diffusion depends
on the charge and the size of the molecule, the pulse duration and the electric field
strength [54, 65, 66]. The charge, pulse duration and electric field promote electrophore-
sis while size of the molecule inversely affects the diffusion coefficient. Theoretically, the
transport of charged molecules can be described by the Nernst-Planck equation,

V

Sp

dc(t )

d t
=−DzF

RT
c(t )E︸ ︷︷ ︸

Electrophoresis

−D
dc(t )

d x︸ ︷︷ ︸
Diffusion

(1.9)

where V is the volume of the cell, Sp is the permeabilized area, c(t ) is the concentra-
tion of the molecule at time t , D is the diffusion coefficient, z is the electric charge of
the molecule, F is the Faraday constant, R is the universal gas constant, T is the abso-
lute temperature, and E is the applied electric field [54]. For a fast reacting fluorescent
molecule such as propidium iodide, equation 1.9 could be simplifed to

c = Dce Ap0τ

V d
(1−exp(−t/τ)), (1.10)

where d is the thickness of the cell membrane, D is the diffusion coefficient of the molecule
in the electroporation buffer, and τ is the time scale of resealing of the cell membrane
after electroporation. Equation 1.10 is used in chapters 2 and 4 to characterize single
cell electroporation to obtain permeabilized area of the cell membrane and the reseal-
ing time of the cell membrane.

LARGE MOLECULE TRANSPORT DURING/AFTER ELECTROTRANSFER

Electrotransferring large molecules such as nucleic acids has therapeutic and industrial
relevance since it opens up possibilities to express functional proteins. During the appli-
cation of the electric pulses, these molecules primarily are transported as a consequence
of their negative charge leading to electrophoresis. Plasmid DNA molecules form DNA
membrane complexes at the pole facing the cathode upon electrotransfer to mammalian
cells [68–70]. In contrast, siRNA molecules enter the cell without complex formation
from the pole facing the cathode [71]. The directionality involved in the molecular entry
during the negatively charged DNA and RNA electrotransfer indicates the dominance
of electrophoresis as the dominant mechanism of transport during electrotransfer. The
formation of DNA-membrane complex formation in living cells is size-dependent and
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Figure 1.3: (a) Schematic representation of DNA electrotransfer in mammalian cells. When the cell is exposed
to electric field, the cell membrane is permeabilized (1). The DNA is then electrophoretically pushed onto
the membrane side facing the cathode (2). DNA forms DNA membrane complexes (3). Subsequenct inter-
nalization of the DNA takes place through endocytosis (4). (5,6) DNA crosses the cytoplasm and move toward
the nucleus. (b) Direct visualization of fluorescently labelled DNA (white spots) and their trajectories inside a
Chinese Hamster Ovary cell. Figure reprinted with permission from [67]

occurs for DNA sizes above 25 bp [72]. Such complex formation was not observed in
lipid vesicles which is the simplest model to mimic the cell membrane up to 20,000 bp
DNA [47].

To reach the nucleus, the delivered DNA-membrane complexes should then be trans-
ported through the cytoplasm. At this stage, an active cellular process known as endocy-
tosis is involved as shown in Fig. 1.3 [67, 70, 73]. Disruption of cytoskeletal components
such as actin cytoskeleton and microfilaments in CHO cells reduced the gene expression
during plasmid DNA electrotransfer [74]. Direct visualization and intracellular tracking
of single plasmid DNA cargo delivered by electrotransfer showed the presence of fast ac-
tive transport [67]. Inhibition of endocytotic pathways before electrotransfer by knock-
ing down expression of clathrin heavy chain and dynamin II resulted in a significant de-
crease in transfection efficiency indicating the involvement of endocytosis in the DNA
cargo transport [75]. Further investigation using endocytic markers demonstrated that
∼ 50% of plasmid DNA is internalized by caveolin/raft-mediated endocytosis, ∼ 25 % by
clathrin-mediated endocytosis, and ∼ 25 % through macropinocytosis. The use of en-
docytic inhibitors led to reduced gene expression. Furthermore, electrotransferred DNA
cargo colocalized with endosomal markers for early endosomes, late endosomes, recy-
cling endosomes, and lysosomes [73]. The presence of caveolae- and clathrin-mediated
endocytosis, macropinocytosis, and the clathrin-independent carrier pathways in intra-
cellular electrotransferred DNA cargo transport were demonstrated through ultrastruc-
tural analysis of immunoelectron microscopy images [76].

The increased clarity of the pathways involved in the cargo transport has aided in
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Figure 1.4: Examples of different localized electroporation systems. (a) Nanochannel electroporation system in
which a nanochannel connects two microfluidic chambers containing the target cell and the drug respectively
in a PDMS device. Figure reprinted with permission from [80]. (b) Nanostraw electroporation device in which
cells are plated on to a polycarbonate membrane containing nanostraws through which target molecules are
delivered. Figure reprinted with permission from [81]. (c) Nanofountain electroporation device in which an
AFM chip carrier is used to delivery the target molecule through localized electroporation, Figure reprinted
with permission from [82] (d) Nanopore electroporation device in which the cells are plated on a porous mem-
brane through which the target molecules are delivered. Figure reprinted with permission from [83]

development of protocols which report a higher transfection efficiency. For instance,
usage of bipolar oscillating electric pulses to deliver DNA to both poles of the cells in-
creased the transfection efficiency by ∼ 1.7-5.5 fold compared to unipolar square wave
and single square pulse, respectively [77]. Treatment of cells with non degradable sug-
ars hinder vesicular trafficking to lysosomes where cargo gets enzymatically degraded,
thereby improving efficiency of electrotransfer of variety of large cargos including plas-
mid DNA, mRNA, and the CRISPR/Cas9 system to human primary T cells [78]. Similarly,
strategies to synchronize the cell growth phase such that nuclear envelope breakdown
occur before plasmid DNA was electrotransferred were successful in enhancing electro-
transfer efficiency [79]. A key gap in our knowledge of large biomolecule electrotransfer
is how their transport is dependent on the size of the molecule and the type of the cell
to which the molecules are transferred. These gaps are resolved in the chapter 3 of this
dissertation.

1.1.4. LOCALIZED ELECTROPORATION

Apart from the properties of the molecule to be delivered and that of the cell itself, an-
other key variable that influences biomolecule electrotransfer is the electric field. Several
research groups have identified ways to improve electrotransfer without compromising
cell viability by manipulating the electric fields. One way to do so is by using microfab-
ricated structures to localize electric fields so that only a small part of the cell is exposed
to voltages that can electroporate the cell [84, 85]. Such localization of electric fields pro-
vides better control of the biomolecule electrotransfer than conventional bulk electro-
poration. Initial methods of localized electroporation were able to deliver biomolecules
such as small fluorescent molecules and plasmid DNA to single cells by localizing elec-
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tric fields in PDMS nanochannels embedded in a microfluidic chip or nano fountain
probes [80, 81, 86–88].

Some of the examples of current localized electroporation devices are shown in Fig.
1.4. In nanochannel electroporation shown in Fig. 1.4(a), the drug to be electrotrans-
ferred and the cell are positioned in two separate microfluidic chambers which are con-
nected by a nanochannel [80, 89–92]. The cell is placed in the vicinity of the nanochan-
nel using an optical tweezer. Upon applying the electric field, nanochannel electropora-
tion demonstrated controlled and rapid delivery of the target molecule to the cell. This
principle was then extended to improve the throughput by using porous substrates as
shown in Fig.1.4(d) [83, 86–88, 93, 94]. Here the cells are plated onto a porous substrate
which separates the cells and the target delivery molecule. A different method to use the
substrate on which cells are plated to localize the electric field is to use nano-straws as
shown in Fig. 1.4(b). A limitation of both these techniques is that while they are help-
ful for adherent cells, they require further steps such as centrifugation to attach the cell
to the high electric field regions. Another popular design is to use atomic force micro-
scope probes or nanopipettes to precisely deliver molecules to target cells as shown in
Fig 1.4(c) [82, 95–97]. Similar to the other techniques mentioned above, nanoprobe elec-
troporation methods are limited to the batch mode of operation which makes them dif-
ficult to scale up.

One method to scale up the localized electroporation is to combine the benefits of
the continuous operation mode of flow-through microfluidic devices with localized elec-
troporation. To do this, a proof of concept localized electroporation device is developed
and described in chapter 4 where the cells are manipulated to locations of high electric
field strength using flow. The device now provides an easy way to perform localized elec-
troporation at a high throughput as the flow in the microfluidic channels directs the cells
to high electric field locations without manual intervention.
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ACTIN NETWORKS REGULATE THE

CELL MEMBRANE PERMEABILITY

DURING ELECTROPORATION

Highlights

• Electroporative uptake of (bio)molecules increases when actin networks are dis-
rupted.

• Electroporative uptake of (bio)molecules is a temperature dependent process.

• Activation energy barrier of electroporation is reduced when the actin networks
are disrupted.

• The observed reduction in activation energy barrier is possibly due to altered cell
membrane mechanical properties.
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Transient physical disruption of cell membranes by electric pulses (or electroporation) has
significance in biomedical and biological applications requiring the delivery of exogenous
(bio)molecules to living cells. We demonstrate that actin networks regulate the cell mem-
brane permeability during electroporation. Disruption of actin networks increases the
uptake of membrane-impermeable molecules such as propidium iodide during electro-
poration. Our experiments at different temperatures ranging from 11 ◦C to 37 ◦C show
that molecular uptake during electroporation increases with temperature. Furthermore,
by examining the temperature-dependent kinetics of propidium iodide uptake, we infer
that the activation energy barrier of electroporation is lowered when the actin networks
are disrupted. Our numerical calculations of transmembrane voltage show that the re-
duced activation energy barrier for the cells with disrupted actin is not a consequence of
the changes in transmembrane voltage associated with changes in the cell shape due to the
disruption of actin, indicating that this could be due to changes in membrane mechan-
ical properties. Our results suggest that the current theoretical models of electroporation
should be advanced further by including the contributions of the cytoskeletal networks on
the cell membrane permeability during the delivery of exogenous materials.

2.1. INTRODUCTION
Cell membranes, which are composed of a lipid bilayer with embedded proteins, act as a
protective barrier that separates the intracellular components from the extracellular en-
vironment. In mammalian cells, the membrane is stabilized by the cytoskeletal network
present inside the cell, which is a network of different filamentous biopolymers, includ-
ing actin fibers and microtubules [2, 3]. While the protective function of the membrane
is necessary for the survival of the cell, deliberate permeabilization of the cell membrane
to deliver exogenous materials such as small drug molecules, nucleic acids, or proteins
is often required for biomedical applications [4]. One of the most common and safest
non-viral methods used to transiently increase the cell membrane permeability is the
introduction of transient transmembrane pores by subjecting the cell to a pulsed elec-
tric field [5, 6]. This process is called electroporation or electropermeabilization, with
applications including DNA vaccination, electrochemotherapy, and irreversible electro-
poration for nonthermal ablation of solid tumors and cardiac muscle ablation [7–13].

Exposing living cells to electric field results in the build-up of a transmembrane volt-
age (Vm) [14, 15], which promotes the nucleation of electropores (or defects) in the cell
membrane [16–20]. When the electric field is removed, the membrane discharges re-
sulting in a gradual recovery (resealing) of the cell membrane to its initial impermeable
state [14]. Evidence of the existence of the electropores comes primarily from experi-
ments [21–24] and numerical simulations performed on simplified cell membrane sys-
tems composed of lipid bilayers [25–27]. Theory and evidence from experiments and
numerical simulations have proposed that the initiation and closure of the electropores
are temperature-dependent processes, and are governed by activation energy barriers;
the reported values of activation energy barriers of pore creation range between 10 and
45 kBT where kB is the Boltzmann constant, and T is the temperature [17, 18, 22, 27–
29]. While the lipid bilayer provides an excellent experimental model for studying elec-
troporation, observations from experiments on living cells are often inconsistent with
the experiments on simplified lipid bilayer models [14]. In particular, the measured re-
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sealing time of electroporated membranes of cells is in the order of several seconds to
minutes [30, 31] while the resealing time of lipid bilayers is considerably shorter (less
than one second) [6, 24, 32]. Besides, the electroporation of giant unilamellar vesicles or
GUVs leads to the formation of pores in the size range of micrometers in the membrane
(also called macropores) whereas pores of such dimensions are not observed in living
cells [23, 24, 33].

Since the experiments with simplified lipid bilayer models are insufficient to explain
all the observations made in living cells, groups have begun to employ a bottom-up
approach by investigating artificial cell models with increasing complexity, including
multi-component membranes with lipid phase separation [34–36], and GUVs with in-
corporated cytoskeleton networks [37]. Experiments with GUVs made of gel phase lipids
with mechanical and rheological properties several orders of magnitude higher than
those of vesicles made of fluid phase lipids show that the voltage required to form pores
in the former is several times higher than the latter [34]. When GUVs made with a mix-
ture of fluid and gel phase lipids were electroporated, the electropores form in the fluid
phase [35]. The addition of transmembrane proteins like α-hemolysin showed up to a
four-fold increase in the voltage required to create pores on 1,2-diphytanoyl-sn-glycero-
3-phosphocholine (DPhPC) membranes [36]. The addition of cholesterol altered the
minimum voltage required to form pores in the DPhPC membrane depending on the
concentration of cholesterol added; concentrations below 5% w/w displayed an increase
of approximately 25%, followed by almost a 100% decrease in the voltage required for
electroporation at higher concentrations [36]. For GUVs incorporated with actin net-
works, experiments suggest that upon application of an electric pulse the resealing time
of the membrane is longer compared to pure lipids vesicles, and macropores that were
observed in empty GUVs were absent in vesicles incorporated with actin networks [37].

Similar to experiments with GUVs with encapsulated cytoskeletal networks, experi-
ments on living cells utilizing chemicals that destabilize the cytoskeletal proteins suggest
that the cytoskeleton can address some of the mismatches in observations from lipid
vesicles and living cells [38, 39]. When Chinese Hamster Ovary (CHO) cells treated with
colchicine, a drug that induces microtubule depolymerization, were electroporated (us-
ing ten 100 µs pulses of 1.8 kV/cm), ∼ 10% of the treated cells remain permeable five
minutes after application of pulses compared to ∼ 60% of the control cells which remain
permeable five minutes after delivery of the pulses [38, 39]. Furthermore, the applica-
tion of multiple 100 µs pulses with an amplitude between 100 V/cm and 1200 V/cm to
endothelial cells and CHO cells alters the organization of microtubules and actin fila-
ments [40, 41]. Moreover, the application of eight 5 ms pulses of 400 V/cm results in
a 40% reduction in Young’s modulus of CHO cells, which is associated with a destabi-
lized cytoskeleton [42]. Disruption of actin networks in Jurkat cells using latrunculin
results in a reduction of the relative proportion of liquid-ordered compared to the liquid-
disordered domains in the membrane [43], and experiments on droplet interface bilay-
ers [21] and molecular dynamics simulations [44] show that the electropores form pref-
erentially in the liquid-disordered phase of the membrane. These studies show that the
actin networks can influence the permeability of the cells during electroporation and, as
a consequence, the delivery of molecules to cells [45]. Recently, experiments have sug-
gested that the disassembly of actin networks inside cells using cytochalasin results in
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reduced uptake of tracer molecules during electroporation [46]. However, this study has
utilized multiple electric pulses, which complicates the interpretation of results from a
mechanistic perspective to address the pore formation and closure in the cellular mem-
brane with or without the actin networks. That is because the first pulse can increase
the permeability of the cell membrane, and the subsequent pulses can begin disrupt-
ing the actin network due to electric currents that can flow through the permeabilized
cells [37, 47].

Despite several pieces of evidence pointing towards the involvement of cytoskeletal
networks in electroporation, the details of how the presence of actin networks influences
the permeability of cells during electroporation remain unclear. In this article, we focus
on the electroporative uptake of impermeable tracer molecules (propidium iodide) to
CHO cells with an intact and disrupted actin filaments when they are exposed to a sin-
gle electric pulse. We demonstrate that the CHO cells with disrupted actin filaments
become more permeable compared to cells with intact actin filaments. By theoretically
analyzing our measurements performed at different temperatures, we further demon-
strate that the increased membrane permeability in cells with disrupted actin networks
can be attributed to reduced activation barrier for pore formation. As such, our com-
bined experimental and numerical results indicate that the presence of actin networks
increases the energy barrier of pore formation, possibly due to changes in membrane
mechanical properties such as bending modulus.

2.2. MATERIALS AND METHODS

2.2.1. CELL CULTURE FOR ELECTROPORATION

The Chinese Hamster Ovary cells, CHO-K1 (DSMZ), were grown in T-flasks containing
culture medium consisting of Nutrient Mixture Ham F-12 (Sigma Aldrich) supplemented
with ∼ 10% Fetal Bovine Serum (Sigma Aldrich) and ∼ 1% Antibiotic-Antimycotic solu-
tion (Gibco). The cells were then incubated at 37 ◦C with 5% CO2 and were sub-cultured
every two days. Twenty-four hours before the electroporation experiments, 1×104 cells
suspended in 500 µl of culture medium were plated in one well of a four-well glass-
bottom chambered coverslip (µ-slide, Ibidi) with a growth area per well of 2.5 cm2.

2.2.2. DISRUPTION OF ACTIN NETWORKS BY LATRUNCULIN B TREATMENT

To depolymerize the actin filaments, latrunculin B, a marine toxin which binds to a
monomer of actin and depolymerizes the actin filaments was used [48, 49]. 1 mg of
latrunculin B (Enzo Life Sciences, molecular weight: 395.5 g/mol) was purchased as a
lyophilized solid and was dissolved in DMSO to obtain a stock solution with a concen-
tration of 25 mg/ml or 63 mM. The stock solution was then stored at a temperature of−20
◦C. The stock solution was diluted to a concentration of 0.5 µM in the culture medium
on the day of the experiment. We use a concentration of latrunculin B which can cause
severe disruption of the actin filaments in the cells [48]. The measured cell viability after
latrunculin B treatment is ∼ 100%. The culture medium from the four-well chambered
coverslips containing the plated cells was then replaced with 500 µl of 0.5 µM latrun-
culin B solution. The chambered coverslips were then placed in the incubator for one
hour after which the electroporation experiments were performed.
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It was observed that the cells take a spherical morphology as a result of the disruption
of the actin filaments compared to their initial flat elongated shapes after the treatment
(see Fig. 2.1(a)). The cells were fixed in 500 µl of 3.7% formaldehyde solution in phos-
phate buffer saline (PBS) for five minutes to visualize the actin filaments. After this, the
cells were washed thrice with 500 µl of PBS. 0.1% Triton X-100 in PBS was then used to
permeabilize the cells. The cells were again washed thrice with 500 µl of PBS. The actin
filaments of the cells were then stained with 200 µl of 50 µg/ml phalloidin-FITC (Sigma-
Aldrich, excitation: 495 nm/emission: 520 nm) solution in PBS by incubating the cells
with phalloidin-FITC for 40 minutes at room temperature (22 ◦C). The cells were again
washed thrice with PBS and imaged under a confocal microscope (Zeiss LSM 710) with a
40x/1.3 oil immersion objective. Fig. 2.1(a) shows that the control cell displays a network
of actin stress fibers while they were absent in the cells treated with latrunculin B.

2.2.3. ELECTROPORATION OF CHO CELLS

The chambered coverslip containing the CHO cells was taken out of the incubator, and
the culture medium was removed from the chamber approximately ten minutes before
the experiment. The cells were then washed three times with 500 µl of pulsing buffer
(10 mM Na2HPO4/KH2PO4, 1 mM MgCl2, 250 mM sucrose, pH 7.0-7.4). 500 µl of pro-
pidium iodide or PI (Invitrogen) of suitable concentration diluted in the pulsing buffer
was then added to the chambers. Unless otherwise stated, the concentration of PI used
in the experiments is 100 µM. PI (molecular weight: 668 g/mol) is a small fluorescent
molecule (excitation: 535 nm/emission: 617 nm), which dissociates into propidium ion
and iodide ion when dissolved in water and is impermeable to cells with intact mem-
branes [50]. The ions can enter the cells through the electropermeabilized membrane
and bind to the nucleic acids present inside the cell, thereby increasing their fluores-
cence intensity.

The chambered glass slide was then placed on a Linkham PE94 temperature con-
trolled stage for ten minutes, which allows the cells to attain the required temperature.
The temperature inside the chambered glass side was measured using a thermocouple
(type K, Ibidi). The temperature of the stage was set to be 4 ◦C, 22 ◦C, 35 ◦C, or 44 ◦C
so that the sample attains a temperature of 11 ◦C, 22 ◦C, 28 ◦C, or 37 ◦C respectively. For
the experiments which require cooling, the stage was supplied with demineralized water
at room temperature using an aquarium pump (Eheim). The electric field was applied
to the cells using custom made stainless steel electrodes placed parallel to each other
with 3 mm spacing, which were inserted inside the imaging chamber such that the elec-
trodes were positioned at the bottom of the coverslip. For this electrode geometry, we
calculate the electric field experienced by the cells as the voltage to distance ratio. The
electrodes were connected to a pulse generator (BETA tech) to deliver the electric pulses.
The imaging chamber was positioned on an inverted fluorescence microscope in such a
way that cells which look morphologically healthy were in the field of view. Unless stated
otherwise, the applied voltage drop across the electrodes was 240 V, corresponding to an
electric field of 800 V/cm. Only one pulse with a duration of 500 µs is applied during all
the experiments. This pulsing condition is expected to result in negligible temperature
increase (∼ 0.1 K) due to Joule heating (see appendix section 2.H).
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2.2.4. FLUORESCENCE IMAGING AND ANALYSIS OF PROPIDIUM IODIDE UP-
TAKE

The fluorescence imaging experiments were performed on an inverted fluorescence mi-
croscope (Zeiss Axio-Observer Z1) coupled with an EMCCD camera (Andor ixon3) with
a resolution of 512×512 pixels. A 100x/1.2 oil immersion objective (Zeiss Acroplan) was
used for magnification resulting in a field of view of 81.92× 81.92 µm2. An HXP 120C
lighting unit (Zeiss) coupled with a Texas red filter set (excitation: 538 nm/emission: 617
nm) was used as a light source for fluorescence imaging of uptake of PI. Acquisition of a
series of images (14 bit) with an exposure time of 20 ms with a 52 ms interval, resulting in
a frequency of 19.15 frames per second was initiated approximately ten seconds before
the pulse.

2.3. RESULTS

2.3.1. DISRUPTION OF ACTIN NETWORKS RESULTS IN INCREASED UPTAKE

OF PROPIDIUM IODIDE DURING ELECTROPORATION
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Figure 2.1: (a) Representative confocal images showing the structure of the actin network inside the control
cells (top) and the cells treated with 0.5 µM latrunculin B to disrupt actin networks (bottom). The cells were
fixed in formaldehyde and stained with phalloidin FITC. The images are obtained by using the same imaging
settings. (b) Representative fluorescence intensity profiles (bound propidium signal) for CHO cells with intact
actin network (top row), and disrupted actin network using 0.5 µM latrunculin B (bottom row) at different
times after electroporation. No intracellular PI fluorescence was detected before electroporation at t = 0 s for
both control and treated cells. A single electric pulse with an amplitude of 800 V/cm and a pulse duration of
500 µs was applied for these uptake experiments. The experiments are performed at room temperature (22
◦C). Scale bars represent 10 µm.

To measure the uptake of small molecules to the cells after electroporation, we use
a membrane-impermeable molecule, PI, as a marker molecule. Propidium ions emit
a strong fluorescence signal when they bind to nucleic acids, which are present inside
the cell. Hence, when an electric pulse is applied to the cell in the presence of PI, an
increase in fluorescence intensity is observed as a result of transport of the propidium
ions to the cell through the permeabilized cell membrane [51]. The uptake of propidium
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ions by cells during electroporation for an experiment where a single 500 µs pulse with
an amplitude of 800 V/cm is applied at room temperature is displayed in Fig. 2.1(b)
(the uptake profiles at lower magnification providing a larger field of view is presented
in appendix Fig. 2.11). The transport of propidium ions follows two stages. During the
electric pulse, the propidium ions are electrophoretically delivered to the cells from the
side facing the positive electrode. After the pulse, the propidium ions continue to diffuse
through the permeabilized membrane from both sides of the cell facing the electrodes
until the membrane recovers it’s selective permeability (time scale ∼ 10 s) [51, 52]. This
results in increased fluorescence intensity at both poles of the cell as seen in Fig. 2.1(b).

The time-series images are analyzed to extract the increase in fluorescence inten-
sity inside the cell with time after the electric pulse is applied using a customized script,
coded in Matlab®. First, a region of interest is selected by manually outlining the in-
dividual cells. The intensity of an image before electroporation is subtracted from all
the images to remove the background signal. The sum of the intensity values in the
region of interest is then divided by the number of pixels inside the region of interest
for each frame to obtain the transient fluorescence intensity profiles (ITotal). The time
corresponding to zero seconds is defined as the frame in which an increase in fluores-
cence intensity inside cells is observed with respect to background noise. The transient
increase of ITotal for the control cells and the cells treated with latrunculin B at room tem-
perature are plotted in Fig. 2.2(a). For brevity, we refer to cells treated with latrunculin B
either as cells with disrupted actin or as treated cells in the rest of the article. Fig. 2.2(a)
shows that the ITotal is higher for the treated cells compared to the control cells. This in-
dicates that the treated cells take up more PI compared to the control cells. In addition,
the fluorescence intensity along the centerline of representative control and treated cell
(displayed in inset of Fig. 2.2(b)) parallel to the direction of the electric field is plotted in
Fig. 2.2(b). The centerline fluorescence profiles for all the cells studied at this condition
is provided in the appendix (Fig. 2.9 and 2.10). Inset from Fig. 2.2(b) shows that while the
uptake of PI is symmetric in the control cells, it is asymmetric in the cells with disrupted
actin. In the cells with disrupted actin, there is almost a two-times higher fluorescence
intensity that is emitted at the pole of the cell facing the positive electrode compared to
the pole facing the negative electrode. Mobility of nucleic acids, which are responsible
for fluorescence signal emitted when PI enters the cell, is known to increase up to an or-
der of magnitude on the disruption of actin networks inside the cell [53]. The increased
fluorescence intensity on the pole facing the anode could be due to the easier migra-
tion of the negatively charged nucleic acids inside the treated cells towards the positive
electrode when an electric field is applied.

Transport of PI to cells is dependent on the permeabilized area of the cell membrane
and the resealing time of the membrane [51]. The membrane becomes permeable in the
regions, where the transmembrane voltage exceeds a critical value, and these regions
are called “permeabilized areas”. The increased permeability within the permeabilized
area is thought to be due to the presence of pores, as shown in Fig. 2.2(c). For brevity,
we refer to the sum area of the pores on the membrane as the “pore area” in the rest of
the article. Consider a cell of volume V placed in an electroporation buffer containing
propidium ions of concentration ce and exposed to an electric field. Upon exposure, the
permeability of the cell membrane increases such that the pore area is Ap0. Once the cell
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Figure 2.2: (a) Temporal evolution of the total fluorescence intensity divided by the number of pixels in the
region of interest both the control cells and the treated cells at room temperature. The total fluorescence in-
tensity is measured as the sum of the fluorescence intensity inside a region of interest defined by the boundary
of the cell. The data points represent the average value, and the error bars represent the standard deviation
from 5-6 cells. Only one among every fifth data point is shown for improving visibility. (b) A representative plot
showing the fluorescence intensity across the centerline (dashed white line in the inset, parallel to the elec-
tric field) of the cells shown in the inset at the time corresponding to the resealing time of the cell membrane.
The point 0 corresponds to the first point on the cell from the side of the cathode, which emits a fluorescence
intensity signal, and 1 corresponds to the last point, which emits a fluorescence intensity signal. One electric
pulse of 800 V/cm with a duration of 500 µs is applied to obtain this data. The scale bars represent 10 µm.
(c) A schematic showing the difference between permeabilized region (dashed lines) and pores (white circles)
present within the permeabilized region.

membrane is permeable, the propidium ions enter the cell and bind to the nucleic acids
and form a fluorescent species with the concentration [PIB]. If d is the thickness of the
cell membrane, D is the diffusion coefficient of propidium ions in the electroporation
buffer, and τ is the time scale of resealing of the cell membrane, the concentration of
bound propidium ions can be expressed as [51, 52, 54]

[PIB] = Dce Ap0τ

V d
(1−exp(−t/τ)). (2.1)

Assuming that the fluorescence signal emitted by bound propidium ions vary linearly
with [PIB] as ITotal = m · [PIB], we obtain ITotal = Imax(1−exp(−t/τ)). In this expression,
Imax = (mDce Ap0τ)/(V d), m is the proportionality constant that relates the concentra-
tion of bound propidium ions to the fluorescence intensity measured by the imaging
system, and Imax is the plateau of fluorescence intensity emitted by the cell after electro-
poration in the presence of PI. eq. 2.1 is then fitted to the temporal evolution of fluores-
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cence intensity obtained from the image analysis using lsqcurvefit() function in Matlab®

to obtain Imax and τ as displayed in Fig. 2.13 (appendix). It is observed that the Imax is
∼ 695±237 a.u. for the control cells while the treated cells display approximately three
times higher Imax of ∼ 1945±442 a.u. The extracted resealing time τ is ∼ 13±7 s for the
control cells ∼ 8±3 s for the treated cells. An additional parameter of interest is the ratio
of Imax and τ, which is given by

Imax

τ
= mDce Ap0

V d
. (2.2)

This ratio is directly proportional to the initial pore area on the cell membrane after the
electric pulse and the diffusion coefficient of PI through the cell membrane, which are
temperature dependent quantities. Imax/τ is measured to be 67±45 for the control cells
and 279± 104 for the treated cells. Assuming that the cells have a similar volume, this
indicates that the average pore area is significantly larger (∼ 4 times) for cells with dis-
rupted actin in comparison to control cells. However, Fig. 2.1(b) shows that the pro-
pidium ions can enter through a larger part of the cell membrane in the control cells
compared to the treated cells. There are three possibilities to explain the higher uptake
of PI in the treated cells despite the lower permeabilized portion of the cell membrane:
(i) the treated cells have more pores within the permeabilized area than in the control
cells leading to higher pore density; (ii) the size of the pores is larger in the treated cells
than in the control cells; (iii) or a combination of both.

2.3.2. TEMPERATURE-DEPENDENT UPTAKE OF PROPIDIUM IODIDE INTO CHO
CELLS WITH INTACT AND DISRUPTED ACTIN NETWORKS
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Figure 2.3: Temperature dependence of ITotal for (a) control cells and (b) cells with disrupted actin. Data for
11◦C and 37◦C are shown in this figure. Only one among every fifteenth data point of the time series is shown
for better clarity of the data. The symbols represent the average value, and the error bars represent the standard
deviation over measurements from 4-7 cells. One electric pulse of 800 V/cm with a duration of 500µs is applied
to obtain this data.

One of the most accepted descriptions of the electropermeabilization of cell mem-
branes as a response to the applied electric field is the nucleation theory of electropo-
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Figure 2.4: (a) Dependence of the plateau fluorescence intensity Imax on temperature. (b) Dependence of the
resealing time, τ on temperature. (c) Dependence of ln(Imax/τ) on temperature. The solid symbols represent
average value, and the error bars represent standard deviation over 4-7 cells. The dashed lines correspond to
the best fit of the experimental data with eq. 2.5. One electric pulse of 800 V/cm with a duration of 500 µs is
applied to obtain this data.

ration [18]. According to this theory, the rate of formation and closure of transmem-
brane pores is dependent on the temperature of the cell membrane [18, 22, 27]. The
temperature-dependent rate of the creation and closure of the pores are governed by ac-
tivation energy barriers [17]. Hence, the pore area and the lifetime of permeability of the
cell membrane depend on the temperature. An experiment which uses the temperature
dependence of the pore area and the lifetime of permeability hence allows us to measure
the energy barrier of pore formation [22].

To study the energetics of the electropores and its dependence on the internal ar-
chitecture of the actin networks, we perform experiments studying the uptake of PI into
CHO cells (both control cells and cells treated by latrunculin B) at different temperatures
ranging from 11 ◦C to 37 ◦C. We make the following observations from the temperature-
dependent PI uptake experiments. As seen in Fig. 2.3(a) and (b), control cells and treated
cells display a higher fluorescence signal at 37 ◦C compared to at 11 ◦C, implying more
transport of propidium ions at the higher temperature. By fitting the temporal fluores-
cence intensity data from control cells and treated cells, we obtain Imax and τ at different
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temperatures presented in the Fig. 2.4(a) and (b). We found that Imax increases system-
atically for the control cells while the increase is less pronounced in the treated cells (see
Fig. 2.4(a)). As shown in this figure, the Imax is almost five times higher at 11 ◦C while
approximately three times higher at 37 ◦C for cells with disrupted actin compared to the
control cells. At the same time, Fig. 2.4(b) shows that τ does not have any noticeable
dependence on the temperature of the cells.

The higher fluorescence intensity from the treated cells compared to the control cells
can be attributed to a higher pore area in the cells with disrupted actin networks after
electroporation. The nucleation theory of electroporation describes the formation of
the electropores within the membrane. The rate of formation of electropores depends
on a nucleation free energy barrier governed by the transition of an intact bilayer to a
hydrophilic pore, through an unstable hydrophobic pore configuration [17, 18]. If the
effective energy barrier of pore formation within the cell membrane is E∗, the rate of
formation is ṅ0 = νS/a0 exp(−E∗/kBT ) where kB is the Boltzmann constant, ν is the at-
tempt rate frequency, S is the permeabilized area, a0 is the area per lipid molecule and T
is the temperature [17, 22]. If the effective area of a single pore is ap, and the pores form
for a duration tpore, the accumulated pore area is

Ap0 = νS

a0
exp(−E∗/kBT )tporeap. (2.3)

Combining the eq. 2.2 with the eq. 2.3, we arrive at,

Imax

τ
=

(mceSaptpore

V d a0

)
·
(
Dν

)
exp(−E∗/kBT ). (2.4)

Taking logarithm on both sides, we arrive at,

ln
( Imax

τ

)
= ln

(mceSaptpore

V d a0

)
+ ln(Dν)− E∗

kBT
. (2.5)

eq. 2.5 provides us a way to estimate the nucleation barrier for the pore formation within
the cell membrane by the dependence of ln(Imax/τ) versus temperature. We demon-
strate that ln(Imax/τ) is significantly higher for the cells with disrupted actin compared
to the control cells at all the temperatures in Fig. 2.4(c) . A second observation is that
ln(Imax/τ) increases with temperature for both the control and the cells with disrupted
actin. The increase in ln(Imax/τ) with temperature is more pronounced for the control
cells compared to the treated cells. This effect indicates that the increase in pore area
in the control cells with temperature is higher in comparison to that of the treated cells.
Assuming that the duration for which electropores form is independent of the assembly
of the actin networks, we infer that the rate of pore formation is higher in the treated
cells compared to the control cells. Since the temperature dependence of the diffusion
coefficient is independent of the structure of actin networks inside the cells, we attribute
the difference in the temperature dependence of ln(Imax/τ) to the differences in the en-
ergy barrier of pore formation in the cell membrane for the cells. Based on the tempera-
ture dependence of ln(Imax/τ), we infer that the energy barrier of pore formation for the
treated cells is lower than that of control cells. This hypothesis is consistent with the ob-
servation that the treated cells have a higher uptake of propidium ions in comparison to
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the control cells. We obtain a rough estimate of the energy barriers by fitting the experi-
mental data with eq. 2.5 after assuming diffusion coefficient and attempt rate frequency
to be independent of temperature as seen in Fig. 2.4(c). The estimate suggests an energy
barrier for pore formation of ∼ 7±2 kBT for control cells and ∼ 2±1 kBT for the treated
cells. Note that the energy barriers are estimated in the presence of an applied electric
field.

In addition to the experiments with an applied electric field intensity of 800 V/cm,
we also performed the same experiment at lower applied electric fields. For the imag-
ing settings that we use, the fluorescence intensity that we observe at an applied field
intensity of 500 V/cm is significantly lower than that at 800 V/cm. However, the fluo-
rescence intensity is not sufficient enough to extract any reliable information through
the fitting of the experimental data. Similarly, at an applied electric field of 600 V/cm,
despite post pulse diffusion being the primary contributor to the uptake of molecules, a
lower uptake is observed compared to the same experiment performed at 800 V/cm. The
extracted Imax, τ and Imax/τ for the molecular uptake experiment at different tempera-
tures performed at 600 V/cm are provided in the appendix (Fig. 2.15). Also, similar to the
molecular uptake experiments performed at 800 V/cm, cells with disrupted actin show a
higher uptake compared to control cells without a notable change in resealing time. The
dependence of ln(Imax/τ) on temperature is also similar to that at 800 V/cm, with the
control cells exhibiting a stronger dependence of ln(Imax/τ) on temperature compared
to the cells with disrupted actin. In summary, the results at 600 V/cm are consistent with
the observations at 800 V/cm.

2.3.3. EFFECT OF CONCENTRATION OF THE PROPIDIUM IODIDE ON CELLU-
LAR UPTAKE DURING ELECTROPORATION AT ROOM TEMPERATURE

We perform experiments with different concentrations of PI ranging from 50 µM to 125
µM for the control cells and from 25 µM to 100 µM for the treated cells at room tem-
perature (22 ◦C) to study the dependence of PI uptake on the external concentration of
PI. These concentrations provide sufficient fluorescence intensity inside the cell during
electroporation in comparison to the background noise and do not exceed the satura-
tion value for pixels in the imaging sensor. Fig. 2.5 shows the results of the experiments
demonstrating the dependence of the uptake of the propidium ions on the external con-
centration of PI, ce. Fig. 2.5(a) displays that the Imax increases with concentration for
control and treated cells as expected. We also observe that the uptake of PI is signifi-
cantly higher in the treated cells in comparison to the control cells for the range of the
tested concentrations. In other words, it is possible to deliver the same dosage of pro-
pidium ions to the treated cells with a lower external concentration of PI compared to
the control cells.

The eq. 2.2 states that Imax/τ increases linearly with the concentration of PI outside,
ce. The slope of a plot between Imax/τ and ce can be determined as

d

dce

( Imax

τ

)
= mD Ap0τ

V d
. (2.6)

eq. 2.6 shows that the slope of the plot between Imax/τ and ce is directly proportional
to Ap0. Hence, the dependence of uptake of PI on the external concentration of PI al-
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Figure 2.5: (a) Dependence of plateau fluorescence intensity Imax on ce. (b) Dependence of resealing time,
τ on ce. (c) Dependence of Imax/τ on ce. The solid symbols represent the average value and the error bars
represent the standard deviation over 5-8 cells. The dashed lines represent best linear fit of the data with eq.
2.2 used to estimate the right hand side of eq. 2.6. One electric pulse of 800 V/cm with a duration of 500 µs is
applied to obtain this data. This data is obtained at room temperature.

lows us to determine the ratio of the pore area between the control and the treated cells.
The dependence of Imax/τ with ce is plotted in Fig. 2.5(c). The plot shows that Imax/τ
increases with ce for both the control and the treated cells. It can be observed that the
slope of increase of Imax/τ with ce is lower for the control cells in comparison to the
treated cells as expected from eq. 2.6. The slopes (right hand side of eq. 2.6) are esti-
mated by linear fitting (to eq. 2.2) using OriginPro, after fixing the y-intercept of the fit
at zero. The corresponding values for the slope for control cells and cells with disrupted
actin are 1.23±0.22 µM−1 and 3.38±0.35 µM−1 respectively. From the ratio of the slopes,
it can be inferred that the pore area is ∼ 2.7 times higher in cells with disrupted actin in
comparison to control cells, reaffirming the inference made in the section 2.3.1 that the
estimated pore area can be ∼ 4 times higher in cells with disrupted actin compared to
control cells.
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2.4. DISCUSSION
Our results indicate that actin networks are involved in the electropore formation in liv-
ing cells. Previous experiments have shown that the incorporation of actin network into
giant unilamellar vesicles (GUVs) resulted in a higher molecular uptake through the lipid
membrane due to the resulting longer resealing time compared to the empty GUVs [37].
In our study, the estimated average resealing time at room temperature of the control
cells is ∼ 60% longer compared to the cells treated with latrunculin B; however, despite
their shorter resealing time, the treated cells exhibit more PI uptake. This suggests that
the total area of the membrane pores, which allow the transport of the propidium ions, is
higher in the treated cells. Since a more substantial part of the cell membrane is electrop-
ermeabilized in the control cells compared to the treated cells, this further suggests that
a large amount of pore area resides within a smaller permeabilized area for the treated
cells.
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Figure 2.6: Calculations of the induced transmembrane voltage for the cylindrical cells having volumes that
mimic our experimental cases. The details of the numerical calculations are provided in the appendix (see
section 2.G). (a) 3D representation of the cell geometry considered. (b) Time course of the transmembrane
voltage at the anodic and the cathodic pole of the cell(at θ = 0 ◦ and θ = 180 ◦). (c) Profile of the induced
transmembrane voltage along the cell membrane at the end of a 500 µs, 800 V/cm pulse (identical to the ex-
perimental conditions). θ is the angle between the point on the membrane and the electric field E (see inset).

The electropermeabilization of the cell membrane is typically described by the for-
mation of metastable pores on the cell membrane, which is facilitated by the trans-
membrane voltage induced by the applied electric field [18]. Analytical calculations
for spheroidal cells show that the induced Vm is a function of the cell size, the shape,
and the orientation, and reaches higher absolute values in cells, which are larger and/or
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elongated having their major axis aligned with the direction of the electric field [55, 56].
The permeabilized area is hence expected to be higher in the control cells, which are
larger and elongated, compared to the more spherical treated cells. However, we ob-
serve higher PI uptake in the treated cells. Higher uptake thus cannot be attributed to
a larger permeabilized area or longer resealing time but a higher number and/or size of
the pores within the permeabilized region. The latter can be attributed to a higher rate
of pore creation in the treated cells, as detailed below.

According to the nucleation theory, the rate of the pore formation depends on the
number of possible pore nucleation sites, the energy barrier of pore formation, and the
temperature. Our experiments at different temperatures between 11 ◦C and 37 ◦C indi-
cate that the disruption of actin filament reduces the energy barrier of pore formation,
thereby increasing the rate of pore formation compared to control cells. The energy bar-
rier of pore formation, E∗ can be considered as a sum of two components: (i) the energy
barrier in the absence of electric field E0, which depends on the membrane interfacial
tension (Γ), and the pore edge tension (γ); and (ii) the decrease in the energy barrier due
to induced Vm. The theoretical models of electroporation typically assume the following
relation:

E∗ = E0 −BV 2
m. (2.7)

In the above relation, B is a proportionality constant [19, 22]. As discussed above, ana-
lytical calculations demonstrate that Vm should be higher in the elongated cells; in our
case, the control cells. This means that the lower energy barrier for pore formation in the
treated cells, which we deduce from our analysis, is not due to the higher Vm induced on
the treated cells. We corroborate this conclusion further by performing numerical calcu-
lations (see appendix for details of the numerical calculations) of the Vm on cylindrical
cells with different sizes and orientation (Fig. 2.6(a)), as depicted in Fig. 2.6 as well as
on spheroidal cells as reported in the appendix (Fig. 2.19). Fig. 2.6(b) shows the time
course of the Vm at the two poles of each cell when the cells are exposed to a 500 µs, 800
V/cm pulse. Regardless of the cell geometry, Vm reaches a peak value of ∼ 0.8 V upon
which it decreases and stabilizes at ∼ 0.5 V. This decrease, also referred to as “electrical
membrane breakdown” is due to an increase in the membrane conductivity caused by
the formation of pores in the membrane. Since the pore creation rate is proportional to

ṅ0 = exp
(
− E0

kBT
+ BV 2

m

kBT

)
(2.8)

almost all the pores form in the membrane around the time of electrical breakdown
when the Vm reaches its highest absolute value. Since the highest Vm practically does
not depend on cell geometry, we exclude Vm as a possible source of the reduced en-
ergy barrier for pore formation in cells with disrupted actin filaments. To strengthen this
conclusion further, we show numerical calculations in the supplementary material (Fig.
2.18) that by applying a lower electric field of 600 V/cm, the peak Vm is still about 0.8
V. Accordingly, we deduce similar values of the pore creation energy from experimental
measurements at 600 V/cm (Fig. 2.15). Despite the similar values of pore creation en-
ergy at 600 V/cm, we observe a lower uptake of propidium ions to the cell compared to
experiments at 800 V/cm. This can be attributed to the lower permeabilized area that is
formed at lower voltages [30]. In Fig. 2.6, we show calculations for cells with cylindrical
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shapes, keeping the cell volume constant, which we consider as the most representative
for our experimental conditions. However, in Fig. 2.19 (appendix), we show that sim-
ilar results are obtained for spheroidal cells with different volumes, further confirming
that the time course of Vm is not highly dependent on the cell shape and size. We obtain
the same conclusions by performing propidium uptake experiments on cells with intact
actin networks, but a roughly spherical shape (appendix section 2.A). We show that the
propidium uptake of CHO cells with a roughly spherical shape and intact actin networks
have similar uptake profiles as our control cells, and a much lower uptake compared
to cells treated by latrunculin (Fig. 2.7 and Fig. 2.8). In addition, we also show that
disruption of actin with lower concentration (0.25 µM) still results in higher uptake of
propidium compared to control cells, but lower compared to cells treated by latrunculin
(0.5 µM), which provides clear evidence that the increased uptake that we observe is due
to the disruption of actin.

Apart from Vm, the energy barrier of pore formation is also dependent on the mem-
brane interfacial tension (Γ), and the pore edge tension (γ) [57, 58]. The free energy
difference E between a defect-free lipid bilayer and one with a single hydrophilic pore of
radius rp is theoretically described as E = 2πrpγ−πr 2

pΓ [57]. The interfacial tension pro-
motes the expansion of the pores while the edge tension works to close it. In the nucle-
ation theory of electroporation, the energy barrier E∗ is defined as the energy of the hy-
drophilic/hydrophobic pore when a hydrophobic pore transitions to a hydrophilic pore,
which is theorized to happen at a pore radius of ∼ 0.5 nm. The contribution of surface
tension to the free energy is negligible in comparison to that of edge tension for pores in
size range of few nanometers, which are theorized to form during electroporation [58].
Hence, we discuss the influence of actin networks on the edge tension below.

As long-lived micron-sized pores have to be created for measuring edge tension, the
reported values of measured edge tension were only obtained from experiments uti-
lizing GUVs [59–62]. Since there are currently no visualizations of electropores in the
cell membrane, a direct estimate of the edge tension is not available for the cell mem-
branes with intact actin networks. Considering that the essence of edge tension is the
energy required to bend the lipid bilayer at the rim of the pore, we can make estimates of
edge tension from measurements of bending modulus (κ) of the cell membrane [28, 63].
Assuming that the transmembrane pore is much larger than the membrane thickness
(d = 5 nm), γ can be related to the κ as γ ∼ πκ/2d ; which means that the edge tension
(γ) is directly proportional to the bending modulus (κ) [28]. The measurement of bend-
ing modulus in HeLa cells has suggested that the bending modulus is approximately ten
times higher in the presence of a cortical actin network compared to a bleb devoid of
actin networks [64]. Similarly, experiments show that elastic modulus, a property often
related to bending modulus, is shown to be halved when actin networks are depolymer-
ized [65, 66]. A lower bending modulus or a lower edge tension means that the pore
energy is lower for the treated cells compared to the control cells. Hence, a lower energy
barrier of pore formation for the treated cells, which we measure, could be attributed
to a reduced bending modulus of the cell membrane when the actin networks are dis-
rupted. As seen from eq. 2.8, a lower energy barrier of electroporation is associated
with an increased number of pores in the membrane, which is consistent with our esti-
mate that total area occupied by the pores in the membrane of the treated cells is higher
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than the control cells. However, we cannot completely exclude the possibility that the
average size of individual pores is also higher in the treated cells. For instance, stud-
ies on cell fusion have proposed that actin networks restrict the growth of fusion pores
and that the fusion pores are accompanied by disassembly of the actin cortex under the
pores [67], and theoretical models have suggested that cytoskeletal networks may stabi-
lize the membrane against pore growth[68].

2.5. CONCLUSION
The role of actin in electroporation is studied in living cells by monitoring the uptake of
propidium iodide to CHO cells. The disruption of actin networks causes higher uptake
during electroporation. The uptake of propidium iodide to cells depend on the tempera-
ture in the range studied (11 ◦C to 37 ◦C), and uptake of propidium iodide increases with
increasing temperature. The cells with disrupted actin networks show a weaker tem-
perature dependence compared to the control cells. These results are analyzed using
the nucleation theory of electroporation, and we conclude that the cells with disrupted
actin networks have a reduced energy barrier of electropore formation. To approach
towards better electroporation models, we thus suggest to consider the contribution of
actin networks in the molecular description of electropore formation kinetics. In addi-
tion, it will be fruitful to test the effect of actin disruption on the uptake of biologically
relevant molecules (e.g. siRNA and DNA) in the future studies [48, 69].
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APPENDIX

2.A. PROPIDIUM IODIDE UPTAKE AT DIFFERENT LEVELS OF DIS-
RUPTION OF ACTIN
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Figure 2.7: (a) Representative confocal images showing the intracellular structure of the actin network (before
electroporation) for the control cells (top row), cells plated one hour prior to electroporation to obtain a spher-
ical morphology (second row), cells treated with 0.25 µM latrunculin B (third row) and 0.5 µM latrunculin B
to disrupt actin networks (bottom). The cells were fixed in formaldehyde and actin networks are stained with
phalloidin FITC. The images are obtained by using the same imaging settings. (b) Representative fluorescence
intensity profiles (bound propidium signal) for the corresponding cells at different times after electroporation.
A single electric pulse with an amplitude of 800 V/cm and a pulse duration of 500 µs was applied for these
uptake experiments. Scale bars represent 10 µm.

We performed electroporation experiments on CHO cells treated by latrunculin B
(0.25 µM) leading to a lower level of actin disruption. The time sequence of the propid-
ium iodide uptake (100 µM) by cells treated with latrunculin B (0.25 µM) during elec-
troporation (E = 800 V/cm, tpulse = 500 µs) is presented in Fig. 2.7 (third row). These
cells continue to show the asymmetric uptake profiles similarly seen in the uptake ex-
periments on cells in which actin was disrupted by latrunculin B (0.5 µM).
We also performed propidium iodide (100 µM) uptake experiments on CHO cells plated
one hour before electroporation to decouple the effect of cell shape and actin disrup-



2.A. APPENDIX

2

37

0 5 10 15
0

400

800

1200

1600

2000

2400
Control
1 hour after plating
0.25 µM Latrunculin B
0.5 µM Latrunculin B

I T
ot

al
(a

.u
.)

t (s)

Figure 2.8: Temporal evolution of the total fluorescence intensity divided by the number of pixels in the region
of interest both the control cells and the treated cells at room temperature. A representative uptake profile
from a single experiment is shown for the cells treated with 0.25 µM latrunculin B and cell plated for 1 hour.
The total fluorescence intensity is measured as the sum of the fluorescence intensity inside a region of interest
defined by the boundary of the cell. Only one among every fifth data point is shown for improving visibility.
One electric pulse of 800 V/cm with a duration of 500 µs is applied to obtain this data and the experiments are
performed at room temperature.

tion. This allows the cells to adhere to the culture plates while maintaining a roughly
spherical morphology. The results are presented in Fig. 2.7 (second row) and Fig. 2.8.
These figures demonstrate that the cells with intact actin networks and a roughly spher-
ical morphology have similar propidium uptake profiles as our control cells, and more
importantly, a lower uptake than the latrunculin treated cells. We further quantify the
uptake profiles and plot the time series of uptake for the control cells, plated cells with
spherical morphology, and different levels actin disruption in Fig. 2.8. The plot shows
that the actin disruption using latrunculin B (0.25 µM) also increases the permeability
of the CHO cells after electroporation compared to the control cells. The uptake in cells
treated by latrunculin B (0.25 µM) is lower than that of the cells disrupted by latrunculin
B (0.5 µM). This provides definite proof that increase in permeability of the cells after
electroporation is coupled to the level of actin network disruption before the applica-
tion of the electric pulse.

2.B. FLUORESCENCE INTENSITY DUE TO PROPIDIUM IODIDE UP-
TAKE ALONG THE CENTERLINE OF THE CELLS

In this section, we provide the fluorescent intensity profiles along the centerline of the
cell, which is parallel to the electric field. In the Fig. 2.9, we provide the fluorescent in-
tensity of different cells measure at time t = τ. From Fig. 2.9(a), it can be observed that
for the majority of the cells, transport of propidium iodide occurs from both the poles
of the cell facing the electrodes. We see slightly higher transport from the pole facing
the positive electrode, which could be due to the electrophoretic transport during the
electric pulse. From Fig. 2.9(b), we can make the following observations. The transport
of propidium iodide to treated cells is significantly higher at the pole facing the positive
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Figure 2.9: Fluorescent intensity across the centerline (similar to Fig. 2.2(b)) of the cell at time t = τ for the
experimentally tested (a) control cells, (b) treated cells at the room temperature. The point 0 corresponds to the
first point on the cell from the side of the anode which emits a fluorescent intensity signal and 1 corresponds
to the last point which emits a fluorescent intensity signal.

electrode. Besides, almost two-fold higher fluorescence intensity is emitted at the pole
facing the positive electrode in all the treated cells compared to the control cells. A sec-
ond striking difference between the measurements from the control cells and the treated
cells is the extend of transport of propidium iodide. the propidium iodide fails to diffuse
to the center of the cell by the time t = τ in the control cells. In contrast, for all the treated
cells, a fluorescent signal was emitted from the center, albeit small, which could be due
to a higher intracellular diffusion coefficient for the treated cells.

Control Disrupted Actin(a) (b)

x/L (-) x/L (-)
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Figure 2.10: Fluorescent intensity across the centerline (similar to Fig. 2.2(b)) of the cell at different times for
representative (a) control cells, (b) treated cells at the room temperature. The cells for which the intensity is
displayed are the same cells shown in Fig. 2.1(b) and 2.2(b). The point 0 corresponds to the first point on the
cell from the side of the anode which emits a fluorescent intensity signal and 1 corresponds to the last point
which emits a fluorescent intensity signal.

We also provide the fluorescent intensity profiles across the centerline for different
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time points after electroporation for a representative cell in Fig. 2.10. We can make the
following observations. The fluorescent intensity along the centerline increases with
time for both control cells (Fig. 2.10(a)) and treated cells (Fig. 2.10(b)). As time pro-
gresses, the penetration depth of propidium ions increases for both control and treated
cells. The extent of the penetration of propidium ions is more in the treated cells. The
propidium ions manage to penetrate through the entire centerline of the treated cell
within the first five seconds which could either be due to the smaller size of the treated
cell, or the higher intracellular diffusion coefficient.

2.C. PROPIDIUM IODIDE UPTAKE DURING ELECTROPORATION

AT LOWER MAGNIFICATION (20X)
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Figure 2.11: Representative time evolution of the fluorescence intensity profiles (bound propidium signal) for
control cells and treated cells (with 0.5 µM latrunculin B) after electroporation (imaged at 20x magnification).
A single electric pulse with an amplitude of 800 V/cm and a pulse duration of 500 µs was applied for these
uptake experiments. Scale bars represent 100 µm.

2.D. ANALYSIS OF PROPIDIUM IODIDE UPTAKE AT DIFFERENT

TEMPERATURES INCLUDING TEMPERATURE DEPENDENCE

OF D AND ν
Fig. 2.12 shows the fluorescent uptake profiles at all the different temperatures for the
uptake experiments done with an electric field of 800 V/cm. eq. 2.4 relates the mea-
surable parameters obtained from the uptake of propidium iodide, i.e., the fluorescent
intensity and time constant with temperature. For simplicity, we had excluded the tem-
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Figure 2.12: Temperature dependence of ITotal for (a) control cells and (b) cells with disrupted actin. One
electric pulse of 800 V/cm with a duration of 500 µs is applied to obtain this data. Data for 11◦C, 22◦C, 28◦C
and 37◦C are shown in this figure. Only every 15th data point of the time series is shown for better clarity of
the data. The symbols correspond to average value and the error bars correspond to standard deviation over
measurements from 4-7 cells.
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Figure 2.13: A representative plot to display how Imax and τ are extracted from the temporal evolution of
fluorescence data.

perature dependence of the diffusion coefficient and attempt rate frequency. Since exact
correlations for the diffusion coefficient of propidium iodide through the confinement
of electropores and attempt rate frequency are not available, we use the following ap-
proach. The simplified temperature dependence of the diffusion coefficient can be in-
cluded in the calculations through Stokes-Einstein equation, which expresses diffusion
coefficient as D = kBT /(6πηR), where η is the viscosity of the solvent (in our case, wa-
ter), and R is the radius of the solute. For the temperature range we study (T /Tc < 0.75,
where Tc = 647 K is the critical temperature of water), the viscosity of water can be
approximated by the Vogel equation [70, 71]. This eq. expresses viscosity of water as
η = exp(−3.72+ 578.92/(T − 137.55))× 10−3 Pa·s [72]. Since we are interested in trans-
port through the electropores, it is reasonable to assume that the diffusion coefficient is
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independent of the state of the cytoskeleton.
The description of attempt rate frequency to form electropores is more complex. The

attempt rate frequency, ν is frequently approximated by the frequency of lateral fluc-
tuation of lipid molecules [17]. In this scenario, the state of the cytoskeleton can in-
fluence the magnitude of the ν. For simplicity we use the approximation done in the
work by Vasilkoski et. al.(2006), which assumes the lipids to behave like an ideal gas [19].
Vasilkoski et. al.(2006) describes the attempt rate frequency to be inversely proportional
to the time between collision of two lipid molecules. Assuming 100 lipids are involved in
the formation of pores, the attempt rate frequency can be correlated to temperature as
ν∼ 1/100× (2NAkBT /Mlip(∆x)2)1/2, where NA is the Avogadro number, Mlip is the effec-
tive molecular weight of the lipids involved in poration, ∆x is the distance between the
lipid heads. Using these correlations, eq. 2.5 can be expanded as

ln
( Imax

τ

)
= ln

(mceSaptporekB

10V d a06πR
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2
ln
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Figure 2.14: Dependence of ln(Imax/τ) with temperature. One electric pulse of 800 V/cm for 500 µs was ap-
plied for obtaining this data. The solid symbols represent average value and the error bars represent standard
deviation over 4-6 cells. The dashed lines correspond to the best fit of the experimental data with eq. 2.9.

We can infer that there are three contributing factors that could lead to an increase in
uptake of molecules to the cell with increasing temperature, i.e. the increasing diffusion
coefficient, increasing attempt rate frequency, and increasing probability of nucleation
of pores. These contributions can be studied by looking at how ln(Imax/τ) varies with
temperature according to eq. 2.9. Fig. 2.14 shows that ln(Imax/τ) increases with temper-
ature for control cells and actin disrupted cells. The data is then fitted to eq. 2.9 using
OriginPro to obtain the fitting parameters for the non-linear fit. The fit results in an esti-
mated energy barrier for pore creation of ∼−255±696 kB (−0.85±2.32 kBT ) for control
cells and ∼−1827±419 kB (−6.09±1.40 kBT ) for actin disrupted cells at the applied elec-
tric field of 800 V/cm. Note that we measure the negative energy barrier when we take



2

42 2. ROLE OF ACTIN

all the contributions into account. The temperature dependence used here are all based
on approximations and it is uncertain if they are valid for solutions inside the pores. The
exact analytical descriptions of the temperature dependence of the diffusion coefficient
and attempt rate frequency might be more complex than the ones we use in our analy-
sis. Indeed we notice that the temperature ln(D) that we use is much stronger than all
the other terms in eq. 2.9. We however use an idealized version of diffusion coefficient,
which could indeed overestimate the temperature dependence. In fact it has been re-
ported that molecules that are being delivered during electroporation can interact with
the lipids, thereby restricting the diffusion to the cell [73].

2.E. TEMPERATURE DEPENDENCE OF PROPIDIUM IODIDE UP-
TAKE AT 600 V/CM
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Figure 2.15: Dependence of extracted fitting parameters from the time dependence of propidium fluorescent
intensity with temperature. One electric pulse of 600 V/cm for 500 µs was applied for obtaining this data. The
fluorescent profiles are fitted to the eq. ITotal = Imax(1− exp(−t/τ)). (a) Dependence of plateau fluorescent
intensity Imax with temperature. (b) Dependence of resealing time, τ with temperature. (c) Dependence of
ln(Imax/τ) with temperature. The solid symbols represent average value and the error bars represent standard
deviation over 4-6 cells. The dashed lines correspond to the best fit of the experimental data with eq. 2.5.
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In addition to the experiments performed with an applied electric field of 800 V/cm,
we also perform experiments at lower electric field strength. In Fig. 2.15, we present the
results we obtained for experiments performed with a pulse amplitude of 600 V/cm. Fig.
2.15(a) shows that the uptake of propidium iodide for cells with a disrupted actin net-
work is higher at all temperatures compared to the control cells. These results are con-
sistent with the observations made in experiments with a pulse amplitude of 800 V/cm.
Besides, for both control and disrupted actin display a significantly lower uptake at 600
V/cm compared to their counterparts at 800 V/cm. From Fig. 2.15(b), we see that the
average resealing time of cells with disrupted actin is almost 50-60% higher compared
to the control cells. However, no conclusive statements can be made regarding the de-
pendence of resealing time as the errors associated with extracting the resealing times
from the experiment are large. We can, however, see that the resealing time does not
change significantly when the experiments are done at 600 V/cm compared to the exper-
iments performed at 800 V/cm. Hence, the higher uptake observed at the experiments
performed at 800 V/cm compared to the ones at 600 V/cm should be a consequence
of higher pore area at higher electric fields, which is expected as the permeabilized cap
along the cell membrane will be larger at higher applied electric fields.

We further proceed to plotting the dependence of ln(Imax/τ) with temperature in Fig.
2.15(c). We see a similar trend as the one observed at the experiments performed at 800
V/cm. The control cells display a stronger dependence of ln(Imax/τ) with temperature
compared to the treated cells. We then proceed to extract the energy barriers of pore
creation from the experimental data using the simplified eq. 2.5 of the article. We mea-
sure an energy barrier ∼ 0.97±5.74 kBT for the treated cells and ∼ 5.4±2.99 kBT for the
control cells. Similar to experiments performed at 800 V/cm; the average value energy
barrier is reduced when the internal actin network is disrupted.

2.F. ROBUSTNESS OF THE EXPERIMENTAL FLUORESCENCE DATA
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Figure 2.16: Randomly sampled raw time-fluorescence data normalized by the extracted fitting parameters
Imax and τ to show the robustness of the fitting used in the study. The data showed here are randomly sampled
from experiments conducted at different temperatures, state of cytoskeleton and external concentration of
propidium iodide. The experiments shown here use one 500 µs electric field of 800 V/cm.



2

44 2. ROLE OF ACTIN

In this study, the parameters Imax and τ are extracted from how the raw fluorescence
data evolves with time. In Fig. 2.16, we provide randomly sampled raw data of ITotal

from different experiments. The data is sampled from experiments performed at dif-
ferent temperatures, state of actin filaments inside the cell and different concentrations
of propidium iodide. Here, the fluorescence intensity is normalized by Imax and time is
normalized by τ, which are both extracted fitting parameters from the experiment. The
data collapses reasonably well to the form ITotal/Imax = 1−exp(−t/τ).

2.G. NUMERICAL CALCULATIONS
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Figure 2.17: Geometry used for numerical calculations in Comsol®. The relevant boundary conditions are
indicated on the image.

Numerical calculations of the induced transmembrane voltage have been performed
in Comsol® Multiphysics 5.4. The model of a cell exposed to an electric field E is built in
2D cylindrical coordinate system. The geometry of a cell is an elliptic cylinder with semi-
axes of the ellipse denoted as a and b, and the height of the cylinder denoted as h (Fig.
2.17). The length of the semiaxes and cylinder height were varied, as shown in Table 2.1,
keeping the overall volume of the cell equal to the volume of a sphere with radius 8 µm.
The cell is positioned in a rectangular domain representing the extracellular medium,
as shown in Fig. 2.17. In addition, we have also performed calculations for spheroidal
cells with the same combination of semi-axes a and b as shown in Table 2.1, by using
2D axisymmetric coordinate system (instead of cylindrical). In this case, cells with larger
semi-axes have larger volume.

The electroporation model has been constructed based on previously published mod-
els [15, 19, 78]. To model cell electroporation we need to calculate (i) the induced trans-
membrane voltage, for which we need to calculate the electric potential distribution out-
side and inside the cells (ii) formation of pores in the membrane and the corresponding
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a(µm) b(µm) h(µm)
8 8 10.7

10 10 6.8
10 20 3.4
20 10 3.4
20 20 1.7

Table 2.1: Combinations of semi-axes and cylinder height used to create different geometries for the numerical
calculations in Comsol®

Parameter Label Value Reference
Extracellular conductivity σe 0.15 S/m [74]
Extracellular permittivity εe 80 [15]
Intracellular conductivity σi 0.5 S/m [15]
Intracellular permittivity εi 80 [15]
Membrane thickness d 5 nm [15]
Passive membrane conductance Gm 2 S/m2 [15]
Passive membrane capacitance Cm 0.01 F/m2 [15]
Resting potential Vrest -60 mV [75]
Minimum pore radius rp,min 0.8 nm [15]
Maximum pore radius rp,max 50 nm [76]
Pore diffusion coefficient Dp 5×10−14 m2/s [15]
Pore edge tension γ 2×10−11 N [15]
Membrane tension without pores Γ0 10−6 N/m [15]
Tension of the hydrocarbon-water interface Γ′ 0.02 [15]
Parameter in electric pore energy Fmax 7×10−10 N/V2 [15]
Parameter in electric pore energy rh 0.97 nm [15]
Parameter in electric pore energy rt 0.31 nm [15]
Pore creation rate coefficient α 109 m−2s−1 [15]
Characteristic voltage of electroporation Vep 0.16 V [77]
Equilibrium pore density Neq 1.5×109 m−2 [15]
Parameter in pore creation rate q 2.46 [15]
Temperature T 298 K

Table 2.2: List of values of model parameters used in the numerical calculations in Comsol®

increase in the membrane conductance, through which a feedback loop influences the
electric potential distribution and the transmembrane voltage. The values of all param-
eters of the electroporation model are given in Table 2.2.

2.G.1. CALCULATION OF THE INDUCED TRANSMEMBRANE VOLTAGE

The electric potential distribution V in the intracellular and extracellular space is calcu-
lated by

∇· [(σi,e +εi,e)∇Vi,e] = 0 (2.10)
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where σi ,e and εi ,e denote, respectively, the conductivity and the dielectric permit-
tivity of the intracellular (subscript i) or extracellular (subscript e) medium. The cell
membrane is modelled via a boundary condition, which describes the continuity of the
normal component of the electric current density J across the membrane

n · J =Gm(Vm −Vrest)+GepVm +Cm
∂Vm

∂t
(2.11)

where n denotes the unit vector normal to the membrane surface, whereas Gm, Gep,
and Cm denote the passive membrane conductance, conductance due to formation of
pores in the membrane, and membrane capacitance, respectively. The transmembrane
voltage Vm corresponds to the difference between the electric potentials on the two sides
of the membrane Vm =Vi −Ve. Vrest is the resting potential.

2.G.2. MODEL OF MEMBRANE ELECTROPORATION

0 1 2 3 300 400 500
-1

-0.5

0

0.5

1

V m
 (V

)

-90 0 90 180 270
 (°)

-1

-0.5

0

0.5

1

t (μs)

  8 μm x 8 μm
10 μm x 10 μm
10 μm x 20 μm
20 μm x 10 μm
20 μm x 20 μm

E

  8 μm x 8 μm 10 μm x 10 μm 10 μm x 20 μm 20 μm x 10 μm 20 μm x 20 μm

(a)

(b) (c)

E

600 V/cm

Figure 2.18: Calculations of the induced transmembrane voltage for cylindrical cells. (a) 3D representation of
the cell geometry considered. (b) Time course of the transmembrane voltage at the anodic and cathodic pole
of the cell (at θ = 0 and θ = π). (c) Profile of the induced transmembrane voltage along the cell membrane at
the end of a 500 µs, 600 V/cm pulse.

Membrane electroporation is included in the model with the following mathematical
description. The population of pores, which forms in the membrane under the influence
of the induced transmembrane voltage, is described by a distribution function n in the
space of the pore radii such that ndrp corresponds to the number of pores between radii
rp and rp + drp. The size dynamics of the population of pores n is described by the
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Figure 2.19: Calculations of the induced transmembrane voltage for spheroidal cells. (a) 3D representation of
the cell geometry considered. Calculations in (b-c) and (d-e) are, respectively, for 500 µs, 800 V/cm pulse and
500 µs, 600 V/cm pulse. (b) Time course of the transmembrane voltage at the anodic and cathodic pole of the
cell (at θ = 0 and θ =π). (c) Profile of the induced transmembrane voltage along the cell membrane at the end
of the pulse.

Smoluchowski equation

∂n

∂t
=−∂Jp

∂rp
(2.12a)

Jp =−Dp
∂n

∂rp
− Dp

kBT
n
∂E∗

∂rp
(2.12b)
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Figure 2.20: Pore creation rate integrated over the entire cell membrane for cylindrical and spheroidal cells
exposed to 500 µs, 600 V/cm pulse. Most pores are created within about 200-ns-long interval the first 2 µs of
the pulse, when the transmembrane voltage reaches its peak absolute value. The profile of the pore creation
rate does not depend much on cell geometry. In bottom two graphs the curves are normalized to their peak
value.

where Jp denotes the flux of pores in the space of their radii, Dp the pore diffusion
coefficient, E∗ the pore energy, kB the Boltzmann constant, and T the temperature. The
derivative ∂E∗/∂rp corresponds to the force, which acts to expand or shrink a pore and
is given by

∂E∗

∂rp
= 2πγ−2πrpΓeff −

FmaxV 2
m

1+ rh/(rp + rt)
(2.13)

where γ and Γeff denote the pore edge tension and the effective membrane surface ten-
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sion respectively. The last term is an analytical fit to the numerical solution for the force
actin to expand the pore due to Maxwell stress at the lipid-water interface [79]. The ef-
fective surface tensions is given by

Γeff = 2Γ′− 2Γ′−Γ0

(1−PAD)2 (2.14a)

PAD =
∫ rp,max

rp,min

ndrp (2.14b)

where Γ0, Γ′, and PAD denote the tension of the membrane without pores, energy per
area of the hydrocarbon-water interface, and the pore area density, respectively [15].

The Smoluchowski eq. is solved in the space of pore radii on the interval [rp,min,
rp,max]. At the maximum pore radius rp,max = 50 nm we use zero flux boundary condition

Jp(rp,max) = 0. (2.15)

At the minimum pore radius rp,min = 0.8 nm, we use the description for pore creation
and destruction rate, derived by Neu and Krassowska (1999)

Jp(rp,min) =αexp
( V 2

m

V 2
ep

)(
1− n

Neq
exp

(
−q

V 2
m

V 2
ep

))
(2.16a)

Neq ≈ Neq
2πγ

kBT
(2.16b)

where α, Vep, and Neq are pore creation rate coefficient, characteristic voltage of elec-
troporation, and equilibrium pore density, respectively [58].

Pores allow transport of ions; therefore, their formation and expansion increases
membrane ionic conductance. The increase in the membrane conductance due to pores
Gep is obtained by integrating the product of the distribution n and the conductance of
a single pore Gp, whereby the latter varies with the pore radius

Gep =
∫ rp,max

rp,min

nGpdrp. (2.17)

For cylindrical pores, the conductance of a single pore can be derived analytically [80]
and is given by

Gp =
2πσpr 2

p

πrp +2d
(2.18a)

σp = σe −σi

ln(σe/σi)
(2.18b)

Since the transmembrane voltage varies with position on the membrane, and since
the dynamics of pore population depends on the transmembrane voltage, we need to
calculate equations 2.12-2.18 at multiple points over the entire membrane. To do so, we
divide the cell membrane into 160 parts (each part with angle π/80 rad), and for each of
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these parts, we define a separate pore radius space where we calculate equations 2.12-
2.18.

Additional results from numerical calculations are presented in Fig. 2.18-2.20. Fig.
2.18 shows the same calculations as Fig. 2.6, but for lower applied electric field of 600
V/cm. Note that with 600 V/cm, cell membranes still become electroporated, therefore,
the profiles of the induced transmembrane voltage are very similar to those obtained for
800 V/cm. Fig. 2.19 shows calculations for spheroidal cell instead of cylindrical cells (the
calculations were performed in 2D axisymmetric system). In this case the cells with dif-
ferent semi-axes a and b have considerably different volumes, as shown in Fig. 2.19(a).
Nevertheless, the profiles of the transmembrane voltage are similar to those presented
for cylindrical cells in Fig. 6 and Fig. 2.18, indicating that the geometry and size of the
cells does not influence much the time course and magnitude of the induced transmem-
brane voltage, provided that the electric field is sufficiently higher than the threshold for
electroporation. Fig. 2.20 shows the flux Jp, which is given in eq. 2.16 and corresponds
to pore creation and destruction, integrated over the entire membrane surface. Calcula-
tions are performed for all combinations of semi-axes a and b, in cylindrical coordinate
system (cylindrical cells) and axisymmetric coordinate system (spheroidal cells). The re-
sults show that regardless of the cell size and geometry, most of the pores are created
within about 200 ns long interval at the beginning of the pulse, when the induced trans-
membrane voltage reaches it’s peak value. This is due to the exponential dependence of
Jp on the induced transmembrane voltage, as given in eq. 2.16. The duration for which
the pore creation rate is high is similar for all cells regardless of their geometry, therefore
we consider reasonable to approximate the pore creation time as tpore, as we do in eq.
2.3.

2.H. JOULE HEATING
The adiabatic temperature increase from a single electric pulse of duration tpulse, and
amplitude E is given by

∆T = σe

ρC
E 2tpulse (2.19)

where ∆T is the temperature increase of the electroporation buffer, ρ is the density of
the electroporation buffer (≈ 1000 kg/m3), C is specific heat capacity of the electropora-
tion buffer (≈ 4 kJ/kg K) and σ is the electric conductivity [81]. The conductivity of the
pulsing buffer was measured to be 0.127 S/m with a Mettler toledo S230 (sevencompact)
conductivity meter equipped with an inlab 731 ISM electrode. For a 500 µs electric pulse
of amplitude 800 V/cm, the estimated temperature increase is ≈ 0.1 K.
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The ability of exogenous DNA cargo to overcome the active and viscoelastic eukaryotic
cytoplasm is a principal determinant for the gene delivery efficacy. During DNA elec-
trotransfer, DNA forms complexes with the membrane (DNA cargo) which is transported
through the cytoplasm by passive diffusion and active mechanisms. However, this process
is poorly understood limiting rational optimization of DNA cargo to be delivered to dif-
ferent cell types. We have investigated the intracellular transport of DNA cargo (of sizes
100 bp, 250 bp and 500 bp) delivered by electrotransfer to non-cancerous and cancerous
mammalian cells. We demonstrate that intracellular DNA cargo transport is governed by
coexisting ergodic and non-ergodicanomalous diffusion for all the tested DNA sizes and
cell types. The apparent diffusion coefficient of the electrotransferred DNA cargo in the
cytoplasm decreases when the DNA size is increased from 100 bp to 500 bp. Interestingly,
the electrotransferred DNA cargo (500 bp) transport is strongly dependent on the cell’s can-
cer state. Intracellular electrotransferred DNA cargo transport has a higher probability of
superdiffusive transport and lower probability of caging in metastatic cells compared to
malignant cells followed by benign cells.

3.1. INTRODUCTION
Intracellular transport of exogenous cargo such as nucleic acids through the dense and
active intracellular barrier is an indispensable step in biological processes such as cell
transfection, up/down-regulation of gene expression, and gene editing [2–4]. Several
physical and chemical strategies are currently employed for cell transfection by deliver-
ing nucleic acids such as RNA and DNA [5]. One of the safest and simplest physical meth-
ods to introduce the negatively charged nucleic acids to living cells is using pulsed elec-
tric fields (also called electrotransfer), which transiently disrupts the cell membrane [4,
5]. During the electrotransfer to living cells, small nucleic acids like naked siRNA [6]
and DNA fragments [7] (15-22 base pair or bp) freely translocate across the permeabi-
lized cell membrane while DNA fragments with size above 25 bp [7] and plasmid DNA
(4.7 kbp) [8] form DNA-membrane complexes (or DNA cargo). Direct visualization of
electrotransferred plasmid DNA cargo trajectories in the Chinese Hamster Ovary (CHO)
cell cytoplasm demonstrated the presence of fast active transport alongside slow passive
diffusion in the DNA cargo transport [9]. Classical endocytotic pathways facilitate sub-
sequent transport of the DNA cargo through the cytoplasm [10–12]. Understanding the
DNA cargo’s intracellular transport is key to obtaining precise control over DNA electro-
transfer efficacy.

What strategies does a cell employ to transport the mesoscopic cargo with a sim-
ilar size as DNA cargo (0.1 - 0.5 µm [8]) through the cytoplasm? Observations from
the intracellular motion of exogenous cargo such as spherical beads [13, 14], carbon
nanotubes [15] and nanoparticles [16, 17], and endogenous organelles such as endo-
somes [18, 19] and insulin granules [20] provide the basis for our current understanding
of intracellular mesoscopic cargo transport [21–23]. Geometric constraints such as the
cargo size, macromolecule crowding in the cytoplasm, and binding of the cargo to the
cytoskeleton hinder diffusion [17, 24–26]. On the other hand, active forces generated
by molecular motors on the cargo and cytoplasmic fluctuations can enhance diffusion
and often facilitate directed motion [13–15, 19]. Hence, mesoscopic cargo’s intracellu-
lar motion often deviates from Brownian motion and is classified as subdiffusive or su-
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perdiffusive (or broadly as anomalous diffusion) depending on the randomness of the
trajectory [27]. Such classifications, however, are often insufficient to characterize the
cargo’s complex motion in the cytoplasm. Mesoscopic cargo such as beads, insulin gran-
ules, chromosomal loci, and RNA-protein particles in both eukaryotic and prokaryotic
cytoplasm perceive the cytoplasm as a viscoelastic media [13, 17, 28, 29]. Furthermore,
the intracellular motion of insulin granules, nanoparticles, and quantum dots in non-
cancer and cancer cell lines display ergodicity breaking, or non-equivalence between
long-time-averaged motion and ensemble-averaged motion as the cargo can bind to the
cytoplasmic components [17, 20, 27, 30]. To rationally optimize the intracellular DNA
cargo transport, we should understand its intracellular transport across different DNA
sizes (to mimic the geometric constraints) and cell types (with different intracellular ac-
tivity levels).

In this work, we propose a unified framework for electrotransferred DNA cargo trans-
port in the cytoplasm across different DNA sizes (100 bp, 250 bp, 500 bp) and cell types
(animal cell line, benign, malignant, and metastatic breast carcinoma cell line). We
demonstrate that the intracellular DNA cargo transport is composed of both ergodic and
non-ergodic anomalous diffusion processes (with anomalous exponent α) for all tested
DNA sizes and cell types. Increasing the size of the DNA from 100 bp to 500 bp decreases
mean apparent intracellular (CHO-K1 cells) diffusion coefficient of the DNA cargo from
1.8×10−2 µm2s−α to 1.1×10−2 µm2s−α. The anomalous exponent of 500 bp DNA cargo
motion in cytoplasm is strongly correlated to the cell’s cancer state while the apparent
diffusion coefficient is not. Electrotransferred DNA cargo in the cytoplasm has a higher
probability to undergo superdiffusive motion in metastatic breast cancer cells compared
to malignant followed by benign breast cancer cells.

3.2. MATERIALS AND METHODS

3.2.1. CELL CULTURE

The Chinese Hamster Ovary cells, CHO-K1 (DSMZ), were grown in T-flasks contain-
ing culture medium consisting of Nutrient Mixture Ham’s F-12 (Sigma Aldrich) supple-
mented with ∼ 10% fetal bovine serum (Sigma Aldrich). MCF-7 (DSMZ) cells were cul-
tured in Dulbecco’s minimal essential medium (Sigma Aldrich) supplemented with ∼
10% fetal bovine serum and 0.01 mg/ml human recombinant insulin (Gibco). MCF10A
(ATCC) cells were cultured in DMEM/F12 Ham’s Mixture (Gibco) supplemented with
∼ 5% horse serum (Gibco), 20 ng/ml human epidermal growth factor (EGF) recombi-
nant protein (Invitrogen), 10 µg/ml human recombinant insulin (Gibco), 0.5 µg/ml hy-
drocortisone (Sigma Aldrich), 0.1 µg/ml cholera toxin (Sigma Aldrich). MDA-MB-231
(ATCC) cells were cultured in DMEM supplemented with ∼ 10% fetal bovine serum.

The cells were incubated at 37 ◦C with 5% CO2 and were sub-cultured every two days.
Twenty-four hours before the electrotransfer of DNA, 1×104 cells suspended in 500 µl of
culture medium were plated in one well of a four-well glass-bottom chambered coverslip
(µ-slide, Ibidi) with a growth area per well of 2.5 cm2.
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3.2.2. DNA STAINING AND ELECTROTRANSFER PROTOCOL

10 µg of DNA fragments (NoLimits DNA, Thermofisher) at a concentration of 0.5 µg/µl
in 10 mM Tris-HCl (pH 7.6) and 1mM EDTA is stained using YOYO-1 dye (1mM in DMSO,
Thermofisher) at a bp:YOYO-1 dye molecule staining ratio of 5:1. The stained DNA frag-
ments are then dissolved in the pulsing buffer (10 mM Na2HPO4/KH2PO4, 1 mM MgCl2,
250 mM sucrose, pH 7.0-7.4) at a concentration of 3.33 µg/ml.

The culture media from the chambered coverslips containing the cells is removed
just before DNA electrotransfer. The cells are then washed three times with 500 µl of
pulsing buffer. 500 µl of the stained DNA solution in the pulsing buffer (3.33 µg/ml) is
added to each of the chambered coverslips. 10 electric pulses of 350 V/cm amplitude
and 5 ms duration were applied at a frequency of 1 Hz through stainless steel electrodes
placed parallel to each other 3 mm apart. The electrode configuration above is expected
to provide uniform electric field lines. The electrodes are connected to a pulse generator
(BETA tech) to deliver the electric pulses. After the electric pulses are delivered, the elec-
trodes are removed and left to rest in the room temperature (∼ 22 ◦C) for 10 minutes to
allow resealing of the cell membrane. 500 µl of culture media is then added to the cells
(now in the DNA suspension). 500 µl of the resulting solution is removed and the pro-
cess is repeated three times to dilute the amount of free DNA in the solution. The cells
are then placed back in the incubator for 15 minutes.

3.2.3. DNA TRACKING EXPERIMENTS

The fluorescence imaging experiments for tracking DNA cargo are performed on an in-
verted fluorescence microscope (Zeiss Axio-Observer Z1) coupled with an EMCCD cam-
era (Andor ixon3) with a resolution of 512× 512 pixels. The stage of the microscope is
coupled to an incubation system (Ibidi) which maintains the cells at 37 ◦C, 5% CO2, and
> 90 % humidity. A 100×/1.2 oil immersion objective (Zeiss Acroplan) magnifies the im-
age to a field of view of 81.92×81.92 µm2. An HXP 120C lighting unit (Zeiss, Germany)
coupled with a ET-EGFP filter set (excitation: 470 nm/emission: 525 nm) is used as the
light source for fluorescence imaging of YOYO-1 stained DNA. The trajectory of internal-
ized DNA is recorded as a time series of 350 images (14 bit) with an exposure time of 100
ms at a camera streaming mode, resulting in a frequency of 10 frames per second. The
images were acquired by focusing on a plane with sharp fluorescent DNA cargo. The
recorded trajectory is a two dimensional projection of the trajectory of the DNA cargo.
The tracking experiments are done between 20 minutes and 1 hour after the application
of electric pulses.

3.2.4. DATA ANALYSIS

One to five DNA aggregates were observed per cell after electrotransfer. The background
noise and larger particles in the image time series is removed by applying an appropriate
band pass filter through a home-made script written in Python. The position r of the
individual DNA cargo are detected using customized version of Trackpy package written
in Python [31]. The analysis of the data is then performed by home-made scripts written
in Python. The following packages in Python were used in this research: Trackpy, Numpy,
Scipy, Pandas and Matplotlib.
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3.2.5. STATISTICAL ANALYSIS
The statistical analysis was performed using one way analysis of variance (ANOVA) in
Python. The statistical analysis was further confirmed using two sided T tests in Python.
*: P < 0.05, **:P < 0.01, ***: P < 0.001, ****: P < 0.0001.

3.3. RESULTS AND DISCUSSIONS

3.3.1. ANALYSIS OF INTRACELLULAR DNA CARGO TRAFFICKING
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Figure 3.1: Different intracellular DNA cargo transport modes. (A) A schematic of delivery of DNA cargo to
mammalian cells. Ten electric pulses of 350 V/cm with a duration of 5 ms and a frequency of 1 Hz are ap-
plied to deliver YOYO-1 labelled DNA fragment to mammalian cells. DNA-membrane complexes (DNA cargo)
are formed and internalized by the cell. The direct visualization of the intracellular DNA cargo transport is
performed by fluorescent microscopy between 15 minutes and 1 hour after the electric pulses are applied. A
representative fluorescent image of 100 bp DNA cargo inside a CHO-K1 cell is shown. The scale bar represents
5 µm. The schematic is created with BioRender. (B) Two example trajectories displaying localized motion cov-
ering small distances and exploratory motion covering larger distances. The trajectories are colored according
to the time from the starting position. (C)-(E) The probability density distribution (bin size = 0.05 µm) of the
radius of gyration Rg(T = 20 s) of the DNA cargo trajectories for (C) 100 bp (n = 191 trajectories from 38 cells),
(D) 250 bp (n = 99 trajectories from 39 cells), (E) 500 bp (n = 210 trajectories from 34 cells) DNA in CHO-K1 cell
cytoplasm.

To understand the intracellular DNA cargo transport, we study the DNA cargo tra-
jectories after they are internalized (between 20 to 60 minutes after electrotransfer) by
the CHO-K1 cells. A representative example of Chinese Hamster Ovary cells (CHO-K1,
DSMZ) with internalized fluorescently labeled DNA cargo is shown in Fig. 3.1A. The
steric interactions of the DNA cargo with the cytoplasm results in the confinement of
the trajectories within the cytoskeletal meshwork, and the biochemical interactions with
molecular motors during active transport lead to distinctly long trajectories (as schemat-
ically represented in Fig. 3.1B). As a first step, we used DNA cargo formed by electrotrans-
ferred DNA fragments (of sizes 100 bp, 250 bp, and 500 bp) to emulate different levels of
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Figure 3.2: Non-Gaussian DNA cargo displacements. Probability density distribution (bin size = 20 nm) for
one dimensional intracellular DNA cargo displacement during a time interval of ∆t = 0.1 s is plotted for (A)
100 bp (B) 250 bp and (C) 500 bp DNA. The displacements in x and y directions are collected together for
better statistics. The solid line represents a Gaussian fit to the center of the distribution while the dash-dot line
represents a Laplacian fit to the entire distribution. The asterisk (*) in (C) represents the location where the
distribution deviates from the Laplacian distribution. (D) Deviation from Gaussianity is represented by excess
kurtosis κ for different ∆t for the 100, 250 and 500 bp DNA.

steric interactions with the cytoplasm. To quantify the different length scales explored
by the DNA cargo, we estimate the radius of gyration Rg(T ) of the individual trajectories,
where Rg

2(T ) = N−1 ∑N
i=1 |ri(T )− rcom(T )|2 and T is the measurement time [32]. The

individual trajectories were sampled as N points with positions ri and have a center of
mass rcom (assuming same mass at all points). The probability densities of

∣∣Rg
∣∣ at T = 20

s of the DNA cargo trajectories for different DNA fragment sizes are plotted in Fig. 3.1C-
E. The majority of the DNA cargo display localized displacements (

∣∣Rg
∣∣ ∼ 75 nm) for all

DNA sizes. The peak of the probability density distribution from
∣∣Rg

∣∣ of the trajectories
is close to the characteristic actin mesh size (100-200 nm) in a living cell [33]. The DNA
cargo traverse up to

∣∣Rg
∣∣ ∼ 950 nm within 20 seconds for all DNA fragment sizes. The

localized and exploratory intracellular electrotransferred DNA cargo transport was pre-
viously reported in plasmid DNA cargo delivered to CHO cells and is dependent on the
cell’s cytoskeleton state [9].

Having established that the DNA cargo can explore different length scales, we inves-
tigate its one dimensional displacement at different lag times. For a particle perform-
ing ideal random Brownian walk in a simple Newtonian fluid, the probability density of
one dimensional displacement P (|∆x| ,∆t ) exhibits a Gaussian distribution (P (|∆x|) ∼
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exp(−|∆x|2 /σ), where σ is a scale parameter) by the virtue of the central limit theo-
rem [34]. One-dimensional displacement ∆x is defined as x(t +∆t )− x(t ), where x(t ) is
the DNA position at time t (in either x or y direction), and∆t is the time interval between
the DNA position measurements. The displacements in x and y directions are combined
to improve statistics. We plot the probability density of the absolute value of the intra-
cellular one dimensional DNA cargo displacements, P (|∆x| ,∆t ), for ∆t = 0.1 s is plotted
in Figs. 3.2A-C. P (|∆x| ,∆t ) follows a Laplacian distribution (P (|∆x|) ∼ exp(−|∆x|/σ)) for
the majority of the distribution, displaying enhanced probability for the cargo to make
large displacements compared to a regular Brownian motion. The cytoplasmic hetero-
geneity (which results in a broad distribution of diffusivities of DNA cargo within the cy-
toplasm), non-thermal active fluctuations and fast active endocytotic transport of DNA
cargo [10] results in a deviation from Gaussianity reflecting the coexistence of fast and
slow DNA cargo [29]. We quantify the deviation from Gaussian behavior by excess kurto-
sis, κ= 〈∆x4〉/〈∆x2〉2−3. For a Gaussian distribution, κ= 0, and distribution with longer
tails compared to Gaussian display κ > 0. P (|∆x| ,∆t ) remains leptokurtic (κ > 0) for all
DNA sizes. If the long exponential tails in the displacement probability distribution arise
from continuous drift (∼ ∆t ) due to active transport, κ would grow with lag time as the
exponential tails would grow faster compared to its passive diffusion counterpart repre-
sented by a Gaussian (

p
∆t ). Fig. 3.2D shows that non-Gaussian statistics is maintained

even at longer lag times. 100 bp DNA cargo showed an increase in κ with ∆, while 250
bp DNA cargo showed no visible correlation with ∆t , and 500 bp DNA cargo showed
a decrease in κ with ∆t . We find that the larger displacements appear as intermittent
spikes rather than continuous drift with the same velocity from the DNA cargo trajec-
tories (Fig. 3.6, appendix). Such bursts of large active transport are consistent with the
view that endosomal transport involves stress buildup in the cytoskeleton followed by a
rapid release and can explain the weak correlation of κ with ∆t [18]. We conclude that
the physical mechanism that can describe the intracellular DNA cargo transport should
have non-Gaussian displacements. We investigate the influence of the DNA size on the
DNA cargo’s cytoplasmic mobility in the following section.

3.3.2. INTRACELLULAR ANOMALOUS DIFFUSION OF DNA CARGO
To evaluate how the cytoplasmic mobility of DNA cargo varies with DNA size, we esti-
mate the relation between mean square displacement

∆r2(∆t ,T ) = 1

T −∆t

∫ T−∆t

0
[∆r(t +∆t )−∆r(t )]2dt (3.1)

and lag time ∆t . ∆r2(∆t ,T ) is plotted against ∆t for T = 10 s in Figs. 3.3A-C to character-

ize the intracellular transport. Individual ∆r2(∆t ,T ) trajectories for all the sizes of DNA
(colored in gray) is spread over two orders of magnitude demonstrating that the cargo

trajectories are heterogeneous. ∆r2(∆t ,T ) increases with ∆t and deviates from linear-

ity. Furthermore, ∆r2(∆t ,T ) display two distinct scaling with ∆t , with ∆r2(∆t ,T ) ∼∆tα1

when ∆t < 1 s, and ∆r2(∆t ,T ) ∼∆tα2 when ∆t > 1 s. α1 and α2 are power law exponents
and∆t ∼ 1 s is a characteristic cross-over lag time. Mean square displacement from indi-

vidual trajectories are fitted to ∆r2(∆t ,T ) = Dapp,i∆tαi (i = 1,2) to determine the appar-
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Figure 3.3: Intracellular anomalous DNA cargo transport. Individual time averaged mean square displace-

ments (∆r2(∆t ,T )) are plotted in solid gray color for (A) 100 bp (B) 250 bp (C) 500 bp DNA against the lag
time ∆t , for a measurement time T = 10 s. The green circles represent the ensemble and time average mean

square displacement (〈∆r2(∆t ,T )〉). (D) The apparent diffusion coefficient Dapp, and (E) anomalous exponent

α obtained by fitting the individual ∆r2(∆t ,T ) to ∆r2(∆t ,T ) = Dapp∆tα before and after the cross-over ∆t = 1
s is plotted as a box plot for different DNA sizes. Statistical significance of difference of the mean was tested
using one way analysis of variance. *: P < 0.05, **: P < 0.01, ***: P < 0.001, ****: P < 0.0001. Non significant
differences between the datasets were not displayed for better clarity of the figure.

ent diffusion coefficient Dapp and the anomalous power-law exponent using non-linear
regression. α1 is determined during the interval ∆t = 0.1 s and ∆t = 0.8 s while α2 is
determined during the interval ∆t = 2 s and ∆t = 5 s to avoid biases at the edge of the
cross-over lag time. Fig. 3.3D-E shows that the trajectories display marked heterogeneity
in both Dapp,i and αi estimated before and after the cross-over lag time. Dapp,i is spread
over two to three orders of magnitude as seen in Fig. 3.3D (the whole population is pre-
sented in Fig. 3.9, appendix as a 2D density plot) for all DNA sizes. Fig. 3.3D shows that
there is no statistically significant (P > 0.05) difference between Dapp,1 and Dapp,2 within
each DNA size. The arithmetic mean, 〈Dapp,1〉 decreases from ∼ 1.8×10−2 µm2s−α (stan-
dard error of the mean, s.e.m. ∼ 2×10−3 µm2s−α) for 100 bp DNA to ∼ 1.1×10−2 µm2s−α
(s.e.m. ∼ 1.4×10−3 µm2s−α) for 500 bp DNA (P < 0.01). Similarly, the arithmetic mean
of the diffusion coefficient 〈Dapp,2〉 decreases from ∼ 2×10−2 µm2s−α (standard error of
the mean, s.e.m. ∼ 3.8× 10−3 µm2s−α) for 100 bp DNA to ∼ 1.2× 10−2 µm2s−α (s.e.m.
∼ 2.7×10−3 µm2s−α) for 500 bp DNA (P < 0.01). No significant differences in Dapp,i were
observed between 100 bp and 250 bp DNA cargo, and 250 bp and 500 bp DNA cargo.
Our results suggest that viscous dissipation due to increasing DNA cargo size might be
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responsible for reduction in the diffusion coefficient.
To classify the randomness of the trajectory, we then analyse the anomalous expo-

nents αi for the different DNA fragment sizes. The value of αi contains information
about the driving forces of the cargo transport. For Brownian motion αi = 1 [35]. The
motion of the cargo in a viscoelastic or crowded environment like the cytoplasm result
in αi < 1. Only motion with non-thermal driving force, for e.g., active forces can lead to
superdiffusive motion with an anomalous exponent αi > 1. Both α1 and α2 display tra-
jectory to trajectory fluctuations for all sizes of DNA, and showed either caged (αi < 0.4),
subdiffusive (0.4 <αi < 1) and superdiffusive power law scaling as seen in Fig. 3.3E. Ap-
proximately 60 % of the trajectories are caged and ∼ 35 % subdiffusive when ∆t < 1 s as
shown in Fig. S5 (appendix) for all sizes of DNA. For all the DNA sizes, the anomalous
exponent showed a significant (P < 0.0001) increase after the cross-over lag time of 1 s.
The anomalous exponent before ∆t ∼ 1 s was independent of DNA size. After the cross-
over, the majority of the trajectories (∼ 60%) are subdiffusive, ∼ 20% caged and ∼ 20%
superdiffusive. Furthermore, there was a significant (P < 0.05) increase in the anoma-
lous exponent between 100 bp DNA cargo and 250 bp DNA cargo after the crossover.
No significant differences were observed between other combinations of DNA size. The
arithmetic mean of the anomalous exponents 〈α1〉 ∼ 0.42 (s.e.m. < 0.03) for all the DNA
sizes and 〈α2〉 ∼ 0.61 (s.e.m. ∼ 0.03) for 100 bp, ∼ 0.64 (s.e.m. ∼ 0.05) for 250 bp and
∼ 0.72 (s.e.m. ∼ 0.03) for 500 bp DNA. Fig. 3.3E shows that the median α increases from
∼ 0.4 to ∼ 0.7 after the cross-over ∆t ∼ 1 s.

What mechanisms lead to the observed anomalous diffusion of the DNA cargo? Mul-
tiple molecular motors drag the DNA cargo encapsulated in endosomes [10] along mi-
crotubule tracks through viscoelastic cytoplasm [19]. The intracellular motion of en-
dosomes therefore involve stress buildup in the cytoplasm followed by bursts of active
motion [18]. The increasing size of the cargo is reported to increase the resistance faced
from the cytoplasm and can stall the motion while the cooperative action of molecular
motors facilitates directionality [19]. Increasing DNA size from 100 bp to 500 bp showed
a decrease (∼ 64%) in the apparent diffusion coefficient Dapp,1 (and Dapp,2). A plausible
explanation for this observed decrease in Dapp,i is the potential increase in the cytoplas-
mic resistance due to the larger cargo size. In contrast, despite the expectation that the
larger cargo enhances the cytoplasm’s resistance and decreases the probability for ex-
hibiting directionality and superdiffusive motion, increasing the DNA size from 100 bp
to 500 bp increased α2. Other combinations of DNA sizes had no statistically significant
differences inαi . To further investigate the influence of the DNA size on the randomness
of the DNA cargo trajectory, we estimate the directional change angle θ(t ,∆t ) defined
such that

cosθ(t ,∆t ) = ∆r(t ) ·∆r(t +∆t )

|∆r(t )| |∆r(t +∆t )| , (3.2)

where the lag time ∆t represents the temporal coarsening and ∆r is the displacement
vector [36]. The directional change probability density distribution is plotted in Fig. 3.8
(appendix). At short temporal coarsening (∆t = 0.1 s), the distribution shows a peak at π
rad, indicating that an anti-persistent motion is dominant at short time scales and leads
to the observed caged like motion before the cross over lag time. Further increasing ∆t ,
the trajectories become more directional, increasing the anomalous exponent after the
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cross over lag time (Fig. 3.8D). The directional change probability density distribution
and DNA size had no statistically significant correlation. This leads us to conclude that
the DNA size does not significantly alter molecular motor’s ability to overcome the cyto-
plasm’s viscoelastic resistance and actively transport the electrotransferred DNA cargo.
We probe into the physical models of anomalous diffusion which can best describe DNA
cargo transport in the following section. To do so, we check for ergodicity breaking in the
DNA cargo dynamics.

3.3.3. COEXISTENCE OF NON-ERGODIC AND ERGODIC PROCESSES IN THE

INTRACELLULAR DNA CARGO DYNAMICS
To understand if the statistical properties obtained from individual trajectories during
the observation time represent the ensemble behavior, we test if the DNA cargo mo-
tion is ergodic. As a first step towards checking for ergodicity, we plot the time-averaged
mean squared displacement for individual trajectories for different measurement times
T and lag time ∆t = 0.1 s in Figs. 3.4A-C [37]. We use overlines to denote time averages
and angular brackets to denote ensemble averages. The mean square displacements of
different cargo trajectories at the 0.1 s interval are scattered over three orders of mag-
nitude for all tested DNA sizes. The scatter of mean square displacement is more pro-
nounced at short measurement times due to the lower denoising strength from lower
degree of averaging. As the measurement time increases, the number of points per sam-
ple in averaging increases reducing the noise in the mean square displacement. The

dependence of ∆r2(∆t ,T ) on the measurement time T is analyzed by fitting the data to
a power law of the form T β for each trajectory, where β is the power-law exponent. The
fitting is performed between T = 0.8 s and T = 10 s to avoid errors due to noise in the
data at low measurement times. The probability distribution of β for the different sizes
of DNA is provided in Fig. 3.7 (appendix). For most of the trajectories for all DNA sizes,
P (β) ∼ T 0. Some of the trajectories display a decrease while some display an increase

in ∆r2(∆t ,T ) with T . Despite the strong heterogeneity at the single trajectory level, the

ensemble average 〈∆r2(∆t ,T )〉 is independent of the measurement time (∼ T 0). The
power-law dependence of the mean square displacement with measurement time is of-
ten seen in non-ergodic systems. To quantify the degree of amplitude fluctuations of

individual ∆r2(∆t ,T ), the ergodicity breaking parameter

EB = 〈(∆r2(∆t ,T ))2〉−〈∆r2(∆t ,T )〉2

〈∆r2(∆t ,T )〉2
(3.3)

is calculated [37–39]. EB represents the spread of individual ∆r2(∆t ,T ) and hence, the
heterogeneity in the intracellular DNA cargo diffusion. For an ergodic process, EB = 0

when T →∞ as there is no amplitude fluctuations in∆r2(∆t ,T ) [27]. Fig. 3.4D shows that
EB converges to EB ∼ 1 with increasing measurement time for 100 bp and 250 bp DNA
and EB ∼ 2 for 500 bp DNA, showing that intracellular DNA motion after electroporation
is non-ergodic.

Can a unified framework describe the DNA cargo’s non-ergodicanomalous diffusion
with non Gaussian displacements? Simple Brownian walk slowed down by molecular
crowding in the cytoplasm is insufficient to explain the observed heterogeneity in the
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Figure 3.4: Coexistence of ergodic and non-ergodic processes in the intracellular DNA cargo dynamics. (A)-

(C) Individual time averaged mean square displacements (∆r2(∆t ,T )) are plotted in solid gray color for (A)
100 bp (B) 250 bp (C) 500 bp DNA against the measurement time T , for a lag time ∆t = 0.1 s. The green

circles represent the ensemble and time average mean square displacement (〈∆r2(∆t ,T )〉). (D) The ergodicity
breaking parameter EB is plotted against the measurement time T . (E) Velocity auto-correlation function
Cδ

v (∆t ) = 〈v(t +∆t ) ·v(t )〉, where v(t ) = [r(t +δ)− r(t )]/δ normalized by Cδ
v (∆t = 0) plotted against the lag time

∆t normalized by the discretization time interval δ = 0.2 s for 100, 250 and 500 bp DNA. The solid line is the
analytical prediction from fractional Brownian motion (FBM), Eq. 3.5 with 〈α〉 = 0.42.

mean square displacement. Continuous time random walk [27] (CTRW), where the tra-
jectories consist of random steps which are broadly distributed in time, or fractional
Brownian motion [40] (FBM), where the trajectories consist of random steps which are
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broadly distributed in space are often used to model heterogenous intracellular meso-
scopic cargo motion. A distinguishing statistical property of CTRW from FBM is that
CTRW is non-ergodic. During biological processes like intracellular insulin granule trans-
port in pancreaticβ-cells [20] and membrane diffusion of voltage-gated potassium chan-
nels in human embryonic kidney cells [41], ergodic FBM and non-ergodic CTRW coexist.
While the ergodicity breaking suggests that DNA cargo motion follows a CTRW, the DNA
cargo mean square displacement does not plateau with ∆t as typically observed in a
CTRW. Furthermore, we did not find any evidence for intermittent stalling in our tra-
jectories (Fig. 3.6, appendix) which is a signature of CTRW. These observations lead us
to hypothesise that an ergodic FBM process coexists with the CTRW. To check whether
our data can be described by ergodic FBM, we proceed to calculate the velocity auto-
correlation function

Cδ
v (∆t ) = 〈v(t +∆t ) ·v(t )〉, (3.4)

where v(t ) = [r(t+δ)−r(t )]/δ, for discretization time intervalδ= 0.2 s [28, 42, 43]. Fig. 3.4E
shows that all the DNA sizes have a negative autocorrelation (Cδ

v (∆t )/Cδ
v (∆t = 0) ∼−0.28)

or memory at ∆t/δ = 1 before levelling off at zero. The velocity autocorrelation is inde-
pendent of the DNA size used. Such anti-correlated motion is exhibited by cargo un-
dergoing ergodic fractional Brownian walk (FBM) [44]. Fig. 3.4E shows that the velocity
anticorrelation function shows good agreement (root mean square error = 0.29) with the
analytical predictions of FBM [26, 27]

Cδ
v (ε) = [(ε+1)α+|ε−1|α−2εα]/2 (3.5)

where ε=∆t/δ, with α= 〈α1〉 = 0.42 (obtained in the previous section). The velocity au-
tocorrelation function is self similar over discretization time interval as shown in Fig. 3.11
(appendix). The directional change distribution plotted in Fig. S3A (appendix) which
shows a peak directional change of π rad at ∆t = 0.1 s corroborates the short lag time
(∼ ∆t = 0.1 s) anti-persistent motion. At further temporal coarsening (∆t = 0.5 s and
∆t = 1 s), the peak shifts towards 0 rad and 2π rad indicating emergence of directional
inertial motion at long lag times (Fig. S3B-D, appendix).

Overall, our data presents evidence that ergodic and non-ergodic processes coex-
ist in intracellular electrotransferred DNA cargo transport. Non-ergodic processes like
CTRW originate from transient binding and unbinding of the molecular motors which
are attached to the cargo with different components of the cytoplasm. Our experiments
display characteristic signatures of CTRW including ergodicity breaking and non Gaus-
sianity. The ergodic FBM characteristics exhibited by the DNA cargo potentially orig-
inates from the intracellular fluctuations. Hence, both the cargo and the cytoplasmic
environment potentially govern the intracellular DNA cargo dynamics. To keep the per-
meabilization area during electroporation constant in our studies, we did not chemi-
cally perturb the cytoskeleton and the molecular motors [45]. In the following section,
we study the influence of different levels of cytoplasmic activity (by using breast cancer
cells at different stages of cancer) on the intracellular DNA cargo transport.
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Figure 3.5: Influence of the cell’s cancer state on the intracellular 500 bp DNA cargo dynamics. MCF10A cells
are benign, MCF7 are malignant and MDA-MB-231 cells are metastatic breast cancer cells. (A) Ergodicity
breaking parameter EB estimated for ∆t = 0.1 s is plotted against measurement time T . (B) Velocity auto-
correlation function Cδ

v (∆t ) = 〈v(t +∆t ) ·v(t )〉, where v(t ) = [r(t +δ)−r(t )]/δ normalized by Cδ
v (∆t = 0) plotted

against the lag time ∆t normalized by the discretization time interval δ = 0.2 s for the cancer cell lines. The
solid line is the analytical prediction from fractional Brownian motion (FBM), Eq. 3.5. C Ensemble and time

averaged mean square displacement∆r2(∆t ,T ) is plotted against the lag time∆t for the cancer cell lines (mea-
surement time T = 10 s). The plot is shown in linear scale in the inset. (D) The apparent diffusion coefficient

Dapp, and (E) anomalous exponent α obtained by fitting the individual ∆r2(∆t ,T ) to ∆r2(∆t ,T ) = Dapp∆tα

before and after the cross-over ∆t = 1 s is plotted as a box plot for different cancer cell lines. Statistical sig-
nificance of difference of the mean was tested using one way analysis of variance. *: P < 0.05, **:P < 0.01, ***:
P < 0.001, ****: P < 0.0001. α between the two time scales are significantly different for all cell lines (P < 0.0001)
but are not shown for better clarity. Non significant difference between the datasets were not displayed for bet-
ter clarity of the figure. 133 trajectories (from 63 cells) were analyzed for MDA-MB-231 cells, 628 trajectories
(from 98 cells) were analyzed for MCF7 cells, and 130 trajectories (from 60 cells) were analyzed for MCF10A
cells.

3.3.4. INFLUENCE OF CELL’S STATE ON THE ELECTROTRANSFERRED DNA
CARGO TRANSPORT

To understand the influence of the cell’s cancer state on the DNA cargo transport, we
studied the intracellular transport of 500 bp DNA cargo through breast cancer cells of
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varying activity. We chose the following cell lines, which have an increasing level of intra-
cellular activity: MCF10A (benign), MCF7 (malignant), and MDA-MB-231 (metastatic) [14,
46]. Ergodicity breaking in the DNA cargo transport is present in all the cancer cell lines
with varying activity levels in Fig. 3.5A. Like CHO-K1 cells, EB for 500 bp DNA cargo tra-
jectories of all the cancer cell lines studied converges to EB ∼ 2−3. The FBM analytical
solution describes the velocity autocorrelation function well for the DNA cargo transport
in the cancer cells as shown in Fig. 3.5B. Our combined results from animal and human
breast cancer (at different cancer states) cell lines lead us to propose that coexisting er-
godic, and non-ergodic transport could be a universal strategy employed by eukaryotic
adherent cell lines for intracellular transport of electrotransferred DNA cargo.

To study the influence of the cell’s intrinsic activity on the cytoplasmic mobility of

the DNA cargo we plot the 〈∆r2(∆t )〉 for with measurement time T = 10 s in Fig. 3.5C.

〈∆r2(∆t )〉 increases from ∼ 3×10−2 µm2 in benign cells to ∼ 4×10−2 µm2 in malignant
cells and ∼ 7× 10−2 µm2 in metastatic cells at ∆t = 10 s. This shows that electrotrans-
ferred DNA cargo traverse longer distances in the cytoplasm of the cells with higher ac-
tivity. The individual time averaged mean squared displacement show strong hetero-
geneity over different cell lines as shown in Fig. 3.12 (appendix). The two distinct scaling

with∆t with a cross-over∆t ∼ 1 s is present for the 〈∆r2(∆t )〉 of DNA cargo in cancer cell
lines similar to the experiments performed with CHO-K1 cells. Dapp,i and αi govern the

relation of 〈∆r2(∆t )〉 with ∆t . To understand why cells with higher intracellular activity

have higher 〈∆r2(∆t )〉, we estimate Dapp,i and αi for the cancer cell lines. The ensem-
ble average 〈Dapp,1〉 for the 500 bp DNA cargo is ∼ 8.1×10−3 µm2s−α (s.e.m ∼ 1.2×10−3

µm2s−α) for MDA-MB-231 cells, ∼ 7.4× 10−3 µm2s−α (s.e.m ∼ 0.7× 10−3 µm2s−α) for
MCF7 cells, and ∼ 5.7 × 10−3 µm2s−α (s.e.m ∼ 0.8 × 10−3 µm2s−α) for MCF10A cells.
The ensemble average 〈Dapp,2〉 for the 500 bp DNA cargo is ∼ 8.9×10−3 µm2s−α (s.e.m
∼ 1.5× 10−3 µm2s−α) for MDA-MB-231 cells, ∼ 7.6× 10−3 µm2s−α (s.e.m ∼ 0.7× 10−3

µm2s−α) for MCF7 cells, and∼ 5.3×10−3 µm2s−α (s.e.m∼ 0.7×10−3 µm2s−α) for MCF10A
cells. There is no significant difference (P > 0.05) in Dapp,i between the different cancer
cell lines as shown in Fig. 3.5D. On the other hand, αi is dependent on the cell’s intrinsic
activity as shown in Fig. 3.5E. Both α1 (α when 0 < ∆t (s)< 1) and α2 (α when 1 < ∆t
(s)< 10) is the highest for MDA-MB-231 cells, followed by MCF7 cells and MCF10A cells
respectively. The ensemble average 〈α1〉 is 0.49 (s.e.m. ∼ 0.03) for MDA-MB-231 cells,
0.36 (s.e.m. ∼ 0.01 ) for MCF7 cells and 0.33 (s.e.m. ∼ 0.03) for MCF10A cells. The en-
semble average 〈α2〉 is 0.88 (s.e.m. ∼ 0.04) for MDA-MB-231 cells, 0.7 (s.e.m. ∼ 0.02 ) for
MCF7 cells and 0.67 (s.e.m. ∼ 0.04) for MCF10A cells. These observations provide direct
evidence that intracellular DNA cargo trajectories are less subdiffusive in metastatic cell
cytoplasm followed by malignant and benign cells, respectively. The DNA cargo from all
the cell lines experience a short time scale caging (before ∆t ∼ 1 s) followed by escape
from the cage (∆t ∼ 1 s). The percentage of trajectories which follow caged, subdiffusive
and superdiffusive transport are plotted in Fig. 3.15 (appendix). Before∆t ∼ 1 s, ∼ 50% of
the DNA cargo trajectories are caged, ∼ 40% are subdiffusive and ∼ 10% are superdiffu-
sive for MDA-MB-231 cells. After∆t ∼ 1 s, ∼ 15% of the DNA cargo trajectories are caged,
∼ 35% are subdiffusive and ∼ 50% are superdiffusive for MDA-MB-231 cells. Similarly
for MCF7 and MCF10A cells, ∼ 60% of DNA cargo trajectories are caged, ∼ 35% are sub-
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diffusive and ∼ 5% are superdiffusive before ∆t ∼ 1 s. For MCF7 cells, ∼ 20% of the DNA
cargo trajectories are caged, ∼ 55% are subdiffusive and ∼ 25% are superdiffusive after
∆t ∼ 1 s. For MCF10A cells, ∼ 30% of the DNA cargo trajectories are caged, ∼ 50% are
subdiffusive and ∼ 20% are superdiffusive after ∆t ∼ 1 s. Hence, the percentage of the
DNA cargo trajectories that display superdiffusive behavior is strongly correlated to the
cancer state of the cell.

What leads to the differences in the anomalous diffusion between metastatic cells,
malignant and benign cells? Metastatic cells have a higher degree of intracellular activ-
ity followed by malignant cells and benign cells [14, 46]. Since the size of the DNA cargo is
the same (as demonstrated by lack of significant differences in Dapp of 500 bp DNA cargo
in different cell lines), the observed behavior is strongly correlated to the forces exerted
by the molecular motors [19]. Although the cytoplasm remains viscoelastic (as demon-
strated by the velocity autocorrelation function) for the DNA cargo for all the cancer cells
tested, the values of α1 suggest that the intracellular fluctuations are significantly higher
in metastatic cells compared to malignant and benign cells. This leads to the lower de-
gree of caging observed in metastatic cells followed by malignant and benign cells. The
long time scale behavior (after ∆t ∼ 1 s) suggests that the forces exerted by the molec-
ular motors on the DNA cargo is higher in the metastatic cells followed by malignant
cells and benign cells and leads to a higher fraction of DNA cargo trajectories displaying
superdiffusive behavior. The ergodicity breaking of the DNA cargo motion supports the
molecular motor’s involvement in the intracellular DNA cargo trajectories. Our results
show that the intracellular DNA cargo trajectories in cancerous and non-cancerous cell
lines can be described by coexisting ergodic and non-ergodic anomalous diffusion. The
intracellular mobility differences across various cell types for a fixed size DNA cargo arise
from the cell’s intracellular activity. Overall, our results strongly suggest that the trans-
port of DNA cargo is governed by active stresses in the cell cytoplasm (which depends
on the cell’s cancer state) and viscous drag in the cytoplasm (which depends on the DNA
size).

3.4. CONCLUSIONS
We demonstrate that the electrotransferred DNA cargo undergoes coexisting ergodic and
non-ergodic anomalous diffusion for different DNA sizes (100 bp, 250 bp, 500 bp) and
non-cancerous and cancerous cell lines (CHO-K1, MCF10A, MCF7, and MDA-MB-231).
The DNA cargo trajectories can be described by anomalous diffusion consisting of two
characteristic scalings with lag time with a crossover lag time ∼ 1 s. The apparent diffu-
sion coefficient of the DNA cargo in CHO cell cytoplasm decreased when we increased
the DNA size from 100 bp to 500 bp. At short lagtimes, most of the DNA cargo trajectories
are caged and subdiffusive, while at long lag times, the DNA cargo trajectories are caged,
subdiffusive, or superdiffusive. The fraction of DNA cargo trajectories displaying caged,
subdiffusive, or superdiffusive behavior has no visible correlation with the DNA size in
CHO cell cytoplasm but strongly correlates with the cell’s cancer state. 500 bp DNA cargo
in metastatic cytoplasm experience a higher percentage of superdiffusive transport and
lowest degree of caging in comparison to malignant cells and benign cancer cell cyto-
plasm. Hence the viscous drag and active cytoplasmic forces are important factors in
electrotransferred DNA cargo’s intracellular motion. Our findings provide guidelines to
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develop new theoretical models to rationally design and optimize DNA electrotransfer
protocols for different DNA sizes and cell types.
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APPENDIX

3.A. INTRACELLULAR TRANSPORT OF DIFFERENT SIZED DNA
CARGO IN CHO-K1 CELLS

3.A.1. SAMPLE TRAJECTORIES
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Figure 3.6: Representative intracellular DNA cargo displacements in CHO cells. (A) Representative x (blue)
and y displacements (time interval of 0.1 s) during a measurement. (B) Corresponding magnitude of the two

dimensional displacement defined as ∆r = |
√
∆x2 +∆y2|.

An example of representative intracellular DNA cargo displacement in CHO cells is
plotted in Fig. 3.6. The one dimensional displacements is shown in Fig. 3.6A and the
Fig. 3.6B shows the magnitude of the two dimensional displacement defined as ∆r =
|
√
∆x2 +∆y2| during a time interval of 0.1 s. We see no evidence of stalling events (zero

displacement) that would be seen in a CTRW.
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3.A.2. ERGODICITY BREAKING
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Figure 3.7: Probability density distributions of power law exponent β obtained by fitting ∆r2(∆t ,T ) ∝ Tβ is
plotted for (A) 100 bp, (B) 250 bp, (C) 500 bp DNA. The fitting is performed between measurement time T = 0.8
s and 10 s to avoid errors due to poor statistics at short time scales.

The dependence of the time averaged mean square displacement ∆r2(∆t ,T ) with

measurement time T is then tested. ∆r2(∆t ,T ) was evaluated for different values of T
and was plotted in Figs. 4A-C for different DNA sizes. We extract the power law depen-

dence of ∆r2(∆t ,T ) with T by fitting data with the equation ∆r2(∆t ,T ) = AT β, where β
is the power law exponent and A is a dummy variable. The fitting is performed between
T = 0.8 s and 10 s to avoid noise at the short time scales due to poor statistics. While

the peak of probability density distributions plotted in Fig. 3.7 is at ∆r2(∆t ,T ) ∼ T 0, non
zero power law exponents are present.



3.A. APPENDIX

3

77

3.A.3. DIRECTIONAL CHANGE DISTRIBUTION
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Figure 3.8: Directional change distribution for 100 bp, 250 bp and 500 bp DNA for different degrees of temporal
coarsening (A) ∆t = 0.1 s, (B) ∆t = 0.5 s, and (C) ∆t = 2 s. (D) Probability of increase in directionality (P (−π/4 <
θ <π/4)) for different DNA sizes is plotted as a function of increasing temporal coarsening ∆t .

We plot the directional change probability density distribution between steps for the
different sizes of DNA in Figs. 3.8A-C. The relative angle θ(t ,∆t ) is defined as

cosθ(t ,∆t ) = ∆r(t ) ·∆r(t +∆t )

|∆r(t )| |∆r(t +∆t )| , (3.6)

where the lag time ∆t represents the temporal coarsening [36]. At short lag times (∆t =
0.1 s), the directional change has a peak centered around π rad indicating that the DNA
is trapped within a confining potential [39]. This is expected as the DNA is trapped in
the viscoelastic cytoskeletal meshwork. At further temporal coarsening (∆t = 0.5 s and
∆t = 1 s), the peak shifts towards 0 rad and 2π rad showing the presence of directional
inertial motion as shown in Figs. 3.8B-C. The development of the directionality is then
quantified by plotting P (−π/4 < θ < π/4) as a function of temporal coarsening in Fig.
3.8D. We see that for all the DNA fragment sizes, directionality of the trajectories in-
creases with increasing temporal coarsening.
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3.A.4. APPARENT DIFFUSION COEFFICIENT AND ANOMALOUS EXPONENT
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Figure 3.9: Scatter plot of logarithm of the apparent diffusion coefficient (Dapp) and anomalous exponent (α)
obtained at short lag time (A)-(C) and long lag time (D)-(F) for (A), (D) 100 bp, (B), (E) 250 bp, and (C), (F) 500
bp DNA. The probability density is plotted as a contour with red indicating high density and blue indicating
low density.

The two dimensional probability density of logarithm of the apparent diffusion co-
efficient (Dapp) and anomalous exponent (α) obtained from individual trajectories are
plotted in Fig. 3.9. The data is plotted separately for short lag times in Fig. 3.9A-C and
long lag times in Fig. 3.9D-F.
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3.A.5. CLASSIFICATION OF TRAJECTORIES

Figure 3.10: Classification of individual trajectories to caged (α≤ 0.4), subdiffusive (0.4 <α≤ 1), and superdif-
fusive (α> 1) for short lag times (blue) and long times (red) for different DNA sizes.

We classify the the trajectories as caged (α ≤ 0.4), subdiffusive (0.4 < α ≤ 1), and su-
perdiffusive (α > 1) based on value of the anomalous exponent. Fig. 3.10 shows that
∼ 60% of the trajectories remain caged for all DNA sizes at short lag times. Approxi-
mately 35% of the trajectories are subdiffusive and rest superdiffusive at short lag times.
At longer lag times, ∼ 20% trajectories remain caged, ∼ 60% trajectories subdiffusive and
rest superdiffusive.
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3.A.6. VELOCITY AUTOCORRELATION

We evaluate Cδ
v (∆t ) = 〈v(t +∆t ) ·v(t )〉 with different values of δ to identify if the negative

correlation arises from localization errors, confinement or medium elasticity[47]. The
Cδ

v (∆t ) = 〈v(t +∆t ) ·v(t )〉 for 100 bp DNA cargo with δ = 0.1,0.2,0.5 s is plotted in Fig.
3.11. We observe that the Cδ

v (∆t ) = 〈v(t +∆t ) ·v(t )〉 is self similar and collapses to a single
curve for different values of δ. This shows the observed negative correlation does not
come from the localization errors but ergodic FBM.

Figure 3.11: Velocity auto-correlation function Cδ
v (∆t ) = 〈v(t +∆t ) ·v(t )〉, where v(t ) = [r(t+δ)−r(t )]/δnormal-

ized by Cδ
v (∆t = 0) plotted against the lag time∆t normalized by the discretization time interval δ= 0.1,0.2,9.5

s for 100 bp DNA cargo in CHO-K1 cell cytoplasm. The solid line is the analytical prediction from fractional
Brownian motion (FBM)
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3.B. INTRACELLULAR TRANSPORT OF 500 BP DNA CARGO IN

DIFFERENT CANCER CELLS

3.B.1. NON ERGODICITY OF 500 BP DNA CARGO IN DIFFERENT CANCER

CELLS

The heterogeneity in ∆r2(∆t ,T ) for T = 10 s is presented in Fig. 3.12A-C for MDA-MB-
231, MCF7 and MCF10A cells. To understand the origin of observed heterogeneity, we

checked for ergodicity breaking. We observe that ∆r2(∆t ,T ) as presented by its power
law dependence with T in Fig. 3.13A-C.

Figure 3.12: Individual time averaged mean square displacements (∆r2(∆t ,T )) of 500 bp DNA cargo in cyto-
plasm are plotted in solid gray color for (A) MDA-MB-231 (B) MCF7 (C) MCF10A cells against the lag time ∆t ,
for a measurement time T = 10 s. The green circles represent the ensemble and time average mean square

displacement (〈∆r2(∆t ,T )〉).
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Figure 3.13: Probability density distributions of power law exponent β obtained by fitting ∆r2(∆t ,T ) ∝ Tβ of
500 bp DNA cargo in the cytoplasm is plotted for (A) MDA-MB-231, (B) MCF7, (C) MCF10A cells. The fitting
is performed between measurement time T = 0.8 s and 10 s to avoid errors due to poor statistics at short time
scales.
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3.B.2. APPARENT DIFFUSION COEFFICIENT AND ANOMALOUS EXPONENT
The two dimensional probability density of logarithm of the apparent diffusion coeffi-
cient (Dapp) and anomalous exponent (α) obtained from individual trajectories for dif-
ferent cancer cells are plotted in Fig. 3.14. The data is plotted separately for short lag
times in Fig. 3.14A-C and long lag times in Fig. 3.14D-F.
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Figure 3.14: Scatter plot of logarithm of the apparent diffusion coefficient (Dapp) and anomalous exponent
(α) obtained at short lag time (A)-(C) and long lag time (D)-(F) for (A), (D) MDA-MB-231, (B), (e) MCF7 bp, and
(C), (F) MCF10A cells. The probability density is plotted as a contour with red indicating high density and blue
indicating low density.
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3.B.3. CLASSIFICATION OF TRAJECTORIES

Figure 3.15: Classification of individual trajectories to caged (α≤ 0.4), subdiffusive (0.4 <α≤ 1), and superdif-
fusive (α> 1) for short lag times (blue) and long times (red) for different cancer cells.

We classify the the trajectories as caged (α ≤ 0.4), subdiffusive (0.4 < α ≤ 1), and
superdiffusive (α > 1) based on value of the anomalous exponent. Fig. 3.15 shows that
∼ 60% of the 500 bp DNA cargo trajectories for MCF7 and MCF10A cells, and∼ 50% of the
trajectories and MDA-MB-231 cells remain caged at short lag times. Approximately 35%
of the trajectories are subdiffusive and rest superdiffusive at short lag times. At longer
lag times, ∼ 30% trajectories in MCF10A, ∼ 20% trajectories in MCF7, and ∼ 15% trajec-
tories for MDA-MB-231 cells remain caged. ∼ 50% of the 500 bp DNA cargo trajectories
in MCF10A and MCF7 and ∼ 35% in MDA-MB-231 cells are subdiffusive and rest su-
perdiffusive.
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3.B.4. DIRECTIONAL CHANGE DISTRIBUTION
We plot the directional change distribution for 500 bp DNA cargo for MCF10A, MCF7 and
MDA-MB-231 cells at different degree temporal coarsening in Fig. 3.16A-C. We observe
similar behavior in all cell lines that at probability of directionality increases with the
increasing temporal coarsening.
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Figure 3.16: Directional change distribution of 500 bp DNA cargo in the cytoplasm of MDA-MB-231, MCF7
and MCF10A cells for different degrees of temporal coarsening (A) ∆t = 0.1 s, (B) ∆t = 0.5 s, and (C) ∆t = 2 s.
(D) Probability of increase in directionality (P (−π/4 < θ <π/4)) for different DNA sizes is plotted as a function
of increasing temporal coarsening ∆t .
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• A localized electroporation device based on microtrap technology was devel-
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We developed a localized single-cell electroporation chip to deliver exogenous biomolecules
with high efficiency while maintaining high cell viability. In our microfluidics device, the
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cells are trapped in a microtrap array by flow, after which target molecules are supplied
to the device and electrotransferred to the cells under electric pulses. The system provides
the ability to monitor the electrotransfer of exogenous biomolecules in real-time. We re-
veal through numerical simulations that localized electroporation is the mechanism of
permeabilization in the microtrap array electroporation device. We demonstrate the sim-
plicity and accuracy of this microtrap technology for electroporation by delivery of both
small molecule electrotransfer using propidium iodide and large molecule electrotransfer
using plasmid DNA for gene expression, illustrating the potential of this minimally inva-
sive method to be widely used for precise intracellular delivery purposes (from bioprocess
engineering to therapeutic applications).

4.1. INTRODUCTION
Precise intracellular biomolecule delivery in a safe, affordable, and robust way is key to
fundamental cell biology research and biomedical applications. Transient permeabiliza-
tion of cell membranes using pulsed electric fields (electroporation) is a simple non-viral
method to deliver exogenous biomolecules to a variety of cell types [2–7]. However, con-
ventional electroporation often suffers from poor efficiency as it relies on bulk stochastic
phenomena and poor control over the cell viability due to the strong electric fields used
during electroporation [8, 9].

To obtain non-toxic electroporation with controlled biomolecule delivery, it is re-
quired to apply electric pulses through miniaturized (small) geometries, which induce
localized electroporation at the cell membrane [10–13]. In localized electroporation,
the applied electric field is concentrated by utilizing miniaturized structures such as
micro/nanochannels [10, 14–24], porous membranes [11, 25], nanostraws [26–28], nan-
otubes [29], nanoprobes [30–32], or microneedles [33–35]. This can provide precise con-
trol over the dosage of the delivered exogenous cargoes [10, 11]. Localized electropora-
tion is compatible with delivering a variety of exogenous cargo such as molecular bea-
cons [10, 36], lipoplex nanoparticles [37], siRNA [38], mRNA [11], plasmid DNA [10, 11,
23, 25], and Cas9 ribonuclear proteins [11] while maintaining high cell viability. How-
ever, the cells should either be adhered to the structures (or substrate) [11, 23, 27] or be
micro-manipulated to the structure through an external force (e.g., by optical and mag-
netic tweezers or a micromanipulator) [10, 32] for successful localized electroporation.

To overcome this limitation, we fabricated a scalable hydrodynamic microtrap array
integrated into a microfluidic channel [39, 40] (or microtraps for brevity) to simultane-
ously immobilize cells at miniaturized constrictions and perform localized electropo-
ration. The cells are trapped in the microtraps through flow and are tightly attached
to the trap’s aperture, where the applied voltage drop in the channel is concentrated.
Our device enables us to electroporate the single trapped cells while maintaining high
cell viability (> 90%) and deliver small biomolecules and plasmid DNA encoding func-
tional proteins. The cells can be continuously perfused with the culture media required
for maintaining cell viability. We further confirm through numerical calculations that
our device enables localized electroporation, with enhanced electroporation at the cell
region facing the microtrap aperture and reduced electroporation in the remainder of
the cell. Our microtrap electroporation device is a demonstration of a microfluidics ap-
proach, wherein single-cell trapping (under gentle flow conditions) and electrical pulses
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control the precise delivery of cargoes into the cell. This microtrap localized electropo-
ration device is anticipated to provide new opportunities for accurate and efficient drug
delivery, ex vivo and gene editing application in cell biology and medicine.

4.2. MATERIALS AND METHODS

4.2.1. CELL CULTURE AND PREPARATION FOR MICROTRAP ELECTROPORA-
TION

Flow
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c d
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Biomolecule delivery 
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Electrodes connected
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Figure 4.1: Microtrap array on a chip for localized electroporation working principle and design. (a) Schematic
representation of the overall setup. Relevant dimensions are denoted in the figure. The fabricated PDMS de-
vice consists of a dust blocker to remove large debris near the inlet, an 710 µm long array of microtraps, and
two electrodes separated by 1 mm. The device is 35 µm high. (b) The relevant dimensions of the microtraps
are provided in this schematic. (c)-(d) Working principle of microtrap electroporation; (c) Stage 1: Hydrody-
namic trapping of the cells in the microtraps by flowing cell suspension using a syringe pump, (d) stage 2:
biomolecules are then delivered as a solution with a syringe pump and then delivered by application of elec-
tric fields. (e) Scanning electron microscopy images of the PDMS device (bottom is the zoomed in view of a
single trap) containing the microtraps. (f) Brightfield image showing traps in the microfluidic device without
the cells. (g) Calcein stained cells (stained for better clarity during visualization) have been trapped in the
microtrap array. Scale bar is 50 µm.

The Chinese Hamster Ovary cells, CHO-K1 (DSMZ), are routinely cultured in T25
flasks containing 5 ml culture medium consisting of Nutrient Mixture Ham’s F-12 (Sigma
Aldrich) supplemented with ∼ 10% Fetal Bovine Serum (Sigma Aldrich).

When the cells attain ∼ 80− 100% confluency, 1 µl of 5 mM Calcein AM or Calcein
Red AM (both AAT Bioquest) is added to the T25 flasks to fluorescently label the cells
for ease of visualization (final Calcein AM concentration ∼ 1 µM). After incubating the
cells with Calcein AM for 15-25 minutes in the incubator, cells are harvested by treating
with trypsin-EDTA 0.25% (Sigma Aldrich). The cell-trypsin suspension is diluted with



4

94 4. MICRO-TRAP ELECTROPORATION

5 ml Opti-MEM serum-free medium (Gibco) and then centrifuged. The supernatant is
removed, and the cell pellet is suspended in 45 ml Opti-MEM serum-free medium to
transfer to the microtrap electroporation device.

4.2.2. PREPARATION OF FLUORESCENT MOLECULES AND PLASMIDS FOR AS-
SESSMENT OF ELECTROPORATION

Propidium iodide (PI), a membrane impermeant nucleic acid fluorescent stain, is used
to assess the microtrap array electroporation efficacy. The stock solution of PI was di-
luted to 25 µM in Opti-MEM before electroporation experiments. PI binds to nucleic
acids and emits a strong fluorescence signal with an excitation/emission wavelength of
535/615 nm upon successful membrane permeabilization. We pre-stain the CHO cells
with Calcein AM with an excitation/emission wavelength of 488/520 nm for PI delivery
experiments. The pre-staining of CHO cells with Calcein AM provides a more precise
visualization and tracking of the trapped cells inside the microfluidic chip.

To assess the microtrap array electro-gene transfection efficacy, pEGFP-C1 plasmid
DNA is used. To prepare the plasmids for electro-gene transfection, DH5α E. coli cul-
tures are transformed with the pEGFP-C1 plasmids using heat shock. The plasmids are
then extracted and purified using the GeneJET Plasmid Miniprep Kit. The DNA solu-
tion is diluted to 20 µg/ml in Opti-MEM for microtrap electro-gene transfection exper-
iments. Upon successful transfection, the pEGFP-C1 plasmids express a green fluores-
cent protein (GFP) with an excitation/emission wavelength of 488/507 nm. We pre-stain
the cells with Calcein Red AM with an excitation/emission wavelength of 560/574 nm for
the electro-gene transfection experiments.

4.2.3. DEVICE FABRICATION AND EXPERIMENTAL SETUP
To perform microtrap localized electroporation, we designed a device with the following
working principle. Single cells supplied to the device should be trapped in the micro-
traps until the streamlines through the trap aperture are closed, as displayed in Fig. 4.1(c).
The applied electric field electroporates the cells trapped in the array. The field is locally
amplified in the trap aperture caused by the insulating polydimethylsiloxane (PDMS)
constriction. This enables localized electroporation and controlled transfer of cell mem-
brane impermeant (bio-)molecules to cells, as displayed in Fig. 4.1(d).

The microchannels for microtrap array electroporation with the above requirements
are fabricated from PDMS (Dow Sylgard 184) using standard soft lithography proce-
dure [41]. The micro master mold is created in silicon using electron-beam lithogra-
phy and novolac-based resist to pattern a plasma-enhanced chemical vapor deposition
(PECVD) SiO2 hard mask, followed by fluorine-based dry etching of the hard mask and
Bosch process deep reactive-ion etching (DRIE) of the silicon to a depth of 35 µm. The
microfluidic patterns are transferred from the micro mold to a PDMS block and then
cured overnight after mixing with Dow Sylgard 184 curing agent (PDMS to curing agent
mixing ratio is 10:1) in the oven at 68 ◦C. The PDMS device consists of a dust blocker
near the inlet and a microtrap array containing 203 traps, each with a trap aperture of 4
µm. Four openings are punched into the PDMS block using biopsy punches for the de-
vice’s inlet and outlet (diameter 1.5 mm) and two electrodes (diameter 0.5 mm). A glass
slide spin-coated with a thin layer of PDMS is used to seal the microfluidic device after
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treating both the top and bottom surfaces with air plasma (Harrick Plasma PDC-002).
The assembled microfluidic device is then cured in the oven for 12 hours at 68 ◦C. The
fabricated PDMS device and the structures are characterized after gold sputtering for 60
s (with JEOL JFC-1300 auto fine coater) on the PDMS device with a scanning electron
microscope (JEOL JSM-2010LA) as shown in Fig. 4.1(e). Fig. 4.1(f) displays a section of
the microtrap array (brightfield microscopy image) before trapping the cells. Fig. 4.1(g)
shows an example of trapped calcein-stained CHO cells (shown in green).

4.2.4. DELIVERY OF BIOMOLECULES USING MICROTRAP ARRAY ELECTROPO-
RATION

To handle the samples (pre-stained cell suspension, pure Opti-MEM, and fluorescent
molecules or plasmids), the required solutions are collected in 5 ml syringes. All the so-
lutions are supplied using syringe pumps (Harvard Apparatus Pump 11 Elite). A 4-way
IDEX valve connects the syringes to the microfluidic chip through polytetrafluoroethy-
lene tubing (Kinesis, OD/ID 1.6 mm/0.8 mm). The 4 way connection to the valve is as
follows: (i) input cell suspension or the target molecule solution, (ii) pure OptiMEM so-
lution, (iii) inlet to the microtrap array device, (iv) waste. Two 0.5 mm platinum wires are
used as electrodes and are connected before and after the microtrap array (spaced ap-
proximately 1 mm apart). The platinum wires are connected to a pulse generator (BETA
tech Electrocell S20) to deliver the electric pulses. Once the required connections are
inserted, the microtrap array device is flushed with pure Opti-MEM (flow rate = 50 ml/h
or 833 µl/min) to remove the air in the system. Once the system is free of air, the pre-
stained cell suspension is added to the microtrap array device at a flow rate of 50 µl/min
by switching the IDEX valve. When the cells trap inside the microtraps, the flow rate is
reduced to 10µl/min for 10 minutes. Then, the IDEX valve is switched back to pure Opti-
MEM supply at 10 µl/min. Reduction in flow rate maintains the pressure on the cells but
avoids uncontrolled cell accumulation. The input syringe containing cell suspension is
then replaced by the syringe containing the target molecule, which is supplied at a flow
rate of 10 µl/min. The IDEX valve is now switched again so that the target biomolecule is
supplied to the microtrap array device for 10 minutes. The flow is then stopped and the
appropriate electric pulses are applied. Opti-MEM supplemented with 20% FBS is sup-
plied to the microtrap array device at a flow rate of 0.01 µl/min after the electric pulses
are delivered during the electro-gene transfection experiments. This allowed us to main-
tain cell viability for more than 24 hours.

4.2.5. FLUORESCENCE IMAGING OF MOLECULAR UPTAKE DURING MICRO-
TRAP ARRAY ELECTROPORATION

To visualize the uptake of fluorescent molecules and GFP expression, we use an inverted
fluorescent microscope (Zeiss Axio-Observer) equipped with a 10× objective (Zeiss Plan-
Apochromat 10×/0.45 M27). This provides a field of view corresponding to ∼ 1.29×1.29
mm2. A light-emitting diode (LED) light source (Zeiss Colibri 7) is used with appropriate
single bandpass filters for fluorescence imaging. The images are acquired using an Orca
Flash 4.0 V2 (Hamamatsu) digital camera with a resolution of 2048×2048 px. The images
are acquired at the following frame rates: (i) the propidium iodide uptake experiments
were imaged at 2 Hz, and (ii) the GFP expression in the cells was monitored by imaging
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at one frame per hour with an excitation/emission wavelength of 488/507 nm. The pro-
pidium iodide uptake and cell viability experiments were performed in triplicate at each
voltage. The GFP expression experiments were done once at each voltage.

4.2.6. NUMERICAL SIMULATION OF MICROTRAP ELECTROPORATION

Parameter Value Description

σPDMS 4×10−13 S/m PDMS conductivity
εPDMS 2.75 PDMS permittivity
σe 1.5 S/m Extracellular conductivity
εe 80 Extracellular permittivity
σi 0.5 S/m Intracellular conductivity
εi 80 Intracellular permittivity
εcm 5 Cell membrane permittivity
σcm 3×10−7 S/m Cell membrane conductivity

Vep 0.258 V
Threshold electroporation
voltage

α 1×109 m−2s−1 Electroporation parameter

N0 1.5×109 m−2 Equilibrium pore density
when Vm = 0 V

q 2.46 Electroporation constant
rp 1×10−9 m Pore radius
dm 5×10−9 m Membrane thickness
r 10×10−6 m Cell radius

Table 4.1: Parameters used for the numerical simulations in this study.

To calculate the electric potential (V ) distribution in the intracellular and extracellu-
lar space, the Laplace equation,

∇
[∂εi,e∇V

∂t
+ (σi,e)∇V

]
= 0 (4.1)

is solved using COMSOL Multiphysics 5.6 as a 3D time-dependent model. To minimize
computational cost, we simulate one unit cell of the periodic array of traps with cells. σ
is the electric conductivity, ε is the dielectric permittivity of the intracellular (subscript i)
and extracellular (subscript e) medium. The cell membrane is modelled via a distributed
impedance boundary condition

n · J = σm

dm
(Vi −Ve)+ εm

dm

(∂Vi

∂t
− ∂Ve

∂t

)
(4.2)

where n is the unit vector normal to the membrane surface, J is the electric current den-
sity across the membrane, where as σm, εm, dm denote the membrane conductivity, di-
electric permittivity and thickness respectively [42]. Vi and Ve are the electric potential
on the interior side and the exterior side of the cell membrane respectively. The trans-
membrane voltage Vm corresponds to the difference between the electric potentials on
the two sides of the membrane (Vm =Vi −Ve).
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To numerically describe electroporation, we use the asymptotic model of electropo-
ration [43–46]. The model describes the rate of formation of transient hydrophilic pores
in the cell membrane which are permeant to ions and molecules as a function of Vm.
According to the model, hydrophilic pores nucleate in the cell membrane at an initial
radius rp at a rate described by

d N

d t
=αe

( Vm
Vep

)2(
1− N

N0
e
−q( Vm

Vep
)2)

(4.3)

where N is the membrane pore density, N0 is the pore density in the non-electroporated
membrane, and α, q , and Vep are electroporation parameters. Once the cell membrane
is porated, the cell membrane conductivity is described as

σep =
2πr 2

pσpdmN

(πrp +2dm)
(4.4)

where the conductance of single pore σp = (σe −σi)/ log(σe/σi) and rp is the radius of a
single pore [46]. Membrane conductivity σm is thus the sum of the passive membrane
conductivity σcm and σep Equations 4.1-4.4 were solved simultaneously with a linear
system solver MUMPS.

The numerical models and AutoCAD designs used in this study are publicly available
on GitHub (https://github.com/aswinmuralidharan/Microtrap-Electroporation).

4.3. RESULTS AND DISCUSSIONS

4.3.1. MICROTRAP ARRAY ELECTROPORATION HAS HIGH ELECTROPORATION

EFFICIENCY AND MAINTAINS HIGH CELL VIABILITY
To investigate the effect of PDMS microtraps on the applied voltage, the electric poten-
tial distribution in the microchannel is estimated by solving the steady-state version of
the equation 4.1 in a two-dimensional space using COMSOL Multiphysics, whereσ is the
conductivity, and ε is the dielectric permittivity of the extracellular medium. The geom-
etry of the device used for numerical simulations is in accordance with the chip used in
the microtrap electroporation experiments (see supplementary information Fig. 4.6). To
visualize the electric field amplification provided by the PDMS pillars in the microtrap
array, the electric field amplification factor defined as E/E−traps, where E is the local elec-
tric field and E−traps is the applied electric field defined as the ratio of the applied voltage
to the distance between conventional parallel plate electrodes, which would establish in
the absence of the traps, is shown in Fig. 4.2(a). Fig. 4.2(a) demonstrates that the electric
field is amplified approximately three times at the aperture of the microtrap. This means,
at the center of the trap aperture, the electric field can get as high as 225 V/mm and 810
V/mm for an applied voltage-to-distance ratio of 90 V/mm and 320 V/mm, respectively
(detailed figures are presented in the supplementary information Fig. 4.6 and Fig. 4.7).
Furthermore, electric fields in each trap are identical, allowing us to perform electropo-
ration of cells at high throughput, with all cells exposed to similar electric fields. The
needle electrode configuration does not change the calculated electric field distribution
considerably due to the high resistance of the microtrap array (see supplementary infor-
mation Fig. 4.13).

https://github.com/aswinmuralidharan/Microtrap-Electroporation
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Figure 4.2: Influence of the microtrap array on the electric field, molecular uptake and cell viability. (a) Elec-
tric field distribution in the microfluidic device shows locally amplified electric fields near the traps enabling
localized electroporation. The region with PDMS microtrap array is not displayed for ease of visualization. (b)
Top : Efflux of calcein before electroporation (left), during electroporation (middle), and after electroporation
(right). Bottom : Uptake of propidium iodide before electroporation (left), during electroporation (middle),
and after electroporation (right) is shown. (c) Cell viability for different applied voltages is plotted. (d) Average
fluorescence intensity of propidium iodide uptake from several cells (number of cells n = 68 for 90 V, 80 for 180
V and 122 for 270 V) is plotted against time for different applied voltages. Raw data is provided in the supple-
mentary information Fig. 4.8. (e) Histogram (bin size = 1000 A.U.) of propidium iodide fluorescence intensity
at 150 s showing the cell to cell variability in the uptake of propidium iodide. Scale bar is 50 µm.

To investigate which operating voltages provide reversible electroporation condi-
tions in the microtrap array, we experimentally investigated the influence of the applied
voltage on the cell viability and small molecule electrotransfer to CHO-K1 cells. To do so,
we trapped Calcein AM (green) stained CHO-K1 cells in the microtrap array and applied
single electric pulses with voltages ranging from 90 V to 320 V with a pulse duration of
5 ms. When the cells are electroporated, the Calcein is rapidly expelled from the cells
through the electropermeabilized cell membrane as shown in Fig. 4.2(b, top row). The
electropermeabilized cell membrane is then allowed to recover for 1 hour. One hour af-
ter applying electric pulses, a solution of Calcein Red AM (red) in Opti-MEM is supplied
to the microchannel for 20 minutes. The channels are then flushed with Opti-MEM to
remove any residual Calcein Red AM. Calcein Red AM is cell membrane permeable and
is cleaved by live cells to form fluorescent Calcein molecules, which allows us to estimate
the number of live cells after electroporation. We count the number of cells exhibiting
red fluorescence to calculate the percentage of viable cells. We estimate between > 90 %
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Figure 4.3: Numerical simulations of electroporation in bulk and microtrap array. The orientation of the cell
in the displayed results is shown. (a) The induced transmembrane voltage in bulk electroporation (top) and
microtrap electroporation (bottom) shows that the microtrap alters the induced transmembrane voltage. (b)
Pore area density in bulk electroporation (top) and microtrap electroporation (bottom) demonstrate localized
electroporation near the microtrap aperture. These results correspond to an applied voltage drop of 270 V
across the electrodes in the experiments. (c) Pore area density is plotted against the arc length normalized by
πr. As shown in the inset, 0 in the variable shown in the x-axis corresponds to the point in the cell membrane
on the side opposite to the microtrap aperture, 1 to the point in the cell membrane on the side of trap aperture.
The voltages shown in the legend correspond to the voltage drop across the electrodes in the experiments. The
solid lines correspond to microtrap electroporation while the dashed lines represent equivalent bulk electro-
poration. (d) Surface average pore area density on the simulated cell surface for different applied voltages for
bulk electroporation and microtrap electroporation.

cell viability for applied voltages between 90 V and 270 V, followed by a sharp decrease to
∼ 30 % cell viability at 320 V as shown in Fig. 4.2(c). Hence, we set our operating voltage
range for molecular delivery with reversible electroporation between 90 V and 270 V.

4.3.2. ANALYSIS OF SMALL MOLECULES UPTAKE WITH MICROTRAP ARRAY

ELECTROPORATION

To study the small molecule electrotransfer to the cell in the microtrap array on a chip,
we monitor the electrotransfer of propidium iodide to CHO-K1 cells as a response to
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single 5 ms long electric pulse of various applied voltages (90 V to 270 V) in situ using
an inverted fluorescence microscope. Propidium ions are cell membrane impermeant
and emit a strong fluorescence (excitation/emission 535 nm/615 nm) upon entry to a
cell by binding to the nucleic acids present inside the cell [47–49]. The enhancement
in propidium fluorescence intensity can hence be used as a marker for cell membrane
permeabilization as a response to electric pulses, as shown in Fig. 4.2(b) (bottom panels).
Fig. 4.2(d) shows that propidium ions enter the cells at voltages from 90 V (lower voltages
were not tested). We observed nearly 100% of the cells become permeable to propidium
ions upon electroporation in the tested conditions. Suppose τ is the resealing time of the
cell membrane, Ap0 is the initial electropermeabilized area, dm is the thickness of the cell
membrane, D is the diffusion coefficient of propidium ions in the electroporation buffer,
V is the volume of the cell, and ce is the extracellular propidium concentration. Then,
the concentration of bound propidium ions which emit the fluorescence at time t can
be expressed as [47, 49, 50].

[PIB] = Dce Ap0τ

V dm
(1−exp(−t/τ)). (4.5)

To assess the influence of applied voltage on the cell resealing time during microtrap
electroporation, we extracted the resealing time τ and Imax = Dce Ap0τ/V d by fitting the
bound propidium fluorescence intensity time series with equation 4.5. We observe that
the highest resealing time is for the lowest tested voltage (90 V) (∼ 62±4 s). At higher volt-
ages, we observe lower resealing times (∼ 35±2 s for 180 V and ∼ 42±2 s for 270 V). The
distribution of fluorescence intensity in the electrotransferred cells at time t = 150 s af-
ter electrotransfer (i.e., a time point long after the resealing time) is plotted in Fig. 4.2(e).
Since the time scale of molecular uptake is much greater than the duration of the elec-
tric pulse, post pulse diffusion is the driving force for the molecular uptake for the small
molecule electrotransfer in the microtrap array electroporation [47]. The mean propid-
ium fluorescence intensity shifts to higher values with increasing applied voltages, im-
plying that more molecules are electrotransferred at higher voltages despite lower reseal-
ing times (see Fig. 4.17). This means that there is a higher degree of electroporation at
higher applied voltages. We then extracted Imax/τ= Dce Ap0/V d to estimate the increase
in permeabilized area for different applied voltages. We estimate that Imax/τ = 69±28
for 90 V, 208± 16 for 180 V, and 298± 34 for 270 V. Since all the parameters in the defi-
nition of Imax/τ except the initial permeabilized area is independent of applied voltage,
this means that there is ∼ 4.3 times more porated area at 270 V compared to 90V in the
microtrap electroporation.

We then compared the effectiveness of the microtrap electroporation to the bulk
electroporation. To do so, we plated Calcein stained CHO cells suspended in cell cul-
ture media on four well-chambered glass slides 1 hour prior to applying electric pulses.
The cell culture media was replaced with Opti-MEM, which contained the same con-
centration of PI (25 µM) as in microtrap electroporation. The electric pulses were ap-
plied through stainless steel electrodes placed parallel to each other and separated by a
distance of 3 mm connected to the same pulse generator used for the microtrap elec-
troporation system. We then applied a single 5 ms pulse of 270 V (comparable to the
situation in microtrap electroporation with a voltage drop of 90 V since the electrodes in
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bulk electroporation are separated by 3 mm while in microtrap electroporation is sepa-
rated by 1 mm). In contrast to microtrap electroporation, we observed minimal uptake
of PI, which shows that the microtrap electroporation device is more effective in elec-
troporating CHO cells than bulk electroporation. We analyzed PI uptake from 280 cells
and observed that the fluorescence intensity of the cells 150 seconds after bulk electro-
poration was 251±12 A.U. (see supplementary information Fig. 4.10), while in microtrap
electroporation under the same conditions, it was 1948±248 A.U. Since the PI fluores-
cence signal after bulk electroporation provided a poor signal to noise ratio, we could not
extract the fitting parameters using the equation 4.5. These results demonstrate that mi-
crotrap electroporation is more effective in electroporating and transferring exogenous
biomolecules than bulk electroporation.

4.3.3. MICROTRAP ARRAY ELECTROPORATION INDUCES LOCALIZED CELL MEM-
BRANE ELECTROPORATION

To investigate how the application of electric fields across the microtrap array provides
a high degree of electroporation, we performed numerical simulations of electropora-
tion using the asymptotic model of electroporation [45] (for the simulation geometry see
supplementary information Fig. 4.14). To test the validity of the numerical solutions, we
first estimated the electric field distribution and induced transmembrane voltage of an
isolated cell in a homogeneous electric field without the pore formation equations. We
show that our numerical solution agrees well with the analytical solution for the induced
transmembrane voltage, Vm = 1.5Er cosθ(1−exp(−t/τm)) [51] (see supplementary infor-
mation Fig. 4.11). Here, r is the radius of the cell, τm is the membrane charging time, E
is the electric field, and θ is the angle measured from the center of the cell with respect
to the direction of the electric field. To estimate which voltage drop to apply across each
unit cell in our simulation, we measured the voltage drop across a unit cell of width 48.8
µm (see supplementary information Fig. 4.12) from the 2D model discussed in the pre-
vious section. An applied voltage difference of 90 V, 180 V, and 270 V across electrodes
in the experiment corresponds to a voltage drop of 3.6 V, 7.36 V, and 11.05 V across the
simulation unit cell. One electrode was excited by a 5 ms rectangular pulse of the am-
plitude corresponding to this measured voltage drop by subtracting two Heaviside step
functions. The second electrode was set to ground.

Having established that our numerical solutions capture the induced transmem-
brane voltage without poration well, we then include the pore formation equations in
the model. Fig. 4.3(a) shows that the presence of the microtrap alters the induced trans-
membrane voltage. The high induced transmembrane voltage regions is localized near
the microtrap aperture in microtrap array electroporation than bulk electroporation (see
supplementary information Fig. 4.15). As a consequence of the high local induced trans-
membrane voltage, microtrap electroporation can lead to 2 to 3 times greater local pore
area density near the trap aperture compared to the bulk electroporation, as shown in
Fig. 4.3(b),(c). Besides the local amplification of pore formation near the trap aper-
ture, the rest of the cell membrane display diminished pore formation as we show in
Fig. 4.3(c). As a result, at 90 V, the average pore area density is comparable in both mi-
crotrap electroporation and bulk electroporation. Fig. 4.3(d) shows that microtrap elec-
troporation at 180 V and 270 V leads to ∼ 40% higher pore area density than bulk elec-
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troporation and has over three times higher pore area density near the trap aperture.
Deformation of the cells in the trap aperture shows no appreciable increase in pore area
density (see supplementary information Fig. 4.16).

Our numerical simulations show that the high efficiency of electroporation in the
microtrap electroporation is possibly due to the enhanced poration at the trap aperture.
The shielding of the cell membrane from the electric field by the PDMS microtrap re-
duces the poration away from the trap, causing improved cell viability during and after
the microtrap electroporation procedure.

4.3.4. PLASMID DNA ELECTROTRANSFER IN MICROTRAP ARRAY INDUCE EF-
FICIENT GENE TRANSFECTION

pE
G
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1

Before electrotransfera 1 day after electrotransferb

dc

Figure 4.4: GFP expression in microtrap array electroporation device using pEGFP-C1 plasmid DNA. (a),(b)
Fluorescence microscopy images of the microtrap array with trapped cells (highlighted by dotted white circles)
(a) before electroporation (b) one day after electroporation. The images shown are from experiment where 10
pulses of 90 V, each 5 ms long were applied. (c) Three representative examples of increase in green fluorescence
intensity across of the cross section of cell after electrotransfer of pEGFP-C1 plasmids are presented. The
fluorescence intensity is measured at three time points, 0 hour (immediately after electroporation), 1 day and
2 days after electroporation. These cells are from the experiment with an applied voltage difference of 90 V.
The fluorescence intensity is normalized by the fluorescence intensity at time = 0 hr. (d) Percentage of cells
showing transfection at different applied voltage conditions (90 V and 120 V, 10 pulses of 5 ms each) one day
after electroporation. Scale bar is 50 µm.

Our geometry’s high local electric fields lead to enhanced delivery of charged macro-
molecules such as DNA (negatively charged) to the cells. We hypothesize that this lead
to better transfection at voltage conditions which do not cause a loss in cell viability. To
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test this, we delivered plasmid DNA (pEGFP-C1) encoding a green fluorescent protein
(GFP) to CHO-K1 cells at two voltage conditions at which the single cells are permeabi-
lized (90 V, 120 V, ten pulses of 5 milliseconds each at 1 Hz) and one voltage condition
at which the single cells are not permeabilized (60 V, ten pulses of 5 milliseconds each
at 1 Hz) in the microtrap device. As a negative control, we electroporated cells in the
microtrap array without the plasmid DNA (120 V, ten pulses of 5 milliseconds each at 1
Hz). Fig. 4.4(a),(b) shows that upon electroporation of the CHO cells in the presence
of the pEGFP-C1 plasmid DNA, cells display an enhanced green fluorescence for an ap-
plied voltage condition of 90 V. We measured the fluorescence intensity inside the cells
at different time points in Fiji by manually selecting a region of interest that outlines the
boundary of the cells (the region of interest are chosen in the first frame based on the
Calcein Red channel used to stain the cells). Random shifts in the location of the cells
during the time series imaging are manually corrected in Fiji. We observe ∼ 30% increase
in green fluorescence intensity of the cells after one day for an applied voltage of 90 V and
120 V in the microtrap electroporation device (supplementary information Fig. 4.17). To
avoid photobleaching and phototoxicity, we used short exposure times, and to get as
many cells as possible within the same frame, we used a low magnification (10×). We
believe these effects lead to the low increase in fluorescence intensity that we observe.
We confirmed that the increase in the fluorescence intensity is more than that of changes
in the background fluorescence intensity after evaluating the background fluorescence
intensity in randomly selected cell-sized regions of interest (see supplementary infor-
mation Fig. 4.17). We plot the fluorescence intensity (normalized by the fluorescence
intensity at time = o hr) across three representative cells (across the cell diameter) be-
fore electroporation, one day and two days after electroporation in the microtrap array
in Fig. 4.4(c). Fig. 4.4(c) shows that the cells display a markedly higher fluorescence than
the background fluorescence intensity. We then quantified the percentage transfection
based on the percentage of cells that showed a 20% increase in the green fluorescence
intensity (only cells that showed a 20% increase in fluorescence intensity, and more than
that of the background level increase were considered as transfected cells). We show in
Fig. 4.4(d) that almost > 90% of cells express green fluorescent protein at the applied
voltage of 90 V and 120 V within 24 hours. For the applied voltage of 120 V, ∼ 45% are
transfected, while for 60 V, only ∼ 3% cells display an increase in fluorescence intensity
after electroporation in the presence of the pEGFP-C1 plasmids. In the negative control
performed at 120 V in the absence of plasmid DNA, ∼ 7% cells showed a 20% increase in
green fluorescence intensity.

In contrast to small molecules such as propidium iodide, larger charged plasmid
DNA first forms DNA-membrane complexes upon electrotransfer and is later internal-
ized through cellular machinery [52–55]. Since the intracellular release of plasmid DNA
is difficult to control without the use of endosomal/nuclear disrupting or redirecting
agents[56–58], the amount of plasmid DNA that forms the DNA membrane complex and
the cell viability is key to successful cell transfection [59, 60]. We believe, the high local
electric fields cause electrophoretic drift of large amounts of plasmid DNA towards the
cell membrane upon application of electric pulses. Furthermore, as demonstrated in the
previous sections, our device provides improved cell viability. The combination of a high
local concentration of plasmid DNA and good cell viability allows the device to transfect
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the cells successfully.

4.4. CONCLUSIONS
A microfluidic device that enables localized electroporation in a microtrap array is pre-
sented. The simple working mechanism of the device allows the positioning of the cell to
locations with high local electric fields by the flow. The device is compatible with deliver-
ing membrane-impermeable small molecules such as fluorescent tracer molecules and
larger charged molecules such as plasmid DNA. Electroporation in this device enables
the transfer of molecules while preserving cell viability. A high degree of gene trans-
fection is obtained when protein-encoding plasmid DNA is electrotransferred with this
device. The micro trap electroporation device demonstrated here is expected to open up
the possibility for a robust localized electroporation procedure (with perfect cell viability
and uniformity) in gene therapy, ex vivo applications (based on adoptive immunother-
apy), and drug delivery applications.

CHAPTER COVER
A scanning electron microscopy image of the microtrap array electroporation device.
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APPENDIX

4.A. NUMERICAL CALCULATIONS OF ELECTRIC FIELD DISTRI-
BUTIONS IN THE MICROFLUIDIC DEVICE.
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Figure 4.5: Geometry and boundary conditions used for estimating electric field distribution in the microflu-
idic channel. The microtrap array is modelled with the properties of PDMS and the remaining with that of
extracellular medium.
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Figure 4.6: Comparison of electric field distribution in the microtrap array for different applied voltages (a) 90
V, (b) 180 V, (c) 270 V, (d) 320 V. The region with PDMS micro trap array is removed for better clarity.
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Figure 4.7: Electric field across the cut line shown in (a) shown in (b) shows almost a three fold increase in the
electric field in the trap aperture for different applied voltages.
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4.B. ANALYSIS OF SMALL MOLECULE ELECTROTRANSFER

a

b

c

Figure 4.8: Temporal evolution of the total fluorescent intensity in different cells when propidium iodide is
electrotransferred to CHO cells using microtrap array electroporation. Individual solid lines represent uptake
in individual cells. (a) 90 V, (b) 180 V, (c) 270 V. Only 1 pulse which is 5 ms long is applied in these experiments.
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Figure 4.9: (a), (c), (d) Probability density distribution of resealing time (bin size = 20 s) measured from propid-
ium iodide uptake experiments for (a) 90 V, (c) 180 V, and (e) 270 V. (b), (d), (e) Probability density distribution
of plateau fluorescence intensity (bin size = 1500 A.U.) measured from propidium iodide uptake experiments
for (b) 90 V, (d) 180 V, and (f) 270 V. Only 1 pulse which is 5 ms long is applied in these experiments.
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4.C. BULK ELECTROPORATION

a b

Figure 4.10: (a)Temporal evolution of the total fluorescent intensity in different cells when propidium iodide is
electrotransferred to CHO cells using bulk electroporation electroporation (applied voltage = 270 V, 1 pulse of
5 ms, which is equivalent to 90 V, 1 pulse of 5ms in microtrap electroporation). Individual solid lines represent
uptake in individual cells. (b) Average fluorescent intensity profile against time for the bulk electroporation
(from the same dataset shown in (a)).



4

110 4. MICRO-TRAP ELECTROPORATION

4.D. NUMERICAL CALCULATIONS OF ELECTROPORATION

a b

Figure 4.11: Validation of electric field distribution for our simulations in absence of pore formation models.
In red numerical calculations are plotted and black lines represent analytical solution mentioned in the main
manuscript. (a) The normalized transmembrane voltage is plotted against time. (b) Normalized transmem-
brane voltage is plotted against the arc length.
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Figure 4.12: Determining the voltage drop across boundaries in each unit cell. (a) Voltage drop was determined
across the cutlines (see in black). The cutlines are 48.8 µm apart and represent the width of one unit cell.(b)
The corresponding voltage difference across two cut lines for different applied voltages.
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Figure 4.13: (a)Electric field distribution in the microtrap array when needle electrodes are used. The shown
contours are for an applied voltage = 270 V. (b) Zoomed in view at the edge of the channel. (c) Zoomed in view
at the middle of the channel. The edge to edge distance of the electrodes are set to 1 mm.
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Figure 4.14: Geometry file used for simulating electroporation of a cell in a microtrap array. The plane along
center of the cell (in green) is used as a center of symmetry for reducing computational cost. Microtrap (in
white) is modelled with the material properties of PDMS. Extracellular medium (in light gray) is modelled with
material properties of extracellular medium. The cell membrane (in dark gray) is modelled via a distributed
impedence boundary condition.
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Figure 4.15: Transmembrane voltage is plotted against the arc length normalized by πr. As shown in the inset,
0 in the variable shown in the x-axis corresponds to the point in the cell membrane on the side opposite to the
microtrap aperture, 1 to the point in the cell membrane on the side of trap aperture. The voltages shown in the
legend correspond to the voltage drop across the electrodes in the experiments.
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Figure 4.16: Numerical calculations for estimating the influence of the cell deformation on electroporation. (a)
Pore area density for a cell with no deformation exposed to applied voltage of 270 V. (b) Pore area density for a
deformed cell exposed to applied voltage of 270 V. (c) Average pore area density for different applied voltages
are compared under following configurations: bulk electroporation of undeformed cell, an undeformed cell
in the microtrap, a deformed cell in the microtrap. These simulations are done under assumption of needle
electrode configuration.
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4.E. ANALYSIS OF GFP EXPRESSION

c d

a b

Figure 4.17: Increase in fluorescence intensity of the cell after electrotransfer of pEGFP-C1 plasmids. The
fluorescence intensity is measured at three time points, 0 hour (immediately after electroporation), 1 day and
2 days after electroporation. (a) These cells are from the experiment with an applied voltage difference of 60
V. (b) These cells are from the experiment with an applied voltage difference of 90 V. (c) These cells are from
the experiment with an applied voltage difference of 120 V. The fluorescence intensity is normalized by the
fluorescence intensity at time = 0 hr. The background corresponds to the average fluorescence intensity from
27 for (b), 21 for (b), and 45 for (c) randomly chosen cell sized circles in the imaging frame. This shows the cell
fluorescence intensity increase can be attributed to successful GFP expression in the cells.
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5
CONCLUSION AND OUTLOOK

In the following sections, the conclusions of the research goals formulated in chapter 1
are briefly discussed. A perspective on the future research directions for each of the goals
is also provided.

5.1. ROLE OF ACTIN
The formation of electropores on the plasma membrane as a response to electric fields
is the basis of our fundamental understanding of biomolecule electrotransfer [1]. How-
ever, our knowledge of how the cytoskeletal protein networks inside the cell regulate
the cell membrane electropermeability is limited. The first research goal of this disser-
tation was to understand the role of actin networks during electrotransfer. To achieve
this, we monitored the electrotransfer of cell membrane-permeable molecules, which
exhibit enhanced fluorescence upon cellular entry by chemically disrupting actin net-
works in chapter 2. Disruption of actin networks led to enhanced molecular uptake.
By theoretically analyzing our measurements conducted at different temperatures, we
found that the energy barrier of pore formation during electroporation is reduced upon
actin disruption. Subsequently, this leads to enhanced cell membrane electropermeabi-
lization when the actin network is disrupted. The increase in electropermeability of the
cell membrane is correlated to the degree of actin disruption.

The demonstrated involvement of the actin cytoskeleton in electropermeability chal-
lenges the traditional electroporation models, which assume that only the lipid mem-
brane is involved in electroporation. Now, recent experimental pieces of evidence point
towards the involvement of the actin networks in regulating electropermeability [2, 3]
and the electrophoretic disruption of the actin networks [3]. For obtaining predictive
power over electroporation and associated molecular transport, theoretical models have
to include the cell membrane mechanics regulation by the cytoskeletal networks. To aid
further development of theory following questions need to be answered:

1. How are the cell membrane properties (surface tension and line tension) influ-
enced by the microscopic membrane-cytoskeletal coupling?

2. How are the cell membrane properties influenced by the electric fields which dis-
rupt the cytoskeleton?
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3. How does the electrophoretic disruption of the cytoskeleton by an electric pulse
influence the electroporation in subsequent pulses?

Experimental evidences show that theory still is unable to explain the observations made
related to role of actin in electroporation. To move this field forward, theorists could pos-
sibly find clues from the mechanical coupling of the cytoskeleton to the cell membrane.

5.2. INTRACELLULAR DNA TRANSPORT
DNA forms DNA-membrane complexes when they are electrotransferred to a mammalian
cell [4]. The complexes are then trafficked through the cell as a DNA cargo aided by in-
tracellular trafficking machinery. Intracellular transport of electrotransferred DNA cargo
was investigated for animal cell lines and human cancer cell lines (benign, malignant
and metastatic) in chapter 3. Most DNA cargo stays stationary inside the cells after elec-
trotransfer due to its low diffusion coefficient. The DNA cargo stochastically exhibits
modes of superdiffusive transport, the probability of which is highest for metastatic cell
lines followed by malignant and then benign cell lines. This combination of stochas-
tic stationery directed transport leads to a weak ergodicity breaking. The directional
transport supports the endocytotic model of intracellular transport of electrotransferred
DNA cargo. Furthermore, the viscoelastic cytoplasm leads to a coexisting ergodic, non-
ergodic kind of transport of the electrotransferred DNA cargo in the cells.

These experiments demonstrate that the properties of the cellular cytoplasm are a
primary determinant for intracellular DNA cargo transport. However, our experimental
setup was limited to observing only snippets of the intracellular DNA cargo transport
and not the whole trajectory from the membrane to the nucleus due to photobleaching
of the fluorescent tags. A unified theory that can predict the transfection efficiency for
DNA electrotransfer will include predictions for intracellular DNA cargo transport, en-
dosomal escape and translocation of the DNA across the nuclear pore complex [5–7].
Within the itinerary of the electrotransferred DNA cargo transport, the following ques-
tions remain unanswered:

1. How does the endosomal escape of the DNA cargo scale with DNA size and cell
types?

2. How does the nuclear translocation of the DNA cargo scale with the DNA size?

Decisive experiments are still lacking to formulate predictive theories pertaining to this
section. Here, we require using gene knockout experiments to understand which con-
stitutive proteins are involved in the intracellular transport. Furthermore, advanced la-
belling strategies and super resolution nanoscopy will allow for resolving individual DNA
cargo, and translocation of exogenous DNA through nuclear pore complexes.

5.3. MICRO-TRAP ELECTROPORATION
Localized electroporation has recently emerged as an alternative to conventional bulk
electroporation as it offers better control over biomolecule delivery due to the preser-
vation of cell viability [8]. Current localized electroporation devices often are limited
to adherent cells or require manual micromanipulation to areas of high local electric
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fields [9, 10]. This restricts the technique’s applicability to a few cell lines and limits the
throughput of the process. To overcome these issues, a localized electroporation device
was fabricated by incorporating a PDMS based microtrap array in a microfluidic channel
in chapter 4. The cells can be easily positioned in the microtrap array where there is a
high local electric field using flow without requiring any micromanipulation.

The microtrap electroporation device allows us to electroporate cells and deliver
small molecules and larger plasmid DNA without compromising cell viability. The next
in this line of research is to test the device’s compatibility with a broad range of cell
types where there is an urgent need to deliver exogenous biomolecules. A highly rele-
vant example of such a cell type would be human immune cells such as T cells and NK
cells where expression of cancer-targeting chimeric antigen receptors are clinically rel-
evant [11, 12]. In addition, testing the capability of the device to deliver a more broad
range of molecules such as mRNA and genomic engineering tools such as CRISPR/Cas9
components would demonstrate the range of applications in which the technique could
be used [13]. To optimize the design of the device geometries for localization electropo-
ration and the hydrodynamic trapping, the numerical model of localized electroporation
in this dissertation could be used. To make the technology commercially viable, finding
methods to scale up the device from simply numbering up the microtraps to testing the
possibility to use a continuous flow-through process would be fruitful. Furthermore,
approaches to reduce the cost of fabrication of such devices need to be elucidated.
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PROPOSITIONS

1. The electroporation theory based on energetic costs of local membrane electro-
pore opening fails to describe the added energy costs from anchored cytoskeletal
networks.
This proposition pertains to chapter 2 of this thesis.

2. It is not the DNA size but what it encounters in the cytosol which governs the in-
tracellular electrotransferred DNA cargo transport.
This proposition pertains to chapter 3 of this thesis.

3. A unified theory of electro-transfection will include the DNA size-dependent DNA-
membrane complex formation and cell line dependent intracellular activity.
This proposition pertains to chapter 3 of this thesis and Sachdev et al., BBA Biomembranes,

2020.

4. Scale-up is best achieved through continuous processing, that holds for localized
electroporation.

5. Electroporation theoretical models help predict whether the cell membrane is per-
meabilized but do not help predict the associated molecule transport kinetics.

6. The global rollout of biomolecule electrotransfer in clinics will be governed by cost
rather than the high efficiency and control that localized electroporation devices
promise.
Based on ElectroPen (Byagathvalli et. al., PLoS Biology, 2020) and ePatch (Xia et. al., PNAS,

2021)

7. Therapeutic promise of CRISPR-Cas9 will be met only when difficulty in delivering
the required biomolecules in vivo is addressed.

8. Target specifications come first, and research questions second when it comes to
development of new technologies.

9. The COVID-19 pandemic has shown that in-person mega-conferences are a waste
of taxpayer money.

10. Lack of scores for gender diversity in the university rankings is the cause of gender
inequality among university principal investigators.
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