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Summary

EQUENTIAL DECISION-MAKING under uncertainty is an

important branch of artificial intelligence research with a

plethora of real-life applications. In this thesis, we generalize
two fundamental properties of the decision-making process. First,
we show that the theory on planning methods for finite spaces can
be extended to infinite but countable spaces. Second, we propose
a unified model of reinforcement learning algorithms that employ
the principle of optimism in the face of uncertainty. This model
is used to explain why these methods are efficient. We use the
developed theory to design novel algorithms. Depending on the
user’s needs, these algorithms can either automate the decision-
making process completely, or provide advice in decision-support
systems.

We start with presenting the basic concepts from the theory of
decision-making and discuss the two approaches to it: planning
and reinforcement learning. We look at a few typical sequential
decision-making problems of increasing difficulty. In particular, we
present a game that involves grid navigation and the problems
of warehouse management and wind farm operation. Next, we
survey the state-of-the-art methods for solving such problems.

Based on this analysis, we identify the following research oppor-
tunities. In planning, models with non-stationary and countably-
infinite data remain relatively untreated because they are equiv-
alent to infinitely-dimensional optimization problems, which are
notoriously difficult to solve even approximately. In reinforcement
learning, optimistic approaches lead to computational efficiency,
yet the theory of optimism remains undeveloped. Moreover, while
reinforcement learning shines at playing games, such as chess,
shogi, Go, and StarCraft I, its practical applications remain few.

Next, we overview a mathematical framework of sequential
decision-making under uncertainty known as the Markov decision
process. We explain how the goal of the decision-maker can be
expressed as an optimization problem and present two approaches
to achieving this goal. The first—more common—approach assigns
so-called values to different actions. The other approach uses

xxi

Chapter 1, p. 1.

Chapter 2, p. 17.



Chapter 3, p. 63.

Chapter 4, p. 8s.

Chapter s, p. 121.

so-called occupancies that tell how often the agent should choose
the actions instead of evaluating how good these actions are. In
fact, the two approaches are known to be dual to each other. While
this duality is well studied in the finite case, the infinite case is
less explored. To address this knowledge gap, we present a new
dual formulation for countable problems, both finite and infinite.

Afterwards, we use the dual formulation to design a new plan-
ning algorithm for infinite-horizon problems with non-stationary
data. These problems are essentially infinite-dimensional optimiza-
tion problems and as such are impossible to solve exactly using
the standard approaches. We show that they can be solved by
changing what is defined as optimal behavior: instead of seeking
universally optimal policies, we consider initial-decision-optimal
ones. Instead of planning all of the actions beforehand, these poli-
cies can be used to plan given the currently observed data. When
the next decision is required, the process can be repeated in the
same manner, leading to an optimal decision-making strategy. Our
approach uses the occupancy-value duality to rule out suboptimal
actions based on so-called truncations: finite-time approximations
of the infinite-horizon decision-making problem.

We extend the truncation approach to a more general setting
of decision-making problems with countably-infinite state spaces.
Instead of time-based truncations, we consider state-based ones.
This allows us to limit the amount of data required to make the
decisions and to design an algorithm for a class of problems that
are otherwise unsolvable to optimality. This approach belongs to
a family of methods called policy iteration: starting from an initial
policy, it constructs a series of improvements in the decisions
while ruling out choices that are provably suboptimal.

After that, we turn to reinforcement learning. For a long
time, the only provably efficient reinforcement-learning methods
were model-based ones; recently, a family of model-free optimistic
methods emerged, each of them accompanied by an analysis of
how sample-efficient the method is. We, too, study optimistic
reinforcement learning, but in contrast to the existing research,
we seek to understand not how efficient it is, but why it is efficient.
Our analysis results in a formula that explains the three factors
that cause regret—the efficiency loss—in optimistic reinforcement
learning: the problem size, the measure of exploration, and the
estimation error caused by the mismatch between the realized
transitions and their true distribution. It can be applied to all

xxii



of the existing algorithms as well as new ones. We design one
such new algorithm and show how our theoretical framework can
facilitate the proof of its efficiency.

Finally, we consider a high-impact real-world sequential decision- Chapter 6, p. 149.
making problem known as active wake control. Wind turbines
can negatively impact each other with their wakes. These wake-
induced losses can be reduced by changing the turbine orienta-
tions. Unfortunately, the optimal control strategy is non-trivial.
To address this, existing approaches use simplified wake models
in combination with numerical optimization methods; instead we
propose to use model-free reinforcement learning. As a first step
towards this goal, we present a wind farm simulator that is suitable
for reinforcement learning and better reflects the realities of wind
farm operation than other existing tools. Using this simulator, we
show that previous research used a suboptimal action representa-
tion in this problem; we identify two alternatives, both of which
improve the learning efficiency. Additionally, we demonstrate that
reinforcement learning is robust to errors in the observations,
providing further evidence that it is a fitting approach to active
wake control.

Our contributions advance the state of the art in the theory of  Chapter 7, p. 16g.
sequential decision-making under uncertainty and its applications.
These advances hint at unexplored connections between countably-
infinite planning and optimistic learning, which may lead to even
more efficient algorithms for sequential decision-making under
uncertainty in the future.
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Samenvatting

EQUENTIELE BESLUITVORMING onder onzekerheid is een

belangrijke tak van onderzoek in het veld van kunstmatige

intelligentie met een breed scala aan toepassingen. In dit
proefschrift generaliseren we twee fundamentele eigenschappen
van algoritmische methoden voor dit type besluitvormingsproble-
men. Ten eerste laten we zien dat de theorie over planningsme-
thoden voor eindige ruimten kan worden uitgebreid tot oneindige
maar aftelbare ruimten. Ten tweede introduceren we een uniform
model voor algoritmen voor reinforcement learning die het prin-
cipe van optimisme in het licht van onzekerheid gebruiken. Dit
model wordt gebruikt om te verklaren waarom deze methoden
efficiént zijn. We gebruiken de ontwikkelde theorie om nieuwe
algoritmen te ontwerpen. Afhankelijk van de behoeften van de
gebruiker kunnen deze algoritmen ofwel het besluitvormingspro-
ces volledig automatiseren, ofwel advies geven als onderdeel van
beslissingsondersteunende systemen.

We beginnen met het presenteren van de basisconcepten uit
de theorie van sequentiéle besluitvorming en bespreken de twee
benaderingen ervan: planning en reinforcement learning. We
bekijken enkele typische sequentiéle besluitvormingsproblemen
van toenemende moeilijkheidsgraad. In het bijzonder presenteren
we een spel over verplaatsingen over een rooster en de problemen
van magazijn- en windparkbeheer. Vervolgens bekijken we de
state-of-the-art methoden om dergelijke problemen op te lossen.

Op basis van deze analyse identificeren we een aantal on-
derzoeksmogelijkheden. Bij planning blijven modellen met niet-
stationaire en aftelbaar oneindige gegevens tot nu toe relatief on-
behandeld, omdat ze gelijkwaardig zijn aan oneindig-dimensionale
optimalisatieproblemen, die notoir moeilijk op te lossen zijn, zelfs
bij benadering. Bij reinforcement learning leiden optimistische
benaderingen tot steekproef-efficiéntie, maar de theorie van opti-
misme bleef onderontwikkeld. Bovendien, hoewel reinforcement
learning uitblinkt in het spelen van spellen, zoals schaken, shogi,
Go en StarCraft I, bleven de praktische toepassingen ervan beperkt.

Vervolgens bekijken we een veel gebruikt wiskundig raamwerk
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Hoofdstuk 4, p. 85.

van sequentiéle besluitvorming onder onzekerheid, bekend als
het Markov-beslissingsproces. We leggen uit hoe het doel van de
beslisser kan worden uitgedrukt als een optimalisatieprobleem en
presenteren de twee benaderingen om dit doel te bereiken. De
eerste—meer gebruikelijke—benadering kent zogenaamde waarden
toe aan verschillende acties. De andere benadering maakt gebruik
van zogenaamde bezettingen die aangeven hoe vaak de agent de
acties moet kiezen in plaats van te evalueren hoe goed deze acties
zijn. In feite is bekend dat de twee technieken duaal aan elkaar
zijn. Hoewel deze dualiteit goed is bestudeerd in het eindige geval,
is het oneindige geval minder onderzocht. Om deze kennislacune
aan te pakken, presenteren we een nieuwe duale formulering voor
aftelbare problemen, zowel eindig als oneindig.

Daarna gebruiken we de duale formulering om een nieuw plan-
ningsalgoritme te ontwerpen voor oneindige-horizonproblemen
met niet-stationaire gegevens. Deze problemen zijn in wezen
oneindig-dimensionale optimalisatieproblemen en zijn als zodanig
onmogelijk exact op te lossen met de standaardbenaderingen. We
laten zien dat ze kunnen worden opgelost door het veranderen van
wat wordt gedefinieerd als optimaal gedrag: in plaats van te zoeken
naar een universeel optimale policy, beschouwen we de initiéle-
beslissing-optimale policy. In plaats van alle acties van tevoren te
plannen, kan deze policy worden gebruikt om te plannen op basis
van de tot dan toe beschikbare gegevens. Wanneer de volgende
beslissing nodig is, kan het proces op dezelfde manier worden her-
haald, wat leidt tot een optimale besluitvormingsstrategie. Onze
aanpak maakt gebruik van de dualiteit tussen bezettingen en waar-
den om suboptimale acties uit te sluiten op basis van zogenaamde
truncaties: eindige-tijd benaderingen van het oneindige-horizon
besluitvormingsprobleem.

We breiden de truncatiebenadering uit tot een meer algemene
setting van besluitvormingsproblemen met aftelbaar oneindige
toestandsruimten. In plaats van op tijd gebaseerde truncaties,
beschouwen we op toestand gebaseerde truncaties. Dit stelt ons
in staat om de hoeveelheid gegevens te beperken die nodig is
om de beslissingen te nemen en om een algoritme te ontwerpen
voor een klasse van problemen die anders niet optimaal zouden
kunnen worden opgelost. Deze benadering behoort tot een groep
methoden die policy iteration worden genoemd: uitgaande van een
initiéle policy, bouwt het een reeks verbeteringen in de beslissingen
op, terwijl keuzes worden uitgesloten die aantoonbaar slecht zijn.
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Daarna gaan we over op reinforcement learning. Lange tijd wa-
ren de enige aantoonbaar efficiénte methoden voor reinforcement
learning modelgebaseerd; onlangs is een familie van modelvrije
optimistische methoden ontstaan, elk vergezeld van een analyse
van hoe steekproefefficiént de methode is. Ook wij bestuderen
optimistische methoden, maar in tegenstelling tot het bestaande
onderzoek proberen we niet slechts te begrijpen hoe efficiént een
methode is, maar bovendien waarom het efficiént is. Onze analyse
resulteert in een formule die de drie factoren verklaart die het
efficiéntieverlies veroorzaken: de probleemomvang, de mate van
verkenning en de schattingsfout (het verschil tussen de geschatte
en de werkelijke verdelingen). Deze theorie geldt niet alleen voor
alle bestaande algoritmen, maar ook voor nieuwe. We ontwerpen
zo'n nieuw algoritme en laten zien hoe ons theoretisch raamwerk
het bewijs van de efficiéntie ervan kan vergemakkelijken.

Tenslotte beschouwen we een real-world sequentieel besluit-
vormingsprobleem met grote impact dat bekend staat als het actief
regelen van windparken. Windturbines kunnen elkaar negatief
beinvloeden met hun zog-effecten. De verliezen veroorzaakt door
deze zog-effecten kunnen worden verminderd door de oriéntatie
van de turbines iets te veranderen. Helaas is de optimale controle-
strategie niet triviaal. Om dit aan te pakken, gebruiken bestaande
benaderingen vereenvoudigde zogmodellen in combinatie met nu-
merieke optimalisatiemethoden; in plaats daarvan stellen we voor
om modelvrije reinforcement learning te gebruiken. Als eerste
stap op weg naar dit doel presenteren we een windparksimulator
die geschikt is voor reinforcement learning en die de complexiteit
van windparken beter representeert dan andere bestaande tools.
Met behulp van deze simulator laten we zien dat eerder onderzoek
een suboptimale actierepresentatie voor dit probleem gebruikte;
we onderscheiden twee alternatieven, die beide het leerrendement
verbeteren. Bovendien laten we zien dat reinforcement learning
robuust is tegen fouten in de waarnemingen, wat verder bewijs
levert dat het een passende benadering is voor het actief regelen
van windparken.

Onze bijdragen bevorderen de stand van de techniek in de
theorie van sequentiéle besluitvorming onder onzekerheid en de
toepassingen ervan. Deze vorderingen duiden op nog onontgon-
nen verbanden tussen de twee fundamentele bijdragen in dit
proefschrift; in de toekomst kan dit leiden tot nog efficiéntere
plannings- en leeralgoritmen.
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ABTopedepar

OCJIEJOBATEJIbHOE NPUHATHE pELIEHU B YCJIOBUAX

HEeOTpe/Ie/IEHHOCTH — BaskHas 06/1acTb B MCC/IE0BAHUAX

VICKYCCTBEHHOT'O MHTE/JIEKTa CO MHOKEeCTBOM MpaKTHhye-
CKMX TIPWIOKeHWit. B nanHoi qucceprarnmu 06001iéH pan GyH-
JlaMEeHTaJIbHbIX CBOMCTB [JaHHbIX [IPOLIECCOB NPUHSATUS pPeLIeHU.
Bo-nepBbIxX, Teopus MIaHUPOBAHUS B KOHEUHBIX AUCKPETHBIX Cpé-
Jlax IepeHeceHa Ha cydail cCuéTHBIX MpOCTPaHCTB. Bo-BTOPBLIX,
A71st 0OYYEHHs C OAKPEIUIEHVEM Ha OCHOBE MPUHLMIA ONTUMU3-
Ma Iepe/, JIMLOM HeM3BEeCTHOCTU IMpPeJJIOkKeHa efjuHas MOEeb,
00BACHSIOIAs BBIYUCTUTENbHYIO 3(pHEKTUBHOCTD TAKOTO MOAX0-
na. PazpaboTaHHast HAMY TEOPHS TIOJIOKEHA B OCHOBY HECKOJIbBKUX
MHHOBAL[IOHHBIX &JTOPUTMOB, KOTOPbIE MOT'YT OBITh HCIIO/Ib30BA-
HBI JUIs1 TIO/IZIEPYKKY MIPOLIECCOB MPUHSATHS pelueHuii oo as ux
NI0JTHOM aBTOMAaTH3aLuu.

B Hauane gucceprauuu npejCcTaBIeHbl OCHOBHbIE KOHLEMLIAN
TeOpUM MPUHATHUS PeLIeHu U 00CyKAaI0TCsA [1Ba TOAX0/A K HEMY:
MJIaHUPOBaHKEe W 00yYeHue C MOAKpervieHneM. 3/1ech Ke pac-
CMaTPUBAKOTCSA HECKOJIbKO TUIIMYHBIX 33/1a4 10C/Ie/I0BaTeIbHOr0
NPUHATHS PelleHnid Bo3pacTarolleld CII0KHOCTU: Urpa, Ipe/cTaB-
nsrotast cob0it HABUraLMIO Ha CETKE, a TAK)Ke TPOOIeMbI yIipaBie-
HUSI CKJIa/IOM 1 1apKOM BETPOreHepaTopoB, a TAK)Ke OMUChIBAETCS
pSAL COBpEMEHHbIX METO/I0B PeLIeHHs 3a/1au MOA00HBIX JaHHBIM.

OcHOBbIBasICh Ha AHHOM aHau3e, 0003HAUEHbI C/IeYIOLIe
Harpas/IeHUs KCCIIeI0BaHUiA: pa3paboTKa MEeTO/IOB [IaHUPOBa-
HUS B 33Jja4yax C HeCTalMOHApHBIMHU U CUETHBIMU Cpéfamy, I10-
CKOJIbKY TaKue 3a/ja4yu 0/ipa3yMeBaT GeCKOHEYHOMEPHYIO OITH-
MU3ALHUI0 ¥ TPYJHOPa3PELINMbI Iaske NPUOTMKEHHO, U KaK Crief-
CTBHE OCTAIOTCsl Ma/JIOU3y4YeHHbIMY; UCCTie/loBaHue ONTHMU3Ma B
3a/iauax 00yueHus C MOAKPEIUIEHHEM, TaK KaK TeOpUs ONTUMHU3MA
IIPaKTUYECKU OTCYTCTBYET, HECMOTPS Ha TO, YTO U3BECTHO, YTO
ONTUMUCTUYHBIE MOAXO/bI 00/IaAAI0T I0Ka3yeMO BbIYHUCITUTETb-
HO 3 PEeKTUBHOCTDIO; IOMCK MyTeil MPaKTUYeCKOro NpUMeHeHUs
00yueHus ¢ NOJKperUieHreM, OrecTsiiie nposBIsiouniero cebs B
TaKMX Urpax, Kak 1axmarsl, céry, ro u StarCraft I, HO ipu 3TOM 10
NpeXHEMY He MMEIOLIEro CEepbE3HBIX MPAKTUUECKUX TIPUIIOKEHUH.
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[naBa 2, c. 17.

[naBa 3, c. 63.

['naBa 4, c. 8.

Jlanee paccMOTpeHa MaTeMaTUUecKas MOJie/lb [I0C/Ie/J0BaTe b~
HOTO NPUHATHS PELIeHUH B yC/IOBUAX HEONpee/IéHHOCTH, U3BeCT-
Has Kak MapKOBCKMI IpoLiecc NpUHATHUA pelleHui. [lokasaHo, kak
LieJIb JIMLA, IPYHUMAIOLLETO PeLleHust, MOXKeT ObITb BbIpakeHa B
BUJe 3a/la4M ONTUMMHU3ALMY, a TaKXKe [IpeJiCTaB/IeHbl /1Ba [I0AX0/a
K ZIOCTHKeHUIo 9ToM uenu. [lepBblii moaxo/ mpucBavMBaeT Tak Ha-
3bIBaeMyI0 LIeHHOCTb (value) pa3/inMuHbIM AEeHCTBUSAM U SIBJISIeTCS
bostee pacrpocTpaHEHHBIM. BTOpO#i 10/IX0/] MCIIO/Ib3YeT MOHSTHE
npebbiBaHKs (0ccupancy), KOTOpPOE OIpesessieT He TO, HACKOJIbKO
XOpOLUU Te WM WHbIE JIeMCTBHUS, a TO, KaK 4acTo JIMLO, IIPUHUMAa-
IOlllee pelleHus], JO/DKHO JieaTh BBIOOp B KX I0Jb3Y. V3BecTHo,
YTO ZIaHHbIE IO/IX0/bl MATEMATUUYECKU [JBOMCTBEHHBI IPYT APYTY,
HO B TO BpeMf KaK [JaHHas ABOMCTBEHHOCTb XOPOILIO UCC/IeJ0BaHa
B C/lyuyae KOHEUYHOMEPHBIX NPOCTPAHCTB, CYUETHBIN C/lyyail U3ydyeH
ropas/zio MeHee. YT0Obl BOCIIOJIHUTD JJaHHBIN TPO0OEN B 3HAHMX,
TnpezcTaB/eHa HOBasl ABOiicTBeHHas: pOpPMY/IHPOBKa, KOTOpast MO-
)KeT OBbITh HCIIO/Ib30BaHa B 3a/lauax Kak C KOHEYHBIM, TaK U CO
CUéTHBIM KOJIMYECTBOM II€PEMEHHDIX.

[auHas aBoiicTBeHHas GOPMY/IMPOBKA UCIIOIb30BaHa JJIs pas-
pabOoTKK HOBOTO a/IrOpUTMa IUIAHUPOBaHUs B 3a7iauax ¢ 6ecKo-
HEUHBIM BPeMEeHHBLIM FOPU30HTOM U HeCTallMOHAPHBIMU JJAHHBIMU.
Takuie 3aauu M0 CBOEMY CYILECTBY SIBJISIIOTCA 3aiauamu GeckKo-
HEYHOMEPHO! ONTUMH3ALIUY, ¥ TO3TOMY UX pPELIeHHe C UCIOb30-
BaHUEM CTaH/IAPTHBIX MMOAXO/I0B MPE/ICTABIAETCS HEBO3MOKHBIM.
[TokazaHo, yTO UX pelleHre BO3MOKHO MPU U3MEHEHUH TTOHATHUSA
ONTUMAaJIbHOTO MOBE/IEHUS C [TOMCKA YHUBEPCATbHO-OMTUMAaIbHOTO
IJIaHa Ha TOMCK IU1aHa ONTHUMAaIbHOTO TOJIBKO B MEPBOHAYATIEHOM
pelieHu. BmMecTo Toro, 4To6bl 3apaHee IIaHKUPOBATh BCE BO3MOK-
Hble IeHCTBUS, TAKOU IJIaH MOKHO KCIIOIb30BATh ISl IIPUHSTHS
pelleHrs Ha OCHOBe Ha0/I0/1aeMbIX IaHHBIX; B Ja/IbHEHIIIEM jKe
TIpoL{ecC MOKeT ObITh TIOBTOPEH, KOra MoTpedyeTcs cieayoliee
pelleHe; JaHHbIN MOAXO0Z BeET K ONTUMAIbHOMY ITPUHATHIO pe-
weHuit. 71 UCK/II0UeHns CyOoNTUMAaIbHbIX AEMCTBUIA B TIPELJIo-
YKEHHOM a/ITOPUTME MCII0/Ib3YEeTCsl IBOUCTBEHHOCTb MpeObIBaHUiA
Y 1IeHHOCTe} B Tak Ha3blBaeMbIX yCEUEHUsX, TO eCTb OIpaHUueH-
HbIX BO BPEMEHU TPUOIVIKEHUSAX 3a/[aukl IPUHSATUA PEIEHUH C
GECKOHEUHbIM BPEMEHHBIM FOPU30HTOM.

[lonxon, ocHOBaHHBIN Ha yCeUEHUSX, B lanbHelIleM pacIiupeH
Ha 00001IEHHYIO TOCTAHOBKY 3aJauu MIPUHATHS PELIeHHi co CYET-
HBIMU IIPOCTPaHCTBaMU COCTOSIHUI. B ocHOBY faHHOrO moaxoza
TIOJIOKEHBI yCeYeHHsl, OCHOBaHHbIE Ha COCTOSIHUM Cpezbl, a He
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Ha BpPeMEHH, YTO [03BOJIU/I0 OTPAHUYUTb KOJTHYECTBO HeoOXoau-
MBIX [IaHHBIX U Pa3paboTaTh alrOPUTM MPUHATHUS PELIeHUI s
Kj1acca 3a7ad, AB/AKLINXCA ONTUMAaIbHO Hepa3pellMbIMU HHAUe.
JlaHHBIN TOAXOZ OTHOCUTCS K CEMENMCTBY METO/I0B UTepaLyu 10
IUIaHaM: HaYMHasl C HEKOTOPOrO I1/IaHa, OH N0C/IeI0BATENIbHO YiIyu-
LIaeT PEeLleHHs, UCK/I0Uash BApUAHThI ABJISIOIIMECS JOKa3yemMo
HeOITHMasbHbIMU.

B crienyrorueii yacTu guccepTanyy pacCMOTPEHO 00yUeHHe C
nofKperuvieHreM. [lonroe BpeMsi eJUHCTBEHHBIMU I0Ka3yeMo 3¢-
beKTHBHBIMU MeToiaMK 00y4eHust C MOIKPeIieHreM ObITH Tak
HasbIBaeMble MOJie/IbHbIE METO/[bl; HEJJABHO K€ ObUIO Pe/IoKEeHO
ceMeiicTBO 6e3MO/Ie/IbHBIX METO0B, OCHOBAHHbIX Ha MPHHLIUIIE
ONTHMHU3MA, IIPY 3TOM /IS K&KJ0r0 KOHKPeTHOr0 alropuT™Ma ero
BBIYMC/IUTENNbHAS 3PdEKTHBHOCTD J0Ka3aHa MaTeMaTHuecku. B
naHHO# paboTe TakKe u3ydeHa 3¢GEKTHBHOCTD ONTHUMUCTHYE-
CKOro 00yueHus ¢ TIOKPEIIEHUEM, HO, B OT/IMYKE OT MPEeIbIAYIINX
HCcCTIe[IOBaHMH, ero 1ieJblo SBJIsieTCs MOHATb He HACKOJIbKO, a No-
yemy Taxkoe oOyueHue abpekTrBHO. B pesynbraTe npoBeEHHONO
aHanmsa npezcraeieHa dbopmyna obbscHsomwas Tpu daxkTopa
cHrKeHNs1 3PEKTUBHOCTH B ONTUMUCTUYECKOM 00yUeHHH C TIOA-
KpervieHHeM: pa3Mep MPOCTPAHCTBA yIIpaB/IeHuH, He0OXOAUMOCTb
Hcc/ieIOBaHUA COCTOSHUM CUCTEMBbl 1 BO3MOJKHBIX [eHCTBUH, a
TaKke OIKOKa OLIEHKH, BbI3BAHHAsI HECOOTBETCTBUEM MEXIY HUC-
THHHBIMU BEPOSITHOCTSIMU I1ePeXoZloB U peasnu3alnyeil epexosioB
B Llenu MapkoBa B npolniecce NpuHATUA pelieHuit. [IpeacrasneH-
HbI}1 aHa/lIM3 PYMEHUM He TOJIbKO KO BCeM CYILECTBYIOIUM, HO
¥ K HOBBIM anropuTMaM. Ha ero ocHoBe paszpaboTaH ofjiH TaKoii
aJITOPUTM U TI0KAa3aHO, KaK MpeZCcTaB/eHHas Teopus oberdaer
7I0Ka3aTenbCTBO ero 3¢ ¢eKTUBHOCTH.

Hakoneli, paccmoTpeHa BakHasl IIpakTHuecKas 3ajada Io-
Cc7eZloBaTe/IbHOrO MPUHATHUSA PellleHUi, U3BecTHas Kak aKTHBHOe
yrpasseHue TypOyneHTHbIM crefjoM. BeTpsiHble TypOUHBI Cr10C00-
Hbl HEraTUBHO BJIMATb APYT Ha /ipyra, co3fjaBasi 30Hbl MOBbIIIEH-
HO# TypOY/IEHTHOCTH B MPOLiECCe U3BJIEUEHNS SHEPTUH U3 BETpa.
[Torepu, BbI3BaHHbBIE TYPOYIEHTHOCTBIO, MOKHO YMEHBIINTB, I10-
BEepHYB TypOMHY U TEM CaMbIM OTKJIOHUB €€ TypOy/IeHTHBI! Crien.
K coxanenuro, onTumasnbHasi cTpaTerus yrnpasjleHusl HeTPUBU-
asbHa, U CYLIECTBYIOLIME CIIOCOOBI e€ HaXOXK/AEHHS HCIIOb3YIOT
YIPOLIEHHBIE MOZIEN TYPOY/IEHTHOrO Ciefia B COYETaHHH C METO-
JaM4 YMC/IeHHOW ONTHMMM3alLUY; BMECTO 3TOr0 HaMu IpeAsioxe-
HO HUCII0/Ib30BaTh Oe3Mo/ieIbHOe 00yUeHue C MoKpervieHreM. B
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[naBa 7, c. 169.

KauecTBe TePBOro mara K JOCT)KEHUIO JAaHHOH 11e/Td TpefiCcTaB-
JIEH CUMYJIATOP BETPSIHON 97IEKTPOCTAHLMH, TIOAXOAALMN st
00y4eHuUs1 C MOAKPEIUIEHHEM U OTPAKAIOLIMI peasnuu 9KCITya-
TalUy NMapKOB BETPOreHepaTOpOB. VICIob3ys aTOT CUMYJISATOD,
[I0Ka3aHo, UTO MpEebIAYIIHE UCC/Ie[0BAHUSA OCHOBBIBAIUCH Ha
HeOITHMasbHOM MpeJcTaB/eHuH 1eCTBUI B JAaHHOU 3azaue, a
TaKkke chOpPMYIUPOBaHbI IBA alIbTEPHATUBHbIX TIOAX0MA, KaXK/IbliA
13 KOTOpBIX MoBbIaeT addexTruBHOCTh 06yuenus. Kpome toro,
POIEMOHCTPUPOBAHO, YTO 00yUEHHE C MOAKPEIIEHHEM ABJISIETCS
6oree yCTOMUYMBBIM K OIMOKaM B HAOIIOJAeMbIX [JAHHbIX, YTO
NOTIOJTHUTEIbHO YKa3bIBaeT Ha ero MOTeHIUas K PeIleH o 3a1a4un
aKTMBHOTO YIpaB/IeHUs TYpOY/IEHTHBIM CJIEZIOM.

JlaHHOe ¥CCl/ieZIoBaHke MPOJBUTAeT KaK COBPEMEHHYIO TEOPHIO
TI0C/Ie/[OBATE/IbHOTO MPUHSTUA PELIeHUH B YCIOBUAX HEOTpee-
JIEHHOCTH, TaK U eé npuioxeHus. Haun Bkian obo3HavaeT Heuc-
C/Ie[JOBaHHbIE CBSA3U MEX/Y [JIAHUPOBAHUEM B CYETHBIX IPOCTPAH-
CTBax U ONTHUMHUCTUYECKUM OOYUEHHEM C MOAKPEIUIEHHEM, UTO
MOKET MPUBECTH K elé 6osiee 3pPeKTUBHBIM aNropuT™MaMm Iuia-
HUPOBAHUA ¥ 00yueHUs B OyayIeMm.
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Introduction

Man is born as a freak of nature, being
within nature and yet transcending it.
He has to find principles of action and
decision-making which replace the prin-
ciples of instincts.

— Erich Seligmann Fromm,
The Revolution of Hope






this thesis in layman’s terms. We begin with a description

of the class of decision-making problems that we study.
Then we describe the two approaches to solving these problems:
planning and reinforcement learning. Next, we look at a few
examples of such problems, from a very simple frozen lake game
to a complex active wake control problem. Then, we discuss the
existing approaches and their limitations. Finally, we formulate
the research questions that are answered in this thesis.

THIS CHAPTER introduces the topic and contributions of

1.1 THE DECISION-MAKING PROBLEM

This thesis presents novel algorithms for solving the problems of
SEQUENTIAL DECISION-MAKING UNDER UNCERTAINTY

[Puterman, 1994]. What kind of problems are these precisely? To
explain it, let us separately examine the three parts of the term
above: “decision-making,” “sequential,” and “under uncertainty.”

First, we study decision-making: we consider an agent who
has to make a choice based on some data. The data observed by
the agent is called a state. Based on this observation, the agent
chooses one of the actions available to them. The agent knows the
possible states and actions available at each state; in other words,
the agent knows the environment they operate in. Nevertheless,
this information is not enough to make informed decisions: the
agent needs to know how good—or bad—each choice is. To signal
this, the environment gives the agent a reward. The interaction
between the agent and the environment is illustrated by Figure 1.1.

Next, we consider sequential problems, that is, problems that
require decisions to be made repeatedly over time. Each interac-
tion between the agent and the environment is known as a decision
epoch. After a decision epoch takes place, the environment transi-
tions to a new state, which the agent immediately observes, and a
new decision epoch starts. This chain of interactions continues
either for a predetermined number of decision epochs, known as
the horizon of the problem, or indefinitely. In the latter case, we
say that the problem has an infinite horizon.

Finally, the problems we consider may involve uncertainty of
different kinds. The decision rules that the agent uses to determine
their actions can be stochastic. For example, the agent is allowed
to flip a coin and choose an action based on the result. The
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rewards can be randomized as well. But the most important type
of uncertainty governs the state transitions: the next state can
also be random. The only condition that we will impose is that
the transitions must be history-independent: the state of the next
epoch must depend on the current state and action only, and not
on the previous ones. While this condition may seem restrictive
at first, history-dependence can often be addressed by carefully
reformulating the problem. Often, the state can be redefined to
include all of the data that governs the transitions, including the
data from the previous decision epochs.

1.2 PLANNING & REINFORCEMENT LEARNING

The methods for solving problems of sequential decision-making
under uncertainty fall under two broad categories: planning and
reinforcement learning (often referred to as RL).

Planning methods assume that the environment is a so-called
glass box, a system whose internal structure can be seen. The
agent knows the environment’s decision rules: how the next state
and the reward are chosen for each of the possible actions. Even
when the environment’s behavior is random, the agent still knows
the probabilities of different outcomes and can calculate the ex-
pected immediate outcome of each action.

When the agent has no access to the environment model, it
is a black box problem. In this case, reinforcement learning can
be used instead of planning [Sutton and Barto, 2018]. The term
reinforcement comes from behavioral psychology and means a
stimulus used to produce a desired response. For example, puppies
are given treats after correctly performing a command such as “sit,”
“stay,” or “heel” when they are trained. This treat is meant to induce
a desired behavior and is called positive reinforcement. Similarly,
negative reinforcement teaches to avoid undesirable outcomes.
Sunburns are an example of negative reinforcement: to prevent
them, we learn to apply sunscreen before going out. Employing
the ideas from the behavioral science, reinforcement learning is a
machine learning technique based on rewards. In reinforcement
learning, the agent does not know the outcomes of their actions
beforehand, but learns from rewards, either positive, or negative.

Reinforcement learning methods can be further divided into
two subcategories. In model-based methods, the agent learns the
model of the environment. For example, the agent can infer that



the action of not using sunscreen sometimes leads to sunburns.
In model-free methods, the agent foregoes such a model: they
simply know that applying sunscreen is good, but they do not
care to reason why. While model-based reinforcement learning
algorithms often perform better, they can be computationally
intensive when the environment is complex and the causality is
non-trivial. In extreme cases, model-based reinforcement learning
can be rendered inapplicable.

In this thesis, we study both approaches to decision-making.
We use planning methods for glass-box decision-making, and
reinforcement learning for black-box problems. In the latter case,
we focus entirely on model-free reinforcement learning, as it is
applicable to a broader range of problems.

1.3 EXAMPLES

Now that we outlined the class of problems that we are interested
in and the types of methods that can be used to solve them, let
us consider a few examples.

We start with a simple problem known as frozen lake. It is a
stylized example which has only a few states and actions, and is
easy to solve for humans, making it a good illustration for various
concepts from the theory of sequential decision-making.

The second example is a more practical problem of inventory
management in a warehouse. This problem is interesting to us
because it breaks some common assumptions used in sequential
decision-making. As a result, most of the existing solution methods
cannot be applied to this problem directly.

Finally, we consider a problem of active wake control in wind
farms. This is an example of a complex problem where the environ-
ment behavior is hard to model. This makes planning particularly
difficult, as it requires full knowledge of the system’s dynamics.
On the other hand, model-free reinforcement learning does not
require such knowledge, making it a good fit for this problem.

1.3.1 Frozen Lake

Frozen lake is a game that appears in Opena1 Gym [Brockman
et al., 2016], a collection of benchmark problems for reinforcement
learning. It is described as follows.

1.3 Examples
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¢ Winter is here. You and your friends were tossing around a frisbee

at the park when you made a wild throw that left the frisbee out
in the middle of the lake. The water is mostly frozen, but there
are a few holes where the ice has melted. If you step into one of
those holes, you'll fall into the freezing water. At this time, there’s
an international frisbee shortage, so it’s absolutely imperative that
you navigate across the lake and retrieve the disc. However, the
ice is slippery, so you won’t always move in the direction you
intend.

- One of the default versions of this game is shown in Figure 1.2.

The agent starts in the initial state A8 and the goal is to reach the
frisbee state H1 without falling into any of the holes, for example,
D1 or B3. The actions of the agent are movements along either of
the two axes. For example, from the starting position A8 the agent
can go to A7 or B8. Although the description mentions that the
lake is slippery, this default version is not and the agent always
moves in the intended direction. In the slippery version, agent
sometimes moves to a different state than they intended.

In this problem, a unit reward is given to the agent upon
reaching H1 from either G1 or H2, and there is no reward for any
of the remaining movements. Any sequence of actions results in
a path on the lake surface. Some of them never reach the frisbee,
giving no reward. Some reach it, but take longer than necessary.
An optimal plan should provide the agent with a path that leads
to the frisbee as fast as possible.

1.3.2 [nventory Management

Single-product inventory management motivated development of
several algorithms for sequential decision-making under uncer-
tainty [Veinott and Wagner, 1965; Tijms, 1972; Lee et al., 2017]. It
is defined by Puterman [1994, Section 3.2] as follows.

”


https://gym.openai.com/envs/FrozenLake8x8-v0/

¢ Each month, the manager of a warehouse determines current
inventory of a single product. Based on this information, he
decides whether or not to order additional stock from a supplier.
In doing so, he is faced with a tradeoff between the costs associated
with keeping inventory and the lost sales or penalties associated
with being unable to satisfy customer demand for the product.
The manager’s objective is to maximize some measure of profit
over the decision-making horizon. Demand for the product is
random with a known probability distribution.

. In this thesis, we consider a generalization of this problem that
includes multiple products. In this case, the state includes current
stock on hand for each of the products. Having observed the
current inventory at the beginning of the month, the warehouse
manager places an order. The order tells how much of each
product needs to be shipped to the warehouse. The shipment size
is restricted by some measurement, such as the volume of a truck,
or the maximum weight of the load. The action space includes all
of the combinations of products with the total measurement not
exceeding the allowed maximum.

During the month, customers place orders for the product, and
the product is shipped to them, if it is still in stock. The total
demand and the order for each product lead to a transition to a
new state in the next month.

The sales revenue and the inventory costs are proportional to
the demand and the total inventory including the newly ordered
units, respectively. The ordering costs are usually assumed to
consist of a fixed cost for placing the order, and a variable part
depending on the number of units of each product that was ordered.
The price of the product, the inventory holding cost per unit and
ordering costs for different possible orders are all known to the
manager. Based on them, the manager can calculate their reward
as the sales revenue less holding and ordering costs.

A simple decision rule for a single-product model is to wait
until the inventory drops below some minimum fill and then to
re-stock to a given inventory size called the target stock. In fact,
this decision is known to be optimal in the single-product case
[Veinott, 1966], including an extended model with two suppliers
[E.]. Fox et al., 2006]. A multi-product problem can be approached
by considering each product in the same way independently from
the other products, but we do not know if this approach is optimal.
Human managers use this or similar decision rules. At the same
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Figure 1.3: Turbine
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Figure 1.4: Overhead
view of two wind
turbines without (left)
and with (right)

yaw-based wake control.

Darker areas have
slower wind.

time, algorithms for sequential decision-making can be used to
automate the order placement, saving time to the warehouse man-
ager and potentially cutting the costs of ordering and inventory
holding.

1.3.3 Active Wake Control

Our final example is a complex control problem of great practical
interest that arises in wind farm operation.

When a wind turbine extracts energy from the wind, it creates
a wake area behind its rotor [Vermeer et al., 2003]. The wind in
this area has reduced velocity and increased turbulence. If another
turbine is positioned in the wake, both of these factors impact
its power output. In large wind farms, these wake-induced losses
can be substantial. For example, a study of an off-shore wind
farm in Denmark shows a 12% energy loss due to wake effects
[Barthelmie et al., 2009]. Another study conducted in Alberta,
Canada reports a similar loss of 7%—13% [Howland et al., 2019].
Under certain atmospheric conditions, turbine wakes can extend
so far that they even affect other wind farms [Lundquist et al,,
2019]. As the number of wind farms around the world and their
average size continue to grow [Jacobson and Delucchi, 2009], so
do their wake-induced losses. Consequently, active wake control
is important to efficient wind farm operation.

Early studies of wake effects mitigation focused on per-turbine
control of either pitch [Steinbuch et al., 1988; Schepers and van
der Pijl, 2007; Madjidian and Rantzer, 2011] or generator torque
[Johnson, 2004]. Later, joint farm-level control of turbines has
been demonstrated to be an efficient strategy [Gebraad et al., 2016;
Howland et al., 201g]. This is done via active control of the turbine
yaws (that is, the horizontal-plane rotations, see Figure 1.3). When
a turbine is yawed relative to the incoming wind, it has lower
power output but the wake center shifts [Wagenaar et al., 2012].
This wake deflection can be used to improve the power output of
down-wind turbines, increasing the total power production.

241 MW + o073 MW = 3.14 MW 2.0t MW + 1.38 MW = 3.39 MW

B — Y-

wind direction

Default yaws Optimized yaws



Figure 1.4 shows an example of wake effects in a two-turbine
wind farm and the benefit of yaw-based active wake control. If
wake effects were nonexistent, both turbines would have produced
2.41 MW for a total of 4.82 MW. Because of the wake of the
upwind (left) turbine, the downwind turbine produces only 0.73 MW
instead. Yawing of the upwind turbine by approximately 25°
counterclockwise reduces its power output by 0.4 MW, but the
wake deflection allows the downwind turbine to produce 0.65 MW
more, increasing the overall power output by o.25 MW or 8%.

The optimal wake control strategy primarily depends on the
turbine locations relative to each other. At the same time, it is also
affected by various atmospheric conditions, such as wind speed
and direction, and air temperature. These conditions change over
time. The optimal active wake control strategy should account for
such changes in the data by repeatedly adjusting the wind farm
yaws throughout the day.

In this problem, the wind farm operator is the decision-making
agent. The agent’s actions are the yawings of the turbines. These
actions are chosen based on the current yaw angles of the tur-
bines and the atmospheric measurements available to the agent.
Therefore, the collection of these data forms the state of the prob-
lem. The state changes over time. While the yaw changes are
deterministic, the atmospheric conditions change stochastically,
adding uncertainty that the agent should account for.

1.4 EXISTING RESEARCH

1.4.1 Planning with Markov Decision Processes

There are multiple ways of modeling sequential decision-making,
but the most commonly employed model is the Markov decision
process. The theory of Markov decision processes traces back to
Bellman [1954]. The work of Puterman [1994] is one of the most
comprehensive compendia of this field of research.

Various definitions of an optimal behavior in Markov decision
processes can be found in the literature. These are called optimal-
ity criteria. Most works—including this thesis—use the discounted
expected total reward criterion, which dates back to the works of
Howard [1960] and Blackwell [1965]. The expected total reward
[Ornstein, 1969; van der Wal, 1981] and the expected average re-
ward [Denardo and B. L. Fox, 1968; Dynkin and Yushkevich, 1979;
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Ashok et al., 2017] criteria are widely employed as well; however,
these are outside of the scope of this thesis.

In general, even when an optimality criterion is given, a Markov
decision process is not necessarily a well-posed problem, in the
sense that the optimal solution may be unattainable or even non-
existent. To guarantee that the problem has an optimal solution,
additional assumptions are made about the actions, states, rewards,
and transitions. These assumptions lead to various subclasses of
Markov decision processes that require different algorithms to be
solved.

Finite-horizon problems with finite state and action spaces

These problems form the simplest class of Markov decision pro-
cesses. They can be either stationary, when the problem data
do not change over time, or non-stationary otherwise. In both
cases, these problems can be solved using dynamic programming
[Bellman, 1954; Bellman and Dreyfus, 2016].

Stationary infinite-horizon problems with finite

state and action spaces

These problems always have optimal solutions [Puterman, 1994],
which can be found using various methods that fall under three
main categories.

Value iteration [Blackwell, 1965; Balaji et al., 2018] methods com-
pute the so-called value function. For each state, this function
shows the best possible expected total reward that the agent can
collect starting from that state. When the values of all states are
known, the agent can compute state-action values that show how
good each action is for each state. The optimal behavior is then
to take an action with the highest value in each state.

Policy iteration methods [Howard, 1960; Scherrer, 2013], produce
a sequence of improving policies, until no improvement can be
made. The last returned policy is an optimal one, since it cannot
be improved further.

Linear programming methods [d’Epenoux, 1963; Malek et al., 2014]
use an alternative approach to find the value function. The values
can be found as a solution to an optimization problem based on
the data of a Markov decision processes. The solution of the
resulting problem yields the value function. Alternatively, the dual
linear program can be used to find the optimal policy directly.

10



Stationary problems with countably-infinite state and action

Spaces

For these problems, the same theory apples: both the value func-
tions and optimal policies exist, and they correspond to the so-
lutions of the linear programming formulation of the problem.
Unfortunately, the infinite number of states renders each of the
methods useless. For example, the linear program contains in-
finitely many variables and constraints. Instead, these problems
have to be approached with different techniques.

State-space truncation methods [B. L. Fox, 1971; White, 1979; White,
1980] approximate the countably-infinite state space with a finite
one, and use the resulting solution as an approximate solution to
the original problem. The approximate problem is solved using
either value iteration [White, 1982; Cavazos-Cadena, 1986] or policy
iteration [Lee et al., 2017], sometimes in combination with the
linear-programming approach.

Structured models [White, 1981] analytically identify the structure
of the value function or the policy, and use this structure to reduce
the problem to a finite one.

Non-stationary infinite-horizon problems with finite

state and action spaces

These problems can be reformulated as stationary infinite-horizon
MDPs with a countably-infinite state space and a finite action
space. Therefore, the methods described earlier can be used for
these problems, for example, as done by Ghate and R. L. Smith
[2013].

Truncation methods offer an alternative approach [Bés and
Lasserre, 1986; Bés and Sethi, 1988; Hopp, 1989; Cheevaprawatdom-
rong, Schochetman, et al., 2007]. These methods seek a solution
horizon, that is, a finite time horizon such that the optimal initial
decision is guaranteed to be the same between the truncation and
the full problem. While the policy prescribed by such methods is
not guaranteed to be optimal in the future, it can be used to make
an immediate decision.

Problems with continuous state and action spaces

Like in the countably-infinite state-action space, the existence of
the value functions and optimal policies can be established in this
case under some additional assumptions [Shreve and Bertsekas,
1978; Puterman, 1994], but the resulting equations are generally
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not computationally feasible.

A common remedy is to restrict the continuous functions to a
class of functions defined by a finite set of parameters, such that
the optimization can be performed over these parameters instead
of the original functions. This idea is used in fitted value iteration
[Szepesvari and Munos, 2005; Munos and Szepesvari, 2008] and
fitted policy iteration [Antos et al., 2007]. Similar approximations
for the linear programming approach exist as well [Hauskrecht
and Kveton, 2003; Hauskrecht and Kveton, 2006].

1.4.2 Reinforcement Learning

The history of reinforcement learning based on MDPs begins with
the work of Watkins [198g], who introduced the idea of learning the
state-action value function from interactions with the environment,
instead of computing it based on the underlying mpP. Since
then, reinforcement learning has become the dominant paradigm
for learning in black-box sequential decision-making problems.
For a comprehensive introduction to the theory of reinforcement
learning and state-of-the-art algorithms, the reader is referred to
Sutton and Barto [2018].

Just like the planning methods for MDPs, reinforcement learn-
ing algorithms depend on the structure of the underlying problem,
and can be divided into two broad categories: tabular methods
and deep reinforcement learning.

Tabular methods and optimism

These methods are used in problems with finite state and action
spaces. They estimate the so-called state-action value function
—also known as the Q-value function—that can be represented by
a table of values.

The seminal algorithm, Q-learning [Watkins, 198g], starts with
arbitrary assigned values, and adjusts them based on the observed
interactions with the environment in a manner that guarantees
convergence to the optimal value function. The idea is further
developed in the algorithms called temporal-difference (TD) learn-
ing[Tesauro, 1995; Sutton and Barto, 2018] and SARsA [Rummery
and Niranjan, 1994; Singh et al., 2000].

Research of tabular reinforcement learning primarily focuses
on improvement of the learning efficiency. Various techniques
include variance reduction methods [Devraj and Meyn, 2017],
posterior sampling [Osband and Van Roy, 2017; Agrawal and lia,

12



2017], randomized value functions [Osband, Roy, et al., 2019], and
optimistic learning [Szita and Lérincz, 2008]. The latter methods
use the principle of optimism in the face of uncertainty |ibid.], which
postulates that a learning agent should assume that its actions
lead to the best realistically possible outcomes. In practice, this
principle is implemented in two ways:

optimistic initialization—unencountered state-action pairs are as-
sumed to have the best outcomes [Sutton and Barto, 2018, Chapter
2.6], and

action selection based on upper confidence bounds (ucBs)—each
previously encountered state-action pair is assumed to yield the
best statistically plausible reward [ibid., Chapter 2.7].

Optimistic Q-learning methods are of special interest, as they
are provably efficient [Jin et al., 2018]. They include upper confi-
dence bound Q-learning that comes in two forms: with Hoeffding-
style bonus (ucB-H) [ibid.], and with Bernstein-style bonus (UCB-
B) [ibid.], infinite-horizon ucB (co-UCB) Q-learning [Y. Wang et
al., 2020], optimistic pessimistically-initialized Q-learning (0P1Q)
[Rashid et al., 2020], and ucB2-based methods in the context of
problems with limited adaptivity [Bai et al., 2019].

Deep reinforcement learning

Recently, artificial intelligence achieved outstanding performance
in various games, such as chess, shogi, and Go [Silver, A. Huang,
et al., 2016, Silver, Hubert, et al., 2017; Schrittwieser et al., 2020],
as well as StarCraft Il [Vinyals et al., 2019] and various Atari arcade
games [Silver, Hubert, et al., 2017; Schrittwieser et al., 2020; Kap-
turowski et al., 2018], in some cases going as far as winning against
some the best players in the world. In all cases, this breakthrough
can be attributed to deep reinforcement learning.

Deep reinforcement learning uses deep neural networks to
represent the policy or the -value function. It is most effective in
problems with high dimensional state space [Francois-Lavet et al.,
2018], for example, learning from visual perceptual inputs made
up of thousands of pixels [Mnih, Kavukcuoglu, Silver, Rusu, et al.,
2015].

State-of-the-art deep RL methods include among others trust
region policy optimization (TRPO) [Schulman, Levine, et al., 2015],
proximal policy optimization (pp0) [Schulman, Wolski, et al., 2017],
deep deterministic policy gradient (DDPG) [Lillicrap et al., 2015],
twin delayed deep deterministic policy gradient (TD3) [Fujimoto
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et al., 2018], soft actor-critic (sac) [Haarnoja et al., 2018, distri-
butional reinforcement learning [Bellemare et al., 2017], as well as
myriads of their modifications and extensions. These algorithms
are included in various reinforcement learning software packages
and libraries [Achiam, 2018; Moritz et al., 2018; Raffin et al., 2019
S. Huang et al., 2020] leading to their wide adoption in practice.

1.4.3 Knowledge Gaps

While the body of research in sequential decision-making un-
der uncertainty is vast and seemingly evergrowing, it is not all-
encompassing.

In planning, most of the research focuses on stationary prob-
lems with a finite state-action space, and non-stationary infinite-
horizon problems remain relatively unexplored due to their infini-
tely-dimensional nature. Moreover, the theoretical results obtained
for stationary problems cannot always be applied to non-stationary
ones. At the same time, knowledge transfer in the opposite di-
rection is always possible: stationary problems are a special case
of non-stationary ones when all of the data at different time
steps coincide. Can we develop more efficient algorithms for non-
stationary MDPs, and use the new insights to solve the simpler
problems more efficiently as well?

Similarly, the theory of planning in countably-infinite problems
can be transferred to finite stationary and non-stationary problems,
but not vice versa. Is it possible to extend the existing approaches
for non-stationary problems to the more general case of countably-
infinite ones?

In tabular reinforcement learning, the principle of optimism
leads to efficient algorithms. While each particular optimistic
algorithm design is proven to be efficient, why does optimism
lead to such efficiency remains unclear. Instead of analyzing the
efficiency of individual algorithms, can we obtain deeper insights
into the efficiency of reinforcement learning by studying optimism
more generally?

Deep reinforcement learning shows tremendous successes in
playing video games and board games, but real-life applications
remain limited. We have already mentioned one such application:
active wake control. By using RL algorithms for active wake control,
can we obtain new insights that can be used in solving this and
other real-world problems more efficiently?
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1.5 CONTENT OF THIS THESIS

Having identified some gaps in the theory of sequential decision-
making under uncertainty, we formulate the raison d’étre of this
thesis. Our research goal is

TO OBTAIN NEW INSIGHTS AND DEVELOP NOVEL
ALGORITHMS BY GENERALIZING THE EXISTING THEORY
AND APPLICATIONS OF SEQUENTIAL DECISION-MAKING

UNDER UNCERTAINTY.

1.5.1 Research Questions

In pursuing the goal, we formulate the following research questions
based on the discussed open challenges.

Question 1

How can we find optimal decisions in non-stationary infinite-
horizon problems with unbounded rewards?

Question 2

How can we find optimal decisions in problems with countably-
infinite environments?

Question 3

Is optimistic learning efficient in non-stationary problems; if so,
how can this efficiency be explained?

Question 4

How can reinforcement learning be applied to efficiently solve
real-world problems such as active wake control?

1.5.2 Contributions of This Thesis

We address the research questions by designing several novel algo-
rithms for sequential decision-making under uncertainty, including
two planning algorithms and a reinforcement learning one, and
by developing a novel RL environment for active wake control.

First, we address the first question of optimal planning in the
non-stationary infinite-horizon problems. We propose an algorithm
based on the linear program formulation of the problem, and show
that it can identify the exact optimal initial decision, given that it
is unique, in a more general setting than the existing algorithms
[Neustroev, de Weerdt, and Verzijlbergh, 2019].
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Second, we answer the second research question by extending
the theory of non-stationary MDPs to countably-infinite ones. We
design an algorithm that does policy iteration in these problems
and can be applied even when the state space is multidimensional.
We apply the algorithm to solve the inventory management prob-
lem.

Next, we consider a general model of optimism in tabular
reinforcement learning to answer the third question. Using our
model, we prove the efficiency of optimistic reinforcement learning
in terms of regret, and identify the three factors that produce the
regret: the problem size, the optimistic overestimation, and the
estimation error. We also show how this novel theory of optimism
can be used to facilitate design of new RL algorithms [Neustroev
and de Weerdt, 2020].

Finally, we develop an RL environment for active wake control
in wind farms to investigate the fourth research question. We show
how the problem formulation affects the efficiency of RL methods,
and find that reinforcement learning is capable of outperforming
the state-of-the-art control method when there is noise in the data
observed by the agent [Neustroev, Andringa, et al., 2022a].
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HIS CHAPTER describes a mathematical model of sequen-

tial decision-making under uncertainty. This model, known

as the Markov decision process, formalizes the concepts
introduced in the previous chapter. Under certain conditions,
policies—sequences of decisions—can be numerically evaluated. In
this case, an optimal policy can be found by using either the state
value function or the occupancy measure; these two approaches
are dual to each other. When the admissible control space is finite,
these should be well known to readers familiar with the theory of
Markov decision processes. In contrast, some of the properties
used in the finite case no longer hold when the environment is
countably-infinite. This leads to a different treatment of such
problems, resulting in a new dual formulation presented in this
chapter. Finally, a look at the multi-product inventory management
problem illustrates how the new theory can be applied.

2.1 MARKOV DECISION PROCESSES

There exist multiple ways of modeling problems of sequential
decision-making under uncertainty. For example, they can be
written as optimization problems or using graphical models like
the one shown in Figure 2.1. We formalize the decision-making
process as a Markov decision process (MDP). It is one of the
most popular models that provides a mathematical formalism for
a plethora of planning and RL algorithms.

Definition 2.1 | Markov decision process
A T-horizon MDP My 2 (T,S, A,Ap, a,p,r) is a tuple of:

a time horizon T;

a set S of possible states;

a set A of possible actions;

a permissibility function A;

an initial state distribution ¢;

a transition kernel p that governs the state transitions;
a reward kernel r that provides the agent’s rewards.

» This definition is incomplete; it tells us the components of an
MDP, but does not define them properly yet. We now define each
of these elements, the relations between them, and some other
related concepts. We divide the definitions into three parts. First,
we describe the sequence of decisions by both the environment
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Choices by:
O environment
[] agent

state action reward

Figure 2.1: Graphical
model of the problem.
Each block represents

a time step and contains
one decision

by the agent. Within a
time step, lower nodes
occur later.

and the agent in the model: when do these decisions occur and
what information are they based on. Then, we add the uncertainty:
the randomness caused by the decisions of the environment and
possibly of the agent. And finally, we describe the optimality
criterion: what exactly does it mean for the agent to act optimally
in the decision-making problem given by an mDP.

2.1.1 Sequentiality

We start with the sequence of the decisions. To describe the
outcomes of a decision-making process, we first need to define
the concepts of a decision epoch, state, action, and reward.

Decision epochs and horizon

The decision-making happens between a starting point in time
t = 0 and some final point, know as the horizon T, excluding the
latter. It can also continue ad infinitum, in which case we write
T = co. In general, the decisions may be taken

continuously through time,
at random times, when the decision-maker’s attention is required,
at specified (usually uniformly spaced) times.

Markov decision processes model the latter case only, therefore,
it is the only case we consider. Without loss of generality, we let
each decision epoch last one unit of time, t € T = {0,1,..., T — 1},
where 1 < T <o and T denotes the time space of the problem. In
this case we call each decision epoch a time step.

Figure 2.1 presents the probabilistic graphical model of a se-
quential decision-making process. Nodes show decisions made by
the environment and the agent. The lower the node is, the later
in time its decision is made, including within each time step. The
arrows show causal connections, that is, what information is each
of the decisions based on.

We use capital letters S, 4;, and R, to denote the states, actions,
and rewards during each time step t. The MDP starts in some
initial state Sy chosen by the environment, possibly at random.
The agent observes this state and chooses their initial action A,
This choice can be randomized as well. Next, the environment
chooses a new state S;, based on the initial state S, and action A4,
and a reward R;, based on both states and the action. The process
continues until the final time step ¢ = T, where no action is taken.
The state Sy is observed and the reward Ry is received.
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The environment is assumed to be Markovian. This property
means that each non-initial state S;, ¢ > 0 depends on the previous
state S;_; and action A,_; only, and similarly with the rewards.
Strictly speaking, the actions of the agent are allowed to depend
on all of the information observed so far. For example, action 4,
in Figure 2.1 is chosen based on everything that happened before
it, and should have incoming arrows not just from the current
state S;, but from the initial state S, action 4, and the reward R,
of time step 1 as well. However, if the environment is Markovian,
then the agent’s decisions can be based on the current state only
and remain optimal. For clarity of presentation, Figure 2.1 omits
all of the causal links that do not affect the decision optimality.

Even though the rewards are allowed to be random, in many
problems they are deterministic and thus are not chosen by the
environment directly. Moreover, rewards may depend on the
current state-action pair (S;,4;) only and not the transition to
the next state S;,;. These two assumptions lead to a new, simpler
model shown in Figure 2.2.

In fact, any MDP has an equivalent MDP with deterministic
rewards independent of the transitions [Puterman, 1994, p. 20].

In planning, when all of the information on the environment is
available, this simplified reformulation is often readily available.
In R1, this is not always the case, but a similar assumption is often
made for simplicity. We, too, use the model of Figure 2.2, unless
otherwise stated.

State space

The states s that the agent observes come from the state space S.
We consider discrete state spaces, either finite, S = {s, sy, ..., g1},
or countably-infinite, S = {s, s, ... }, unless stated otherwise.

A notable example of a continuous state space is a closed
interval S = [s_, s, ] and, more generally, a multi-dimensional box.
In this thesis, the active wake control problem is the only example
with such states. In this problem the states are vectors of the
observed atmospheric conditions and turbine yaw angles, each
within a predefined interval.

Note that we use small letters s to denote all of the possible
states within the state space S and capital letters S to denote the
actual states observed while making the decisions, as described in
the previous section. For example, in FrozenLake8x8-v0, the states
Sp—Sgz are the squares A8—H1; they are numbered left-to-right
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When the action space
A is discrete, the action
permission function A,
can return any

combination of actions.

The continuous case is
more restrictive, but we

omit the differences.
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Figure 2.4: Examples

of permitted actions in
FrozenLake8x8-v@.

Top: only some actions
are permitted.

Bottom: all actions are
permitted, but some of
them (lighter arrows) do
not change the state.

then top-to-bottom as shown in Figure 2.3. The starting state S
is the square A8, Sy = s;. The next state S; depends on the initial
decision A, made by the agent: if the agent goes right to B8 then
S; = s, and if they go down to A7, then S; = sg.

Action space and action permission function

Similarly to the states, the actions a chosen by the agent belong
to some action space A. When the state space is discrete, we
consider finite discrete actions spaces only, A = {ag, ay, ..., a4|_1}-

While the action space A describes all of the possible actions,
the choices available to the agent may differ for different states.
The set of actions A,(s) permitted at a state s is given by the
action permission multifunction A, : § — 24, where 24 is the
power set of the action space A, that is, the set of all of its subsets.
When the agent finds themself in a state s where no actions are
permitted, An(s) = @, the decision-making process terminates
early. When the permissibility function is not explicitly mentioned,
we assume that all actions are permitted, Ap(s) =A.

In the frozen lake example, there are four actions corresponding
to the directions that the agent can move in:

A = {00,01,02,03} = {<_; ‘L9 -, T}'

At the same time, some tiles are located along the edges of the lake,
and not all actions are available in them. Additionally, stepping
on either a hole or the frisbee tile terminates the decision-making
process. In FrozenLake8x8-v0, we can set Ap(so) ={J,—}, Ap(sl7) =
A, and Ay (syg) = @, as shown in Figure 2.4, and similarly for every
other state.

It is often assumed that all of the actions are permitted in
each state, that is, Ap(s) = A for all states s € S, with a possible
exception of terminal states, where Ay(s) = @. There are different
ways to ensure that this assumption does not lead to a loss of
generality. In FrozenLake8x8-v@ this is done by adjusting the
transitions: when the agent attempts to walk off the grid, they
stay in the same state and receive no reward. Other approaches
are to assign a reward of —oo to forbidden actions, or to replace
forbidden actions with duplicates of permitted ones. The latter
method does not work when there are states with no permitted
actions, however, like the hole states of the frozen lake problem.
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Admissible control space

Each time step t is characterized by a state-action pair (S, 4;)
showing the decisions made by the environment and the agent
respectively. Because of the limited permissibility, not all state-
action pairs (s,a),s € S,a € A can occur during the decision-
making process. It is useful to distinguish the permitted pairs
from the rest. To do so, we introduce the following space.

Definition 2.2 | admissible control space

The admissible control space X C S x A is the space of all state-
action pairs (s,a) such that the action a € A is permitted in the
state s € S:

X 2 {x=(s,a)|s€eS andaeAp(s)}.

» When all actions are permitted in all states, the admissible control
space X coincides with the product space S x A, but in general it
is allowed to be a subset thereof.

Reward space

Each reward is a real number, either positive or negative. The
reward signal is a form of reinforcement: higher rewards corre-
spond to better choices by the agent. The reward space can be
simply the real line R or an interval [r_,r,]. In the latter case the
rewards are called uniformly bounded. Frozen lake is an example of
a problem with uniformly bounded rewards. There is a unit reward
for collecting the frisbee and no reward in all other situations.
Setting r_ = 0 and r, = 1 allows us to uniformly bound the rewards.
by the unit interval [0,1].
Definition of the sample space
One of the fundamental concepts in probability theory is a sample
space Q, that is, a space of all possible outcomes. Since we assume
that the decisions of the environment and agent are random, we
need to define the sample space. We now define the sample space
of MDPs with discrete state and action spaces and deterministic
rewards, as this is the case we consider most often in this thesis.
At each time step t the agent observes all of the choices made
so far by both the environment and the agent themself. These
choices include the previous states S, and actions A, 7 < t, and
the current state S;. A sequence of such choices is called a history
b, € Q, of the decision-making process at time step t:

bt = (So,Ao, SI,AI, ey St—l’At—l’ Sl’)
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E.g., when

® = (g, ay, Sp),

S()(CU) = S0, Ao(w) =a,
and S;(@) = s;.

E.g., when flipping two
coins the outcomes are
Q = {hh, ht, th, tt}.

The event {ht} means
“15t coin landed
heads-up, and 2™
tails-up.” If the coins are
distinguishable, this
event belongs to F,
otherwise not.

Each history b, belongs to a space Q; defined recursively as
Q=S and Q. =QxAxS foranyt>0.

When the horizon T is finite, the sample space of the decision-
making process is Q7. Each element w € Qr is a sample path

w = (So,Ao, Sl’Al’ ey ST—]’AT—I’ ST),

and it shows the observed outcome at the end of the experiment,

as presented in Figure 2.2. It contains all of the states S, and actions
A; encountered by the agent in each of the decision epochs t € T.
Additionally, it contains the final state Sy, which is observed by
the agent, but no decision is made at time 7. We can think of @
as the final history hy.

With a slight abuse of notation, we define the coordinate
maps S; : Qr > S forall t < T,and 4; : Qr > A forall t < T.
Intuitively, these coordinate maps show what happened along any
given sample path w at any time step t. Similarly, we define the
history map b, : Qp = Q,.

For infinite-horizon problems there is no final state and no final
history. Nevertheless, in this case the infinite-horizon event space
Q. can be defined as an infinite cartesian product

Qe £SxAxSxAxSx-=[[(SxA).
i=0

Each decision-making process still follows one of these paths, but
the agent is never able to observe which one.

When the rewards are random, the reward space is incorporated
into the sample space in a similar way by following the model of
Figure 2.1: Q7 = S x A xS x R x A x ---. However, this sample
space Q is no longer discrete, complicating further presentation.
The discrete nature of the sample space Qr is one of the reasons
why we assume that the rewards are deterministic.

Having defined the sample space Qy for each horizon T < oo,
we equip it with a o-algebra F; representing all of the events
in our experiments. For example, an event “the decision-making
process started in state s,” is given by a set {® | Sy(®) = 54} € F.
Intuitively, a o-algebra is required to show how much information
is available to the agent by showing which outcomes the agent is
able to distinguish from each other.

The Borel o-algebra B(Q;) is often used, which coincides with
the power set of the sample space F7 = B(Qp) = 27 in the
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discrete case. This means that any subset F C Qr of sample
paths is a valid event F € #7. In the continuous case, a different
construction called the product o-algebra is used instead.

Definition 2.3 | measurable space
The pair (Y,¥) of a sample space and a o-algebra on it is called
a measurable space.

The measurable space (Qr, #7) represents all of the outcomes of
the decision-making process, and shows which of these outcomes
are distinguishable by the observer, in our case, the agent.

2.1.2 Uncertainty

In epistemology, there are two kinds of uncertainty:

aleatoric uncertainty that comes from the stochastic nature of
the decision-making process: it is impossible to perfectly predict
which of the sample paths o € Q the process will follow;

epistemic uncertainty that comes from the lack of knowledge about
the environment.

In the previous section, we defined the space Qr of possible
outcomes of the decision-making process, known as sample paths.
Some of these outcomes are more likely than others, depending on
the choices done by the environment and—sometimes—the agent.
As these choices can be done at random, the decision-making
process has aleatoric uncertainty.

In planning, we assume that stochasticity is the only source of
uncertainty. Therefore, we deal with aleatoric uncertainty only;
knowing the MDP Miy, it is possible to tell the likelihood of events
F € F; and base the decisions on this information. There are
planning problems with epistemic uncertainty as well, for example,
partially-observable MDPs; these models are outside of the scope
of this thesis.

In reinforcement learning, the transition and reward kernels
are not known to the agent. Therefore, epistemic uncertainty is
always present.

In this section, we focus on the aleatoric uncertainty of the
decision-making process. We start with the definition of probability.
Then we define the transition and reward operators, and construct
a probability measure on the measurable space (Qr, F7) of sample
paths.
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Think of it this way: if
something is true u-ae.,
then the elements for
which it false may still
exist, but they are so

few that they can be (w
neglected.

Measure, probability, and random variables

In general, measures such as length and volume show how big
different parts F € ¥ of the space Q are for a given measurable
space (Q,¥). Formally, measures are defined as follows.

Definition 2.4 | measure
Given a measurable space (Q, ), a function u : & — R is called
a measure if:

it is non-negative, that is, for any F € F, u(F) > 0;

the empty set has a null measure, u(@) = 0;

it is o-additive, that is, for any collection (F;)72, of pair-wise
disjoint sets F; € #, the total measure of their union is equal to
the sum of measures of the individual sets F;:

u(

Additionally, if the total measure is finite, 1 (Q) < oo, then a measure
u is called finite.

8

s

IFi) :i OM(Fi)-

0

Definition 2.5 | measure space
A measurable space (Q,F) equipped with a measure p is called a
measure space (Q,F, ).

Definition 2.6 | almost everywhere (a.e.)

Given a measurable space (Q,¥), a property holds almost ev-
erywhere with respect to a measure p (u-a.e.), if it holds for all
elements of Q\ F for some set F € F of zero measure, u(F) = 0.

Probability P is a particular type of measure that shows how likely
different events F € F are, with “larger” events being more likely
and the total probability P(Q) being equal to 1. In this thesis, we
mostly work with probabilities but other measures—such as the
occupancy measure—are used as well occasionally.

Definition 2.7 | probability

A finite measure P is called a probability measure if the total
measure is equal to one, P(Q) = 1. The measure space (Q,#,P) is
called a probability space. Properties that hold P-a.e. are said to
hold almost surely (a.s.).

For a discrete sample space Q, a probability measure can be defined
by assigning a probability P to each sample w € Q. Then for any
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event F € F we define P(F) as

P(F) £ Y P(w), where P:Q—[0,1] satisfies Y P(®) = 1.
w€eF 0€eQ

Given a probability space (Q,F, P), we can define random vari-
ables and their expected values. Intuitively, a random variable
assigns some number to each sample w € Q, and expected value
shows the average value of a random variable, weighted by prob-
ability. An immediate reward R, at time step ¢ is an example of
a random variable on the space Q; of sample paths. Random
variables and expected values are formally defined as follows.

Definition 2.8 | discrete random variable

A discrete random variable X : Q — R is a function that maps
each sample o € Q from a discrete sample space Q to a numeric
value X (w) € R.

Definition 2.9 | expected value

Given a discrete probability space (Q,F, P),|Q| < oo, the expected
value with respect to the probability measure P of a discrete
random variable X : Q — R is defined as

Ep(x] 2 | XdP =Y X(0)-Po).
Q w€eQ
Remark 2.1
Expected value is not necessarily well-defined when the sample
space has infinitely many elements.

, When the sample space is not finite, the sum in Definition 2.9
contains infinitely many elements. Such sums are not always
well-defined, as they depend on the summation order, and the
sample space is not necessarily a totally ordered space. In general,
expected value is well-defined only if at least one of Ep[X"] and
Ep[X~] is finite, where

X*(w) £ max{X(®),0} and X~ (w) = max{—X(w),0}.

The four possible cases are summarized in Table 2.1. When the
expected value is well-defined, it is equal to the difference be-
tween Ep[X*] and Ep[X~], Ep[X] = Ep[X*] — Ep[X~]. When
both Ep[X*] and Ep[X~] are infinite, the expected value is ill-
defined. This special case is often neglected because it does not
arise as often as the other three cases. For example, if the sample
space Q is finite, only the first case may occur. In infinite-horizon
problems the distinction becomes important.
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Table 2.1: Definition of
the expected value.
The constants a and b
are some non-negative
finite values.

o comes from Greek
apyixog for initial. 1t is
also the initial letter of

the Greek alphabet.

When Y is a finite set
of size n, Ay is
homeomorphic to the
n-dimensional
probability simplex A,
i.e., the set of vectors
with non-negative
coordinates summing

into one.
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Figure 2.5: Transition
probabilities in
FrozenLake8x8-v0.

Given an MDP, each decision-making process defines a unique
probability measure P, that depends on the decision strategy of
the agent, known as a policy z. This probability also depends on
the stochasticity in the environment, which is defined via the initial
state distribution a and the transition p, and reward r, kernels.
We continue with the definitions of these four objects. Then we
use them to define the probability measure P,,.

Initial state distribution

Every sample path o starts with an initial state Sy(w) € S deter-
mined by the environment. It is drawn randomly from the initial
state distribution o € Ag. Ag denotes the set of all probability
measures on the measurable space (S,B(S)). When § is dis-
crete, the initial distribution is given by probabilities to start in
each state s € S, also denoted by a(s) = Pr[Sy = s].

In FrozenLake8x8-v0, the agent always starts in the same state
A8. Therefore, the initial state distribution is very simple:

a(s) = L
0;

Transition kernel

if s is the starting tile,

otherwise.

After an action A, is chosen in a state S; at a time step ¢, the envi-
ronment transitions to a new state S,,; according to a distribution
given by a transition kernel p;:

Sti1 ~ pe(- 1S, Ay forallt € T,S, €S, and A, € A (Sp).

When states and actions are discrete, the transition kernel
produces a probability mass function p, : X x § — [0,1]. Each
p;(s'|s,a) shows the probability to transition from a state s€ S
to a state " € S when taking an action a € Ap(s) at time step t:

pe(s'ls,a) =Pr[S;; =s"|S; = s and A, = al.

When the transitions are stationary, we write p(s’|s, a), under-
standing that p; = p for all decision epochs t € T.

Let us consider FrozenLake8x8-v@ again. When an action is
permitted, the agent attempts to move in the direction indicated
by this action. Unfortunately for them, the environment is slippery,
and the desired state change happens only with some probability
p; to follow the desired direction. Otherwise, the agent slips and
performs the movement in one of the two adjacent directions with
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equal probabilities p,, as shown in Figure 2.5. In FrozenLake8x8-
v0 the probabilities to follow and slip are equal, p; = p; = 1/3.
It is also possible to set p; = 1, in which case the environment 2.1 Markov
becomes deterministic and the desired action is always followed. Decision
We consider a more general case with arbitrary probability to  Processes
follow py.

For example, if p; = 0.8 and the agent attempts to take the
action a, = < to move left in state s;; = B6, they will move to the

left to the state s;g = A6, down to the state sy; = B5, or up to the s a s p@s'lsa

state sy = B7 with probabilities 0.8, 0.1, and 0.1 respectively. At a8 <« a8 p;+p,
the edge and corner states, some of the transitions may lead to a A7 Ps

non-existent states; in this case, the state does not change. For v gg z s

example, in the starting state s, = A8 if the agent takes the action A7 p;

ag = <, they either stay in the same state with probability p; + p - A8 p,

by attempting to either follow the desired action or to slip up, or B8 pt

they slip down with probability p;. R i; i :+p
The exact form of the transition probability function is some- B8 p, ’

what complicated, so we do not present it here. Instead, transition ~ ......................
probabilities can be computed and stored in a table, an excerpt 6! < G2 Ps

from which can be seen in Table 2.2. 21 Zf
S

Reward kernel borps
G1 p¢

Similarly to the transition kernel, when the rewards are stochastic, H1 pg
we define the reward kernels r,,;. A reward R,,; received by the = 62 P
agent after performing an action 4; in a state S; during a decision zll ZS
epoch ¢t and transitioning to a state S;,; is distributed according + G2 p
to req (- |SpAp St+1), that is, Rt+1 ~ T (e |St,At: St+1)- F1 ps
When the rewards are deterministic, they can be given by a it Ps

function R,y = r41(Sp, Ay, Si4p)- Moreover, for any possible state-  Taple 2.2: Some of the
action pair (s,a) € X the distribution of a reward R;,; depends  non-zero transition
on the transition distribution p(- |s,a) only, because it is the only probabilities in

thing that affects the next state s’ ~ p,(- |s,a). Therefore, we can FrozenLake8-6-v0.
use expected rewards r, : X — R at time step t defined as

ri(s,a) =E[ryq(s,a,8") | 8" ~ pi(- |s,a)]

= z ree1(s,a,8") - ps(s'|s, a). (2.1) > the 2" equality can be
s'es used for a discrete state

By replacing the rewards r,,, (s, a, s') with the expected rewards P3¢ S only

r:(s,a), we obtain an equivalent MDP of Figure 2.2. Intuitively, we
can do this because the expected reward r;(s,a) contains all of
the information needed to make a decision at time t. This new
MDP is equivalent to a decision-making model with deterministic
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S a r(s,a)
Gt ¥ ps

- Pt

Toops
H2 < pg

Voop

- Ps

Table 2.3: Non-zero
expected rewards
in FrozenLake8x8-v0.

aWwv

The support suppf of

a function f: Y — R is
a set of all points where
it is non-zero, i.e.,
suppf = {y [f(y) # 0}.

rewards received in the same epoch when the actions are chosen,
which is presented in Figure 2.2. This justifies the simplified model,
especially in planning, when the transition kernel p, is known and
the expected rewards can be computed.

In FrozenLake8x8-v0@, the agent receives a unit reward when
they reach the frisbee and no reward otherwise:

1, if ' is the frisbee tile,

0, otherwise.

ris,a,s’) z{

Using equation (2.1), the expected rewards r(s, a) can be computed
from the rewards r(s,a, s"); they are presented in Table 2.3.

Decision rules and policies

All of the information available to the agent during a decision
epoch t is contained in a history h;. Based on this information,
the agent chooses which action A, € A to perform. This choice is
called a decision rule .

Definition 2.10 | decision rule

A (history-dependent) decision rule m, : Q; — /A, at time step t is
a function that maps every history b, : Qp — Q; to a distribution
over actions such that A, ~ 7,(- | h,(w)) for any time step t € T.

When there are forbidden actions, the support supp =, of a decision
rule &, must be contained in the permitted actions,

supp 7, (- | h(@)) C Ap(Si(@)).

In general, a decision rule x; of time step t € T depends on
the full history h; € Q;, but it does not need to depend on all of
the data therein. For example, a decision rule may depend on the
current state S;(w) and decision epoch ¢ only, in which case it is
called Markovian.

Additionally, we distinguish between randomized and determin-
istic decision rules. A randomized decision rule is a probability
distribution over actions, 7, : Q; = A 4. A deterministic decision
rule always chooses the same action, also denoted by =, : Q, — A.

In the discrete case, randomized decision rules can be defined
via probabilities to choose each action a € A for each state s € S
during a decision epoch t € T. These probabilities are denoted
by 7, (als), to signify the dependence of the action choice by
the agent on the observed state. With a slight abuse of notation,
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deterministic decision rules are similarly denoted by 7;(s) € A,(s).
In this case, for any action g,

1, if 7, (s) =aq,

m,(als) =
! {O, otherwise.

A combination of all of the decision rules fully defines the
agent’s behavior and is known as a policy.

Definition 2.11 | policy
The sequence 7 = (7;), of all decision rules is called a policy.

Policies containing only Markovian decision rules are also called
Markovian, otherwise we call them history-dependent. Further-
more, if decision rules of a Markovian policy do not depend on
the time step, such a policy is called stationary. We denote the
spaces of all history-dependent, Markovian and stationary policies
by Iy, Il and Il-g respectively. Policies containing only
deterministic decision rules are also called deterministic, otherwise
they are called randomized. We denote the spaces of such policies
by I~ and ITg.- respectively. The hierarchy of all policy spaces
is presented in Figure 2.6. The most general class of policies is ran-
domized history-dependent policies T £ Ty, while deterministic
stationary policies form the smallest class D = TTpg.

When a policy is given, it defines the way that actions a are cho-
sen in the probability kernel p,(s’|s,a) and the expected reward
r(s,a). Therefore, it defines the expected rewards and transition
probabilities as follows.

Definition 2.12 | expected rewards under a policy
The expected rewards r;, : S - R at time step ¢ under a policy
7 € IT are functions given by

ey = D mi(als) - r(s,a).

aeAp(s)

Definition 2.13 | transition probabilities under a policy
The probabilities to reach state s" at time step t +j by following
policy 7 starting in state s at time step t are called the j-step
transition probabilities p’m(s’ |'s) and can be computed as

A
p?r,t(S, Is) = Ss,s’f

pLi(s'ls) = Y m(als) - p(s'ls,a), (2.2)
aeAp(s)
phi(s"s) 2 Zsﬂ;z,xs' 15) - Phij(s”15"). (2.3)
s'e
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- For one-step transitions, we write simply p, ,(s’|s). Similarly, in

stationary MDPs we omit the time step and write r,, p, and ph.
2 A Mathematical
Model of Decision-
Making  The initial state distribution « and transition kernel p;, repre-
sent the random choices by the environment. Similarly, the
policy 7; provides the random choices made by the agent. Us-

ing these, we can assign a probability P, to each sample path

o = (Sp, 4, S1, 41, Soy - s Ap_1, Sp) € Q7 as follows:

Policy-induced probability measure

P (@) = a(Sy) - my(Ag 1 bg) - Po(S;1Sp, Ay)
(A 1hy) - pr(Sy 1 Sy, Ap)

“wr_1(Ar_i1br_1) - pr_i(Sp1Sr_1, Ar_y). (2.4)

The fact that the function P, is indeed a probability measure is
due to the following proposition.

Proposition 2.1 % lonescu-Tulcea extension theorem
Originally proven by ~ For both finite and infinite-horizon sample spaces Qr, T < oo, the
lonescu-Tulcea [1949] in  function P, given by (2.4) exists uniquely and is a probability
a more general setting. measure on the measurable space (Qr, Fr).

av This probability measure P defines the aleatoric uncertainty of
any particular instance of the decision-making process: given the
behavior of the environment and agent, it tells how likely each
sample path is. It also allows to compare rewards collected by
following different policies via their expected values, and can be
used to reason about how good any given policy is.
Using this probability measure, for any random variable X :
Qr — R its expected value on the probability space (Qr, Fr, P)
is denoted by E[X] and can be computed as:

E-[X] 2 Ep [X] =} X(0) - Pr(®).

wEQr

Often random variables depend not on the full sample path o,
but on a particular time step t. For example, this happens when
the random variable X is the expected immediate reward,

X(Sp(w),Ar(@)) = 1:(Sp(w), A ().

In this case, the expected value can be evaluated using a simpler
formula.
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Proposition 2.2 s simplified expected value formula
If the random variable X depends not on the full sample path o,
but on a single state-action pair (S;,A;) only, its expected value
can be computed as
EA[X(S,A)] = ZQP(bt SECHENED R ACHENED (CNHY
(50,0g5--,St) EQ; a€AL(sy)
=2 a(s) - Y pro(s'ls) - Y m(a'|s) - X(s',a).

seS s'eS a’eAp(s’)

2.1.3 Optimal Behavior

We have defined the probabilistic model of the agent’s behavior
given by a policy. In this section, we show how different policies
can be compared to each other. This allows us to define an optimal
policy, that is, a policy such that no better policy exists.

Policy evaluation

For each sample path w of the decision-making process, we can
define some random variable ¥ : Q; — R that is called the
utility [ibid.]. It measures how good any given outcome  of the
decision-making process is. The commonly used utilities are:

the (undiscounted) total reward

W(w) = ) r(Si(w),Al(w));
teT

the y-discounted total reward

Y(w) = Y y'r(S(w),A(w)), where0<y<1; and
teT

the average reward

W(w) = 7 20 1t(S(©),A()) if T < oo,
limNﬁoo % : Z{‘\/:_ol rt(St(w),At(a))), otherwise.

Although all of these utilities are studied in the literature, the
y-discounted total reward is the most common. In this thesis, we
will consider this utility only.

Having defined utilities, we can use them to evaluate policies,
that is, to quantify how good—or bad—each given policy is. In
the previous section, we showed that policies # & II induce
probability measures P, on the measurable space (Qp, Fr). Given
this measures, we evaluate policies as follows.
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Definition 2.14 | policy gain

The policy gain function J : IT — R is equal to the expected utility
2 A Mathematical ¥ on the probability space (Q, 7, P,), that is
Model of Decision-

Making J(m) ZE,[V¥] for any x € TI.

a In particular, in the expected y-discounted total reward case,

J(m) = Eq| ZT Y r(SpAn |. (2.5)
te

Using Proposition 2.2 and Definition 2.12, the gain can be
alternatively written as

1(::)=E,t[z VorSpAn] = Y Y vt r(S(@),Al(w)) - Pr()

weQr teT
first change of the < Z ‘y Z 1 (Sp(@),Ai(@)) - Pr(w) = Z yt . En[rt(St,At)]
summation order teT welr teT
=2yt Y as) - Y pho(s']s) - rr(s)
teT seS s'eS
second change of the < = z o(s) - Z yt- z p;yo(s' |8) - (S (2.6)
summation order seS teT s'€S

It is important to note that the derivation of (2.6) involves two
changes of summation order. These are only possible under one
of the two conditions given by the following proposition.

Proposition 2.3 # Fubini-Tonelli theorem for sums

Adopted from  For a measurable function f : Y x Y’ — R, if one of the sums
propositions 2 and 3 of

Lee et al. [2017]. 2000 2 2 If0y0l and - 3 2 1G5yl
yHeyxy’ yeYy'eY yeY' yeY
is finite, then the function f is absolutely-summable. Moreover, if f
is either absolutely-summable or non-negative, then

2S00y = Z Z Toy= 2 X ey,
Yy )EYXY’ yEY y'EY y'eY' yeY
« Proposition 2.3 holds for a wide range of models. In particular,
it holds when the admissible control space X is finite. In more
complex settings, this may not be true. To guarantee that (2.6)
holds, we introduce the notion of well-defined gain.

Definition 2.15 | well-defined gain

The gain J(x) of a policy 7 € IT is well-defined, if the sum in
(2.5) is absolutely summable or if the rewards are non-negative
rq(s,a) > 0 for all time steps t € T and admissible state-action
pairs (s,a) € X.
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~ By calculating the gain J(x) of a policy = € IT we can tell how well
it is expected to perform, but only when the gain is well-defined.
Assuming all of the gains are well-defined, the best policies can 2.1 Markov
be found by optimizing their gains. Decision
. o Processes
Policy optimization
The problem is still missing an optimality criterion, that is, a
definition of an optimal policy =, that the agent aims to find.
Because each policy x has a defined gain J(xr), an optimal policy
7, is simply a policy that achieves the highest possible gain J, :

J(r,) =7, = sup J(x).
nell

Therefore, the agent’s goal is to act according to a policy 7,  Note that it is possible

that is a solution of the following optimization problem: that multiple policies
achieve the maximum

i . It is not
find 7, € argmax/(n 2. gain Jy
*x € §en (), (27) necessary to find all of
the optimal policies,
— t
where J(m) = E"[t;ﬂ, v rt(st’At)]' knowing just one of
these policies is
Definition 2.16 | optimal policy sufficient.

A solution 7, € IT to the optimization problem (2.7) is called an
optimal policy.

a This definition is different from what is commonly considered to
be an optimal policy and what we call a universally optimal policy.

Definition 2.17 | universally optimal policy
A policy =, € I is called a universally optimal policy if it is an  Altman [199g] calls

optimal policy for any initial state distribution a. these PIOHC“-’S uniformly
optimal.

a Uniform optimality is a stronger notion in a sense that any uni-
versally optimal policy is always optimal by definition. While it
is not immediately obvious that such policies would exist, this is
true due to the following proposition.

Proposition 2.4 # existence of universally optimal policies
A policy r, € I is universally optimal if and only if it is optimal ~ Adopted from Lemma 1
for some initial state distribution o with full support, suppa =S,  of Leeetal [2017].

~ Proposition 2.4 allows to find a universally optimal policy by
replacing the initial state distribution o with an arbitrary chosen
one o, given that it has full support, that is, a’(s) > 0 for all
states s € S. Because the resulting policy is invariant to changes
in the initial state distribution, it provides an optimal action for
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Figure 2.7: Examples of
a universally optimal
(top) and optimal
(bottom) policies in a
non-slippery frozen lake
problem.

As there is only one
state, a(s) =1 and
p(sls,a) =1.

each state. Thus, universally optimal policies can be considered
as more desirable than the optimal ones, and most of the research
focuses on the class of universally optimal policies.

Nevertheless, when the initial state distribution is known and
has a small support, it may not be necessary to find optimal cations
for all of the states. For example, consider the policies presented
in Figure 2.7. The second policy prescribes clearly suboptimal
actions to some of the states; for example, if the agent ever finds
themself in E5, they will be stuck in an infinite loop, and starting
in F3 leads to a hole. At the same time, this quality of the policy
is irrelevant: the agent always starts in A8, and the policy always
leads to optimal decisions from there.

The distinction between optimal and universally optimal poli-
cies is especially relevant in problems with large—for example,
countably-infinite—state spaces. In these problems finding an
optimal action for each state may be computationally intractable;
therefore, we keep the distinction between optimal policies and
universally optimal ones.

2.2 THE EXISTENCE OF OPTIMAL POLICIES

In the previous section, we formalized the decision-making problem
and defined the optimal behavior as following a policy with the
highest gain. But how can we guarantee that such a policy exists?
And if it does, which of the policy classes does it belong to? In
this section, we answer this questions.

2.2.1 Limitations of the Optimality Criterion

The definition of an optimal policy =, as a solution of (2.7) has
limitations. In particular, it is not immediately obvious that:

the gains J(x) of policies = € I1 are well-defined;
the gains J(xr) are finite;
the maximum in (2.7) is attained.

These cases are illustrated by the following examples.

Example 2.1 | an MmDP with ill-defined gains

Consider an infinite-horizon y-discounted MDP 91,, with one state
S = {s} and one action Ay(s) = A = {a}. The only policy 7 is
to choose action a at every time step ¢, 7, = a. Therefore, it
should be the optimal policy 7, = 7. Let the rewards be equal to
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ri(s,a) = —1/y". The gain J(x) for the only existing policy is
Jm) =Yyt (—=) = Y (=D = =T+ T = T4,
t=0 14 t=0
Indeed, both partial sums J*(x) and J~(x) are infinite,
JH(r)=1+0+1+--=00 and J (x) =0+1+0+- =00,

and therefore J () is ill-defined as per Remark 2.1. As a result, the
definition of an optimal policy z, cannot be used.

Example 2.2 | an MDP with infinite values of all policies

Consider a y-discounted MDP 9%, with one state S = {s} and two
actions Ap(s) = A = {ay,a;}. The rewards are r;(s,ay) = y~" and
ri(s,a;) = 2y~L. In the finite-horizon case, the worst policy 7z_ is
to choose a, at all time steps, and the best policy 7, is to choose
a; instead, while all other policies 7 have their gains in the range

J(m_) =141+ =T<J(n) <J(m,) =2+2+-.=2T.
T times T times
In the infinite horizon case however, both bounds are well-defined
but infinite, J(z_) = J(x,) = oo, and therefore all of the policies
have the same well-defined gain. At the same time, intuitively 7z,
is still better than any other policy, because at any finite horizon
it yields the largest total reward.

Example 2.3 | an MDP without an optimal policy

Consider an infinite-horizon y-discounted MDpP 91,, with one state
S = {s} and countably-infinite number of actions Ap(s) =A =N.
Let the rewards be equal to r(s,a) =1 —a~!. The rewards are
non-negative and thus the gain J(x) is well-defined for any policy
7 € IT by Proposition 2.3. Moreover, the rewards are bounded by
0 <r(s,a) <1, and the gain J(x) is finite:

Y(w) = i YL r(Si(), Ay (w)) < i yt.1= ﬁ < oo, and
t=0 t=0

J(m) = Y W(@) - Pr(0) <&+ ¥ Pr(o) = & - Pr(Q0) = 15,
weQ, 0EQ,,

and therefore the supremum J, exists finitely. At the same time, an
optimal policy does not exist. Indeed, for any policy 7, let us pick
an arbitrary decision rule =;(s) = a and change it to a + 1. This
increases the gain of the policy, as r(s,a +1) > r(s,a). Therefore,
for any policy there exists a different policy with a greater gain,
and the maximum is never attained in (2.7).
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max{+¥(w),0}.

by the triangle <

Making

See p. 27.

¥ () =

inequality

<lal +1bl + -

a These examples show that the decision-making problem can be ill-

posed. It this case, optimal policies are undefined or non-existent,
or—in the case of Example 2.2—all of the policies are considered
optimal. It is thus necessary to be able to ensure that the decision-
making problem is well-posed in the first place.

2.2.2 Models with Uniformly Bounded Rewards

Let us address the issues discussed in the previous section. The
gain J () is well-defined when all of the rewards are either non-
negative or non-positive, as per Remark 2.1. But even in this case,
it is possible that all of the policies have infinite gains and no
comparison can be made between them. The following condition
is one of the ways to ensure that both E_ [¥*] and E_ [W~] are
finite and therefore so is the gain J(xr) for any policy = € II.

Condition 2.1 | uniform absolute reward bound
For all time steps t € T, states s € S, and actions a € Ap(s), the
reward function is absolutely bounded by a constant w € R:

Ire(s,a)| S w

« Indeed, in this case

¥ ()| < ZTyt . ‘rt(St(a)),At(cu))‘ Z Yw< £ - <o, and
te

V()| < T ()] Pr(o) < 1 - Z =1 ~Pn<QT> =i
0EQy weQ
Therefore, Condition 2.1 and Proposition 2.3 guarantee that the
gain J(x) of any policy 7 € IT is well-defined and finite.
Sometimes, a different condition is used instead.

Condition 2.2 | uniform reward bounds
For all time steps t € T, states s € S, and actions a € Ap(s), the
reward function is bounded by constants r_,r, € R:

r_<ris,a)<r,

, The two conditions imply each other and therefore are equivalent.

Indeed, one can use r, = *w given an absolute bound w, and
conversely, w = max{—r_,r,} given two bounds r.. Depending on
the problem, either one or the other can be used.

Even if Condition 2.1 holds, the maximum in (2.7) may still be
unattainable as illustrated by Example 2.3. To address this issue,
we additionally impose the following condition on an MDP.
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Condition 2.3 | action-space semicontinuity
Let the actions of an MDP satisfy the following three statements:

the set of permitted actions A, (s) is compact for each state s € S;
the reward function r,(s, -) is upper semicontinuous for each state
s€ S and time step t € T;

the transition function p;(s’|[s, -) is lower semicontinuous for each
pair of states s,s’ € S and time step t € T.

Under these conditions, there exists an optimal policy in both
finite and infinite-horizon MDPs as stated by the following two
propositions.

Proposition 2.5 # optimality in finite-horizon MmDPs

Let Conditions 2.1 and 2.3 hold for a finite-horizon Markov decision
process My with a countable state space, |S| < . Then there
exists a deterministic Markovian policy = € Ilpy, that is optimal.

Proposition 2.6 s optimality in stationary infinite-horizon mDPs
Let Conditions 2.1 and 2.3 hold for a stationary infinite-horizon
Markov decision process 9., with a countable state space, |S| < .
Then there exists a deterministic stationary policy = € D that is
optimal.

These propositions provide valuable insight into the nature of the
decision-making problems. Not only do they tell us that optimal
policies exist, but in both cases we know the class that they belong
to: deterministic Markov and deterministic stationary policies for
finite-horizon and infinite-horizon stationary problems respectively.
Both of these statements allow us to narrow down the search space
of the optimization problem (2.7) when searching for an optimal
policy.

Propositions 2.5 and 2.6 do not directly cover infinite-horizon
non-stationary problems. However, these problems can be reduced
to stationary problems as follows.

Definition 2.18 | time-augmented MDP

Given a non-stationary Mmpp My, T < oo, the time-augmented
stationary MpPp 90y is produced by augmenting the state space
S with the time space T. The new state space S is the cartesian
product § = S x T. The initial state distributions &, transition
probabilities p, and rewards 7 of the new MDP for all states § = (s, t)
and 3’ = (s',t") are equal to

(2.8)
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In particular,
Condition 2.3 holds if
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actions Ap(s) is finite
for each state s € S.

Adopted from
Proposition 4.4.3 of
Puterman [1994].

Adopted from
Theorem 6.2.10 of
Puterman |[ibid.].

See Figure 2.6, p. 31.
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P 13,a) £ 8410 - pe(S'Is,0), (2.9)
F(3'3,a) = Ot1p * Te+1(S'Is,0), and (2.10)
7(3,a) = r(s,a). (2.11)

Making ~ From this definition, it is easy to see that if the original discrete

stationary

T yes no

Table 2.4: Smallest
policy class containing
an optimal policy.

D and ITpy, are the
classed of deterministic
stationary and
deterministic Markovian
policies, see

Definition 2.11, p. 31.
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non-stationary MDP is finite-horizon with a finite state space S, the
new stationary problem also has a finite state space S, otherwise
it is a countably-infinite MDP. It is not immediately clear that
policies of the original problem correspond to policies of its time-
augmented version and vice versa. This fact is established by the
following lemma.

Lemma 2.7 s stationary reformulation equivalence

All policies of a non-stationary Mpp My, T < o can be repre-
sented in time-augmented version M by policies of the same gain,
assuming that the gain is well-defined.

The proof of Lemma 2.7 is presented in Section A.1. Because of
this equivalence, we can focus on stationary MDps only. When
necessary, we can translate their properties back to non-stationary
MDPs via (2.8), (2.9), and (2.11).

For example, using the definition of the new state space S, we
see that every deterministic (or randomized) Markovian policy 7
of the original non-stationary MDP corresponds to a deterministic
(respectively, randomized) stationary policy 7of the augmented
problem: 7, (s) = 7(s,t) and m,(als) = 7(als,t). Therefore, the
following statement follows from Proposition 2.6.

Corollary 2.8 s optimality in non-stationary co-horizon MDPs
Let Conditions 2.1 and 2.3 hold for a non-stationary infinite-horizon
Markov decision process M, with a countable state space, |S| < oo.
Then there exists a deterministic Markovian policy n € Iy, that
is optimal.

The results of Propositions 2.5 and 2.6 and Corollary 2.8 are
summarized in Table 2.4. The search space in the decision-making
problem (2.7) can be reduced from all policies IT to deterministic
Markovian ones Iy, C IT for any type of problem.

2.3 FINDING OPTIMAL POLICIES

In the previous section, we established that an optimal determin-
istic Markovian policy always exists in discrete MDPs with either
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finite or countably-infinite admissible control spaces. Unfortu-

nately, we still do not know how to find such a policy. In this

section, we show how it can be done by computing either value 2.3 Finding
functions or occupancies. Optimal Policies

2.3.1 State Value Functions

A common approach to policy evaluation and optimization involves
computing the so-called policy values v, and optimal values v,
They are defined as follows.

Definition 2.19 | value under a policy

For each state s € S, the value function v, , : S — R under a policy
7 € IT shows the expected y-discounted total reward collected
when starting in that state at time step t € T and following the
policy 7 from then on:

T
Un,t(s) = z yT_t : Z pg{r‘r(sl [s) - rJI,‘L'(SI)'
T=t s'eS
v Using the state value function v, ,(s), we can write (2.6) as

J(m) =Y a(s) - vgo(s). (2.12)

sES

Thus, policy evaluation can be done via the policy value func-
tion. In the finite-horizon case, the policy value function can be
computed recursively as

Vpr(s) =0 and v, (S) =14(S) + ¥+ D Pre(S'1S) - U giy (8.
s'eS

In the infinite-horizon stationary case, the state values of stationary
policies are subject to the following recurrence
V() =rp(S) + - D pr(s|s) - vg(s)). (2.13)
s'eS
Notably, the state values do not depend on the time step ¢ anymore.
This is not the case in the finite-horizon case, because the problem
is time-homogenous: for each time step t the process continues
for the same number of time steps, infinitely many.
Similarly to policy values for policy evaluation, optimal values
can be used for policy optimization.

Definition 2.20 | optimal value

The optimal value function v, , : S — R shows the highest possible
expected y-discounted total reward collected when starting in a
state s € S at time step t € T, v (S) = SUP, _p; Uy ((S).
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Richard BELLMAN
(1920-1984) introduced
dynamic programming
as a way to solve
optimal control
problems.

YY 2(fIf: Y > Y}
is the space of all
functions from a space
Y’ to another space Y.
Equality of functions is
understood pointwise,
that is, it holds for any
value of the argument
seS.

v If the values are maximized, the optimal policy gain is achieved:

= 2, 0(8) - Uy o(S).

sES

Similarly to the state values v, under a policy x, we can find the
optimal state value function v, as

Uy, (8) = 0 and
Uy t(8) = rr;lax {rt(s a)+vy- Zpt(s [5,a) « Uy p41 (8 )} (2.14)
® s'eS
In the stationary infinite-horizon case this reduces to
u(s) = max, {rsa)y+y-Yp(s'Is,a) - ve(sH}.  (215)

s'eS

Both equations assume that the number of permitted actions is
always finite, |A,(s)| < e for any s € S. This allows the supremum
in Definition 2.20 to be achieved; therefore, it can be replaced with
the maximum. The actions that achieve the maximums in (2.14)
and (2.15) are the optimal actions.

2.3.2 The Bellman Operators

While the recurrences (2.13) and (2.15) hold in the infinite-horizon
case, they cannot be used to compute the value functions directly.
Instead, iterative schemes presented in this section can be used.

The right-hand sides of (2.13) and (2.15) can be presented using
the Bellman operator £, of a policy z and the optimal Bellman
operator %, . These operators are defined as follows.

Definition 2.21 | policy Bellman operator
For any Markov randomized policy 7 € Iy, and functiony : § —
R, the Bellman operator %, : R® — RS is defined as

[By1(s) Zre(s) + 7y Y pa(s']s) - y(s). (2.16)

s'eS

« We can write (2.16) more compactly by introducing the transition

operator 7, : R® — RS under a policy 7:

[97;)’](3) =3 p(s'ls)-y(s') foranyy:X —R.
s'eS
Since r, is also a function in RS, & y=r_+vy-Z.y.

Definition 2.22 | optimal Bellman operator
The optimal Bellman operator %, : R® - RS is

[B,yl(s) = n}lax {r(s a) +y-Y p(s'lsa)-y(s )} (2.17)

s'eS
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~ To make the notation succinct, we introduce the maximization

Mb : R* — RS and transition 7 : RS - RX operators:

[Aby](s) = ag}‘e;gg)y(s,a), (2.18)
[Ty 1(s,a) £ Y p(s'Is,a) - y'(s") (2.19)

s'eS

for any functions y : X - R and y’ : S - R. Using these
operators, we can write equation (2.17) as

Ley=M(r+vy-Ty). (2.20)

The value function v, of any randomized Markov policy =
and the optimal value function v, are the fixed points the pol-
icy Bellman operator £, and the optimal Bellman operator £,
respectively. So far, we have implicitly assumed that v, exists
uniquely. The existence and uniqueness of the value functions v,
and v, can be proven using the Banach fixed-point theorem.

Definition 2.23 | fixed point
An element y € Y of a space Y is called a fixed point of an
operator % : Y = Y, if Yy =y.

Definition 2.24 | contraction & Lipschitz constant
Consider a metric space (Y, d). An operator % : Y — Y is called
a contraction in the space Y with respect to the metric d if there
exists a constant 0 < k <1 called the Lipschitz constant of %, such
that d(Yy — £y )<k-d(y—y) forany y,y' € Y.

Definition 2.25 | complete metric space

A metric space (Y, d) is complete if every Cauchy sequence (y)72,
has a limit in the space Y. A sequence is called Cauchy if its
elements become arbitrary close to each other, that is, for any
constant € > 0 there exists a constant k > 0 such that d(y,, yj) <e
for all i,j > k.

Proposition 2.9 # Banach fixed-point theorem

If Y is a complete metric space, then every contraction % : Y — Y
has a unique fixed point y € Y. Moreover, this fixed point y can be
found as

y=lim %"y" foranyy €Y.
Definition 2.26 | Banach space

A normed space (Y, ]| -||) is called a Banach space if it is complete
with respect to the || - [|-induced metric d(y,y") = ly — y'I.
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(1832—1903) proposed
this property for
constants k > 0 as a
stronger notion of
continuity of functions.

Baron Augustin-Louis
CaucHy (1789-1857)
introduced into calculus
the infinitesimals, i.e.,
arbitrary small numbers.

Originally proven by
Banach [1922].

Stefan BANACH
(1892—-1945), the founder
of modern functional
analysis, studied these
spaces extensively.



2 A Mathematical
Mode!l of Decision-
Making

Eg., L' is the space of
all absolutely-summable
functions, and L* is the

space of all absolutely

bounded functions.

Using LP-spaces,
Condition 2.1 can be
written as r; € L¥(X).

The counting measure #
returns the number of
elements in a subset

F e #F: #(F) = |F|;
integration with respect
to # becomes
summation.

Adopted from
Proposition 6.2.4
of Puterman, 1994.

Remark 2.2
A fortiori, Proposition 2.9 holds for Banach spaces.

- In general, the space R® of real-valued and infinite-valued func-

tions on § is not a Banach space and therefore the Bellman
operator £ is not a contraction mapping on it. It does, however,
become a contraction if we restrict the space of allowed value
functions to a Banach space, usually, an L"-space.

Definition 2.27 | LP-space

Given a measure space (Y,¥,u), the LP-space LP(Y,p) is the
space of real-valued measurable functions f : Y — R on Y with
finite p-norm defined as

11, = (§LFl dw)™

For countable measure spaces (Y,B(Y),#), |Y| < N, with the
counting measure #, we write LP(Y) = LP(Y,#). In this case,

)1/.17

Ifl,= (X If0P) ", if1<p<eo, and I|fle = sup|f(y)].
yeY yEY

Uniformly bounded rewards

Consider the space L*(S) of uniformly bounded functions on the
state space S. Under Condition 2.1, the reward r, under policy
7 has a finite supremum-norm, |Ir.|l, < w. Therefore, the state
value function v, of any policy x has a finite supremum-norm:
_ 1=

1Walleo € 2 ¥HlIrglleo = = - w,

=y therefore
teT

v, € L*(S).

Moreover, the following proposition holds.

Proposition 2.10
Under Condition 2.1, Bellman operators £, and %, are contrac-
tions in the space L*(S) of uniformly bounded functions.

Bellman operators are contractions

« This proposition and the fixed-point theorem prove that the state

value function v, for any policy 7 and the optimal state value
function v,, given by (2.14) and (2.15), exist uniquely in the space
of uniformly bounded functions L*(S). Moreover, the fixed-point
theorem provides a way to compute the values v, and v, iteratively.
This computation scheme is known as value iteration.
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2.3.3 Occupancy Measure

The main difficulty in evaluating policies comes from the fact that
gains J(x) are defined as expected values E_[ -] on the proba-
bility space (Qr, F7,P;). In general, both the time space T and
the sample space Q7 can be countably-infinite. Therefore, gains
expand into double countably-infinite sums: See (2.5), p. 34

2.3 Finding
Optimal Policies

Jmy= 2 2 v r(Si@),A(w)) - Pr().
weQrteT
To circumvent this limitation, the probability space (Qr,F,P)
of the problem can be converted to a different measure space
(Sx A,B(S x A),z,). If the state-action space S x A is finite,
this substantially simplifies the optimization problem. The new
measure z, is defined as follows.

Definition 2.28 | occupancy measure

The (y-discounted) occupancy z, : S x A — R of a policy 7 € IT  Adapted from

is the expected y-discounted number of visits of state-action pairs, ~Definition 5 of Laroche
that is, for any measurable sets $" € B(S) and A" € B(A) et al. [ibid].

z (S A) = En[t;r yt. Iisesn - ]I{AteA,}]. (2.21)

~ In general, the occupancy measure is not a probability measure,
but it is still finite, so it can be thought of as “scaled probability”
that sums into something other than one. This fact is due to the
following lemma.

Lemma 2.11 # finiteness of occupancy measure
In a y-discounted MDP My, T < oo, any policy n € I induces a
finite occupancy z, measure.

Proof. Because any state S; belongs to the state space, I;cs) = 1;
similarly, I;4 ¢ ) = 1. Therefore, (2.21) becomes

he)
—

2:(5,A) =Eo[ 3, v'] = B[] = T2 QED

€T
~ In problems with discrete state-action spaces, the occupancy mea-
sure can be defined per state-action pair. This results in the
so-called visitation function. With a slight abuse of notation, we
denote the visitation function z, and refer to it as the occupancy.

Definition 2.2q9 | visitation (occupancy function)
In a y-discounted MDP M, T < o with a discrete state-action
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space S x A, the (y-discounted) visitation or occupancy function
z, of a policy z € II is defined as

2 A Mathematical

Model of Decision- Zz(s,a) = En[ DA 8,5 - 5At,a]-

Making et

Remark 2.3
If a state-action pair (s, a) is not permitted, (s,a) & X, (SSPS . 5At,a
is always equal to zero, and therefore z,(s,a) = 0.

~ Having defined the occupancy measure, we state that the gain J(x)
of any policy = € IT can be computed in terms of the occupancy
measure z,. that it induces. This is a well known result formalized
by the following proposition.

Proposition 2.12 # equivalence

Adopted from Lemma 1 If J(7) is well-defined, then J(x) = SSXA r(s,a) - z,(ds,da).
of Laroche et al. [2022].
« For discrete state-action spaces, we can write

Note that both the

switch to double J(m)y =3 r(s,a) -z (s,a) = Y Y r(sa)-z.sa)
summation and the (sa)ESxA seS acA
change of summation = z r(s,a) - Zn(S,a) + Zr(S,a) . ZTE(S, a))
order from A to Ap(s) SES aeA,(s) acA\Ay(s)
followed by A \Ap(s) _
require J(x) to be - Z Z r(s,a) - z,(s,a).
well-defined. SES agA,(s)

When the occupancy measure z, of a policy x is known, we
can use Proposition 2.12 to compute the gain /(7). Unfortunately,
we still do not know how to find the occupancy measure for a
given policy. This can be done by solving the following system of
equations known as the flow-conservation recurrence.

Definition 2.30 | flow-conserving measure
Alternatively, this is A measure u on the measurable space (Sx A, B(Sx A)) is called

known as the  floy)-conserving for a y-discounted infinite-horizon MpP 9, if
conservation of mass.

u(ds’', A) = a(ds’) +y- ngA'u(ds’ da) - p(ds’|s,a).

Proposition 1 of Laroche ~ In particular, if the state-action space S x A is discrete,
et al. [ibid.] claims this

result if occupancy ZILL(S',CI') =a(s)+y- z z wis,a) - p(s'ls,a).

measures are o-finite adeA seSacA
(including simply finite),
which is true by ~ Proposition 2.13 = conservation of flow

Lemma 2.11. [n g y-discounted infinite-horizon MDP M., any policy = € I1 has
a flow-conserving occupancy measure z,,.
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Remark 2.4
By Remark 2.3, if the admissible control space X is finite, then

2.3 Finding

ZZM(S',a’) =a(sh+y: z z zz(s,a) - p(s'|s, a) Optimal Policies
a’eAp(s’) seS aeAp(s)

and z,(s,A") =0 for any A" € A\A,(s).

~ Conversely, given an occupancy measure, it can be transformed
into a policy as follows.

Definition 2.31 | state occupancy
Given an occupancy measure z( -, - ), the state occupancy z(-) :
S — R, is the expected y-discounted number of visits of states:

z(s) = S z(s,da) = Y z(s,a). (2.22)
A acA

Definition 2.32 | occupancy-induced policy

Given a stationary infinite-horizon MmbpP 2., with a discrete ad-  In the continuous case,

missible control space X and an occupancy measure z( -, - ), the @ similar definition

r . z . . . exists but it involves a
occupancy-induced policy n* € Ilgg is a stationary policy produced Radon-Nikodym

by the following operator: derivative.
25) if z(s) %0
n*(als) = [Zz](als) = 2 H2OE0 )
arbitrary, otherwise.

~ These definitions assume that the function z is known to be an
occupancy measure of some policy. In fact, this requirement is
not necessary and any function f induces a policy %f, but the
resulting policy will have an occupancy that is equal to the original
function only in the case established by the following theorem.

Theorem 2.14 # flow conservation induces policies

Given a stationary infinite-horizon MDP I, with a discrete admissi-
ble control space X, consider an absolutely-summable non-negative
function f € L'(X), f > 0. If the function f is a flow-conserving oc-
cupancy function, then the occupancy function of the policy ' = Zf
induced by the function f is equal to f, z ; = f, and therefore the
function f is an occupancy function.

a Results similar to Theorem 2.14 have been established before for
the special case when the initial state distribution a covers all
states, suppa = S. For example, this setting was considered by
Puterman [1994, Theorem 6.9.1] and Lee et al. [2017, Section 3].
Intuitively, when some of the states are excluded from the initial
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Making

This result holds for
continuous problems as
well, see Theorem 3

of Laroche et al., 2022.

For z,(-)-ae., see

Definition 2.6.

See Figure 2.7, p. 36.

See (2.23), p. 47.

distribution, the same result should hold. However, the existing
proof of Puterman [1994] involves multiplication by a(s), which
is guaranteed to be non-zero by the assumption suppa = S. We
do not impose such restriction on the initial state distribution c.
Therefore, Theorem 2.14 needs to be proven in a different way;
the proof is presented in Appendix A.2.

Finally, because every absolutely bounded non-negative flow-
conserving function induces a policy and vice versa, the following
result follows.

Corollary 2.15 s decision rules matter almost everywhere only
Given a stationary infinite-horizon MDP M, with a discrete ad-
missible control space X, let = € Tlgq be a stationary policy that
induces an occupancy z,. The policy induced by the occupancy z,
and the original policy & coincide z,.(-)-a.e.

» This corollary tells us that policies only need to be defined almost

everywhere. Intuitively, this means that if an optimal policy does
not lead to some states, it is irrelevant what the policy does in those
states. Thus, optimal policies—unlike uniformly-optimal ones—are
allowed to not “care” about some of states, as long as those states
are not visited. This justifies our choice of the optimality criterion
as opposed to the more commonly used uniform optimality.

2.3.4 Linear-Programming Formulation

The results of the previous section allow us to rewrite the policy
optimization problem (2.7) as a linear program. In particular, the
following formulation follows immediately from Theorem 2.14.

Corollary 2.16 s linear programming formulation
Consider a y-discounted stationary infinite-horizon MPD M. Let
function z, : X = R be a solution of the following linear program:

max > r(s,a)-z(s,a)
zZ e LI(X) (s,a)EX
s.t.

Yz(s',a)—y-Y z(s,a) - p(s'|s,a) = a(s') foralls' €S,

a’EAp(s’) (s,a)eX
y 20,

where [1(X) is the space of absolutely summable measurable func-
tions on X. Then n** = %z, is an optimal policy.

~ To simplify further presentation, let us equip the spaces R*
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and RS of real-valued functions with inner products (-, - )x and
(-, -)g given by

(zZ)yx = D z(s,a)-Z'(s,a) and (y,Y)g= D y(s)-y'(s)

(s,a)eX sES

for all functions z,z’ € R* and y,y’ € RS. The objective of the
linear program can be written as (r, z).

Next, recall the transition operator  of (2.19) and define the
extension operator A": RS - RX as

[AY](s,a) = y(s) (2.24)

for any function y € RS. While these operators do not appear in
the linear program directly, their adjoints &, and /4, do.

Definition 2.33 | adjoint operator

Given an operator % : Y — Y’ between complete metric spaces
Y and Y’ equipped with inner products (-, - )y and (-, - )y, re-
spectively, its adjoint is an operator %, : Y’ — Y such that

Yy, Yy =0 Uy Iy

» Using the definition, the adjoint operators 7, and .4 are

[Ty1(s) £ Y p(s'Is,a) - y(s,a) and  [Myl(s') = D y(s,a).

(s,a)eX a’eAp(s’)

Thus, the linear program of Corrolary 2.16 can be written as

Jo= max (r,z) (r)
’ z e IN(X) X
s.t. Noz—y-Tz=aq,
y20.

The problem is in the so-called standard form and therefore it has
the following well-known dual [Puterman, 1994, Section 6.9.1]:

b= ) erriiog(g) (a,v)g (D)

s.t. Nv—y-Tv>r. (p.1)

Absolute summability of the dual variables v guarantees that the
dual objective is well-defined for any initial state distribution a.
The dual problem has an interesting property: any feasible
dual variable v is an upper bound on the optimal value v, given by
(2.20), v > v, [ibid., Theorem 6.2.2 a]. Since the optimal value v,
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See pp. 46, 48.

See Proposition (2.3),
p- 34.

itself satisfies the constraint (D.1), it can be found as the solution
to the dual problem (D) [Puterman, 1994, Section 6.g].

By Proposition 2.12 and Corollary 2.16, J, = J,. When the ad-
missible control space is finite, |X| < oo, the number of constraints
and decision variables are both finite. In this case, the two prob-
lems are known to be strongly dual, that is, Jp = J5. Therefore, the
decision-making problem can be solved via either the primal or
the dual program, justifying the value-based approach.

2.4 COUNTABLY-INFINITE PROBLEMS

When the admissible control space X is finite and the problem
has a finite horizon, the results established in the previous section
hold trivially. Indeed, the reward bounds of Condition 2.2 exist:
r_=min min_r,(s,a) and r, =max max r.(s,a),

teT (s,a)eX teT (s,a)eX
because finite-set extrema always exist. The same is true for the
stationary infinite-horizon case:

r_= (s%igx re(s,a) and r,= (SrB)aexx ri(s,a).

The case of countably-infinite MDPs—including non-stationary
infinite-horizon MmpPs—is fundamentally different. For example,
if the reward r depends linearly on the state s € N, r(s,a) =
c- s+ f(a), then either r_ or r, does not exist, depending on
whether c is negative or positive. In particular, this is true for the
inventory management problem of Section 1.3.2, as the holding
costs are proportionate to the stock at hand of the product. In
this section, we discuss this and other problems that arise in
countably-infinite MDPs, as well as some of the ways they can be
addressed.

2.4.1 [ll-Defined Values

Under the expected y-discounted total reward criterion, the goal
of the agent is to maximize the expected value J(x) = E_[W¥] of
(2.5). By Remark 2.1, it does not have to be well-defined. Similarly,
the reformulation of the problem in terms of value functions v,
and v, requires the Fubini—Tonelli theorem to hold, as it involves
changing the summation index set from the sample space Q in
(2.5) to the state S and time T spaces in (2.6) and Definition 2.19.
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Why does this problem not arise in the finite case? To answer
this question, let us inspect the value recurrence (2.13):

Vr(8) =1 (S) + D pr(s|s) - vg(s)).
s'eS

It involves a sum over a finite state set S. As long as all of the
values are finite, it is absolutely summable. Thus it can be re-
arranged into (2.12), which is also absolutely summable by the same
logic. Because at least one of the rearrangements of summation
in the gains /() is absolutely summable, it is well-defined, and
all of these summation rearrangements are possible due to the
Fubini-Tonelli theorem.

When the state space S is countably-infinite, the same is not
true anymore. Even when all of the values are finite, the value
recurrence does not have to be absolutely summable. Thus, abso-
lute summability of various sums should be carefully considered
every time the summation order changes are introduced.

2.4.2 Infinitely-Many Permitted Actions

Why do we study problems in which the state space S can be
infinite, but the action space A is always finite? On the surface,
both lead to countably-infinite admissible control spaces X = Sx A,
and the distinction may seem unnecessary.

The problem arises when for some state s € S there are
infinitely-many permitted actions A, (s), the action space is no
longer compact and Condition 2.3 cannot be used to establish
existence of optimal policies.

Moreover, the maximum in (2.15) may not be achieved. Ex-
ample 2.3 shows such behavior. When the maximum in (2.15) is
replaced with supremum, the policies are no longer guaranteed to
achieve the optimal values v, . In this case, a notion of e-optimal
policies is introduced. Such policies have values v, that differ
from the optimal value function by no more than ¢, v, —v, [l < €
for some € > 0, but the existence of such policies still needs to be
established based on the particular form of the action space.

For these reasons, we choose to study problems with finite
action spaces only and impose the following condition on the
action space, which is a stronger version of Condition 2.3.

Condition 2.4 | finiteness of permitted actions
For every state s € S, the set of permitted actions Ap(s) is finite.
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Making

Compare to
Assumptions A1-A3 of
Lee et al. [2017].

Inequality of functions
is understood pointwise,
ie., f < g means that
JF() <g(y) for any

y €domf =domg. |

aW

Adopted from
Proposition 1 of Lee
et al. [ibid.].

2.4.3 Unbounded Rewards

If either the lower r_ or the upper reward bound r, does not
exist, we cannot establish that Bellman operators £, and %, are
contractions in the space of bounded functions L*(S).

In order to establish existence of optimal policies, alternative
conditions on the rewards and transition probabilities are required.
For example, we can assume that there exist variable reward
bounds that are allowed to grow infinitely.

Condition 2.5 | existence of variable reward bounds
For all states s € S, actions a € An(s), and deterministic Markov
policies 7 € Ilp), there exist:

a positive weight function w : S — R such that inf,cgw(s) > 0
and the rewards are absolutely bounded by w:

Ir| < Nw, thatis |r(s,a)| < w(s); (2.25)

a one-stage expansion coefficient k¥ > 0 such that one-stage y-
discounted transitions expand w at most by a factor of «:

y-Jw<k-w orequivalently y-Jw<k- Nw;  (2.26)

a contraction horizon v € N and a v-stage contraction coefficient
0 < A <1, such that v-stage transitions and discounting contract
w at least by a factor of A:

YT wA-w or W (THAN)TITwA- Nw.  (2.27)

T

If this condition holds, the values v, (s) of any Markov policy are
well-defined, because they can be bounded as follows.

Proposition 2.17 # variable value bounds
Under Condition 2.5, the values v, of any policy n € Ilgg are
bounded by

|Vl € p - w, where (2.28)
v k=1
A —_1? bl
pE . (2.29)
o7 " T otherwise.

Remark 2.5

Even though Proposition 2.17 assumes that the policy is stationary,
n € IR, it holds for all policies = € IT as well, as noted by
Puterman [1994, p. 234].
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v If the function w grows ad infinitum, v, does not belong to L*(S)
and Banach fixed-point theorem cannot be applied.
In some cases, an unbounded problem can be transformed into
a bounded one. For example, we can transform the problem as
follows. Let $ 2 S U {o} and define

~ A {w_l(s) ° r(sya)’ S e S’
r(s,a) =
il S= Oy

p(s'|s,a) - w(s")

- w(s) , sesS,s’eS,
SN 1 - (S” | S, a) =9,
psisa 2 | AL (2.30)
0, s=o0,8 €S,
1, s=s"=o,

~ A
¥ =K.

The newly added state o is called the absorbing state, because
once it is reached the environment remains therein.

Equation (2.26) guarantees that the probabilities in the trans-
formed problem are less than one, and the absorbing state 0 is
added so that they add up to one. The new problem is absolutely
bounded, |Irll, < 1, and it is easy to check that its solution is equiv-
alent to the solution of the original problem. Unfortunately, this
method is only applicable if k < y~, otherwise the new discounting
factor y is larger than one.

If this problem transformation is not possible, we can define
a different Banach space to which the value functions v, belong.
We do so by using an alternative norm || - ||,,,.

Definition 2.34 | weighted supremum norm
The w-weighted supremum norm || -|,, of a function v: $ — R is
a norm given by

Ivll,, = supw=I(s) - [v(s)]. (2.31)
seS

Remark 2.6
Equations (2.28) and (2.31) imply each other:

el Sp-w = ugly, < p.
~ Indeed,

lvgll, = supw™(s) - v, (s)| < w-supw™(s) - w(s) = u
seS seS
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and vice versa, for any state s € S

2 A Mathematical 2] = W) w7 (5) (9] <w(s) - supw () o5
s'e
Model ofDec:zsu.mf = w(s) - vgll, < o - w(s).
Making
In general, for any function u and constant c,
lul, €<c < |uls)| <lull, -w(s) <c-w(s) forall s € S. (2.32)

Definition 2.35 | multi-step contraction

Consider a metric space (Y, d). An operator % : Y — Y is called
a v-step contraction in the space Y with respect to the metric d if
there exists a constant 0 < k <1, such that for any y,y' € Y

AWy —Y’y)<k-diy—y").

Proposition 2.18 # fixed points of multi-step contractions
Adopted from Theorem A multi-step contraction % : Y — Y in a Banach space (Y,|l-|)

6.10.2 of P“tfrmarll has a unique fixed point if its Lipschitz constant is finite.
1994].
Proposition 2.19 # Bellman operators are v-step contractions

Adopted from  Let (L*(S),l-l,,) be the Banach space of all real-valued functions
Proposition 6.10.3  yjth finite w-weighted supremum norm ||- ||,,. If Condition 2.5 holds
of Puterman [ibid . for the weight function w, then the Bellman operators %, and £,
are v-step contractions in the space L¥(S). Moreover, their fixed

points v, and v, exist uniquely in L*(S).

« These propositions explain why Condition 2.5 is used. It contains
the necessary conditions for existence and uniqueness of v, and
v, in the space L*(S). Proposition 2.17 establishes that the values
belong to the space L¥“(S), (2.26) guarantees that the Lipschitz
constants of the Bellman operators are finite, and (2.27) implies
that the Bellman operators are v-step contractions.

Therefore, in countably-infinite MmDPs value functions exist
under Condition 2.5. As a result, Proposition 2.6 can be replaced
with the following stronger version applicable even when the
rewards are unbounded.

Proposition 2.20 # optimality in stationary infinite-horizon MmDPs
with unbounded rewards
Adopted from Theorem  Let Conditions 2.3 (or 2.4) and 2.5 hold for a stationary infinite-
6.10.4 of Puterman  horizon Markov decision process My, with an infinitly-countable
libid.]. state space, |S| = 0. Then there exists a deterministic stationary
policy = € D that is optimal.
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2.4.4 Linear-Programming Formulation

We established the primal linear program from the definition
of the occupancy measure. Since the occupancies are defined
without utilizing the rewards, they do not require the uniform
boundedness assumption in order to exist. Thus, the case of
unbounded rewards admits the same primal formulation (p). The
resulting linear program is countably infinite, and duality requires
additional considerations.

First, the domains of z and r need to be (-, - )x-dual; similarly,
the domains of v and a must be (-, - )g-dual [Herndndez-Lerma
and Lasserre, 2002, Section 11.2.2]. This duality is defined as
follows.

Definition 2.36 | bilinear form
A function (-, -) is called a bilinear form on Y x Y’ if

the mapping (-,y’) is linear on Y for every y' € Y’ and
the mapping (y, ) is linear on Y’ for every y € Y.

Definition 2.37 | dual spaces

Consider a tuple (Y, Y’,(-, -)) of spaces Y and Y’ equipped with
a bilinear form (-, -) on Y x Y’. The pair of spaces (Y,Y’) is
called (-, - )-dual or simply dual, if the bilinear form separates
them, that is,

forally #0in Y there exist y' € Y’ such that (y,y") # 0 and
forall y’ # 0in Y’ there exist y € Y such that (y,y") # 0.

In the uniformly bounded case, the domain of the reward
function r is the space L*(X) of absolutely bounded functions,
and its dual is the space of absolutely summable functions I!(X),
which is indeed the domain of the primal variable z. Similarly, the
domains of the initial state distribution & and the dual variable v
are L'(S) and L*(S), and they are dual as well.

In the unbounded case, however, the domains of the reward
function r and the dual variable v are different. By Condition 2.5
and Proposition 2.17 they are

LY (X) 2 {y € RX||Iyll g, < 0} and
[¥(S) £ {y € R®| y'll,, < oo}, with duals

LY (X) 2 {y € RX | (y, Nw)y < o} and
LY(S) = {y € R® |y, w)g <o}
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For (P), see p. 49.

When the bilinear form
(-, -) is the inner
product on RY, the
spaces LP(Y,u) and
LI(Y,u) are dual if p
and g are Holder
conjugates, i.e.,
1/p+1/g =1. When
p=o and g =1 this is
not generally true, but it
is true for the counting
measure.



[Herndndez-Lerma and Lasserre, 2002, p. 340]. Therefore, the
primal variables z and the initial state distribution & should belong
to the spaces LY%(X) and L¥(S) instead of I}(X) and I}(S)
respectively.

The reverse does not The space L‘;VW(X) is a subset of I!(X), Lf/w(X) C X)),
have to be true.  pecause
Consider S = N,

A = {ap}, and Nwy = s,a)|-w(s) > s,a)|- inf w(s') > )
y(s,a) = 6/s%. Because o, Ix (S,gel);(( @) ( )(/sa;6b3/§( )l s'eS (s7) 2 lylly - wo

llylly = 7% < oo,
ve'(X). For  and therefore finiteness of (y, Nw)yx implies that [y|l; is also

w(s) =145 (1, Nwhx  goite The same argument applies mutatis mutandis to show that
diverges and

v & LY%(X). In general, LY (S) QL1(§)‘
LX) and L (X) do In general, the initial state distribution « is not guaranteed
not coincide.  tq belong to the space L¥(S). Therefore, the following condition

. . needs to be imposed.
Mutatis mutandis means

“once the necessary  Condition 2.6 | finiteness of w-weighted initial distribution
changes have been

,  The initial state distribution o satisfies {(a, w)g < oo.
made.

« Since z is a decision variable in the optimization problem, we can
assert that z € L¥(S). in the definition of the primal program. At
the same time, by Theorem 2.14, z € I!(X). Is it possible that by
restricting the search space to Lﬁf w(X) we exclude some of the
feasible occupancy measures? The following lemma alleviates this
concern.

Condition 2.6 is also
used by Lee et al. [2017].

Lemma 2.21 % feasible region embedding

Under Conditions 2.4, 2.5, and 2.6, the feasible region of the primal
For (p), see p. 49.  program (P) is a subset of the space LY*(X) of functions with

finite w-weighted supremum norm |- ||,

« The proof is presented in Appendix A.3.

Next, duality requires the operator €, = A, —y - 9, describing
the constraints to be weakly continuous [Hernandez-Lerma and
Lasserre, 2002, p. 342], that is, the adjoint operator ¢ must map
[*(S) to LY%(X). In our case, this means that lvll,, < oo should
imply

NV =y - TVl 4, < .

See p.52.  This holds trivially from the triangle inequality and (2.26).
Unlike the finite case, countably-infinite linear programs do
not have to be even weakly dual (Jp < Jp) in general [Romeijn, R. L.
Smith, and Bean, 1992; Ghate and R. L. Smith, 2013]. Interestingly,
if strong duality cannot be established, this implies that the dual
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approach that involves the value functions may not return an
optimal policy. Fortunately, for this pair of programs strong duality
holds as per the following theorem. 2.4 Countably-

o o Infinite Problems
Theorem 2.22 # duality in countably-infinite MDPs ! L

Consider a stationary MDP iy with countably-infinite state space

S such that Condition 2.4 holds (that is, the admissible control

space X is finite).
If the rewards can be uniformly bounded, that is, if Condition 2.1

holds, the MDP My can be solved via a dual pair of linear programs

(p) and (D). For (P) and (D), see p. 49.
If the rewards are unbounded but Conditions 2.5 and 2.6 hold,

it is equivalent to the following pair of dual countably-infinite linear

programs.
Jp=  max (r,z)x (c1-p)
ze LY¥(X)

s.t. Noz—y-Tz=aq,

y20.
Jh = min a,v CI-D
0=, sy Vs (1)

s.t. Nv—y-Tv>r.

In both cases, the problems are strongly dual, that is, J, = Jp = Jp.

Proof. The dual linear-programming formulation and strong dual-
ity are proven by Lee et al. [2017] under Conditions 2.1, 2.5, and 2.6
for absolutely summable primal variable z € I!(X) and an initial
distribution a with full support, suppa = S.
By Lemma 2.21, the domain change for the primal variable
does not affect its solution and does not affect strong duality.
Lee et al. [ibid.] consider universally optimal policies only. Full
support of the initial distribution a ensures that occupancies of
policies %z induced by the primal variable z have full support
as well. By Corollary 2.15 this guarantees universal optimality.
When universal optimality requirement is relaxed, the same proof
applies ceteris paribus. Ceteris paribus means
The special case of uniformly bounded rewards follows trivially ~ “all other things
from the unbounded one by letting the weight function w be unchanged.”
constant. It is also proven by Ghate [2015]. QED

a The proof shows that Theorem 2.22 closely resembles Theorems 2
and 4 of Lee et al. [2017] but does not assume full support of
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See p. 6.

The inner product (x,y)
is defined as 377 x; - ;.

It is also equivalent to
the matrix product xy.

the initial distribution a. Other similar formulations can be found
in the literature. Most authors do not impose Condition 2.5 and
seek universally-optimal policies. Hernandez-Lerma and Lasserre
[2002] show that in this case weak duality holds under minor
additional assumptions. Altman [199g, Chapters 6 and 8] imposes a
different condition on the value function and considers constraint
MDPs. Ghate and R. L. Smith [2013] consider non-stationary
problems which are a subclass of countably-infinite MDPs as per
Lemma 2.7. Ghate [2015] proves strong duality for uniformly
bounded problems.

Theorem 2.22 differs from all of these enough to be considered
on its own; it can be used to find optimal policies instead of
universally optimal ones, and constraints the domain of the primal
variable z to a smaller space L% (X).

2.4.5 Inventory Management (Revisited)

To illustrate how the theory presented in this chapter can be used
in practice, let us revisit the multi-product inventory management
problem of Section 1.3.2. In this problem, a warehouse manager
needs to make decisions about placing orders for a selection of
products based on the current stock at hand.

Problem definition

Let us assume that there are n different products in the inventory
management problem of Section 1.3.2. In this case, the state space
is S = N} and each state s = [sg, sy,...,S,_] " is a vector of length
n with elements s; corresponding to the inventory of each product.

Having observed the inventory at the beginning of the month,
the warehouse manager places an order telling how much of each
product needs to be shipped to the warehouse. The shipment size
is restricted by some measurement M, for example, the volume of
a truck, or maximum weight. The action space A C N includes
all of the combinations of products with the total measurement
adding up to M. Assuming that a unit of the i-th product has a
measure of m;, the action space is given by

A = {a=[aya..,a,1] € NF|(m,a) <M}. (2.33)

All actions are permitted, Ap(s) = A foralls e S.

The total demand D; for each product i during the month ¢
is a random variable with the probability mass function py;(x).
Additionally, we let g4;(x) denote the probability that the demand
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for the product i is at least x,
pg;i(x) £Pr[D;=x] and gqg;(x) = Pr[D;>x] = yzxpd’i(y).
We assume that the expected demand for each product is finite,
4=EIDY = 3. pas <=

Knowing the initial inventory S;;, the demand D;; and the
ordered amount A, ; of each product, we can compute the inventory
at the beginning of the next decision epoch S,,; as

Ste1, = max{0,S;; + Ay — Dy i}

From this, the marginal probabilities p;(s;|s; a;) of having an
inventory of s; units of the product i at the beginning of the
month, ordering g; units more and having s; units at the end of
the month are equal to

0’ 1f Sl/- > Si + ai’
pi(si18,a) = pgi(s;+a;—sp), ifs;+a;>s>0, (2.34)
a,i (i *+ a;), otherwise (sj = 0).

We assume that the demands D; are independent from each other.
In this case, we can compute the joint transition probabilities from
the marginals as

n—1
p(s'ls,a) = H)Pd,i“”sp a;). (2:35)
i

Finally, we need to define the rewards of the problem. For any
state-action pair (s,a) the expected immediate reward r(s,a) is
given by

r(s,a) = G(s,a) — H(s,a) — O(a), (2.36)

where G: S x A — R, is the expected revenue (in other words,
gain), H: § x A — R, is the holding cost, and O : A — R, is
the ordering cost.

The expected revenue depends on the prices of the products ¢
and the expected sales g(u) when the stock including the order is
equal to u = s + a units:

u;—1
gu) = Y j-pa; () +u;-qq;(u) and G(s,a) = (c,g(s +a)),
j=0
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where the expected sales function g(s +a) is applied elementwise.
The holding cost H also depends on the number of units in
stock s +a and is equal to

H(s,a) = (h,s+a), (2.37)

where h is a vector of holding costs per unit of each product.

Finally, the ordering cost O includes a fixed component o that
has to be paid if an order is placed, and a variable component
with ordering costs per unit given by a vector o,

of+(0,a), ifanya;> 0,

O(a) = { (2.38)

0, otherwise.

Finally, the initial state distribution « is known to the decision-
maker. Thus, the multi-product inventory management problem
is fully defined by a tuple

(n’ M7 m, pdy C, hy ov; Ofa a)

that defines an MDP M, via S = N, (2.33), (2.35), and (2.36).

Reward bounds

The multi-product inventory management problem is interesting
to us because of the following property.

Lemma 2.23 % unbounded rewards in inventory management
If at least one holding cost h; is positive, there exists no uniform
reward bound in the multi-product inventory management problem:

sup |r(s,a)| =ce.
(s;a)EX

» The proof of this lemma is presented in Appendix A.4. The fact

that no uniform bound on the rewards exists means that the opti-
mal values no longer belong to the space of uniformly bounded
functions L*(S) and Proposition 2.10 cannot be used to establish
existence and uniqueness of a solution to the problem. Neverthe-
less, a weight function w of Condition 2.5 still exists.

Lemma 2.24 # weight function in inventory management

In the multi-product inventory management problem, let Cg, Cp, and
Cy denote the expected revenue when the inventory is infinite, the
maximum cost of placing an order and holding it, and the maximum
cost of holding an order.

Cc 2(c,d) forall (s,a) € X, (2:39)
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av

h;+o

Cp 20+ M - max ——%t 2.40
0 f 0<i<n ml' ’ ( 4 )

Cy =M - max hy (2.41)
H O<i<n m;" :

If the expected demands d are finite, then Condition 2.5 is satisfied
with the weight function w, the one-stage expansion coefficient k,
the contraction horizon v and the v-stage contraction coefficient A
given by

w(s) = (h,s) +wy, K2y (1+0),
1, ifr<l,
Véiw —1,1/C A=y’ (1+Cv)
_(CyYCIny) . ’
llT_éJ-'-l’ fr>1,

where wy = max{Cg;, Cp}, C = Cy/w,, and W, is the k-th branch
of the Lambert w-function.

The proof of Lemma 2.24 can be found in Appendix A.4. Note that
the values of w, k, v, and A do not take into account the transition
probabilities and can be used for any demand distribution. When
the exact form of the probability transition function is known, it
may be possible to find smaller values.

The existence of a weight function w allows us to establish
strong duality in the multi-product inventory management problem
by Theorem 2.22.

2.5 CONCLUSION

While strong duality is an important theoretical property, nei-
ther of the dual countably-infinite problems can be solved di-
rectly. In order to be solved, problems with countably-infinite
state spaces require development of specialized algorithms. In the
following two chapters we present such algorithms: one for non-
stationary infinite-horizon problems, and another for the problems
with countably-infinite state spaces.
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evaluated numerically
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The Infinite-Horizon
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Let not the future trouble you; for you
will come to it, if come you must, bearing
with you the same reason which you are
using now to meet the present.

— Marcus Aurelius Antoninus,
Meditations VII - 8
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N THIS CHAPTER, we consider the problem of decision-making

in infinite-horizon non-stationary Markov environments. This

problem is notoriously difficult due to its infinite dimensional-
ity. At the same time, only the optimality of the initial action is
of importance to the decision-maker: once it has been identified,
the procedure can be repeated to generate a plan of arbitrary
length. The optimal initial action can be identified by finding a
time horizon so long that data beyond it has no effect on the initial
decision. This horizon is known as a solution horizon and can be
discovered by considering a series of truncations of the problem
until a stopping rule guaranteeing initial decision optimality is
satisfied. This chapter presents such a stopping rule for problems
with unbounded rewards. Given a candidate policy, the rule uses
a mathematical program that searches for other possibly optimal
policies with different initial actions. If no better initial action can
be found, the candidate action is deemed optimal.

3.1 INTRODUCTION

While infinite-horizon stationary discounted MDPs are the most
commonly employed models of sequential decision-making un-
der uncertainty, they rely on a crucial but sometimes unrealistic
assumption: the data of the problem must remain constant. In
order to incorporate possible temporal changes of the data in
the decision-making model, non-stationary (sometimes also called
non-homogeneous) MDP must be considered.

In this chapter, we study infinite-horizon discounted non-sta-
tionary MmDPs with finite admissible control spaces. Corollary 2.8
establishes that for such MDPs there exists an optimal policy that
is deterministic and Markovian but not necessarily stationary. This
means that optimal decision rules may differ between time steps.
Because there are infinitely many time steps, infinite-horizon non-
stationary MmDPs are infinitely-dimensional optimization problems
by their nature. This means that standard solution methods (for
example, value iteration and policy iteration) require an infinite
number of calculations.

Truncations and Solution Horizons

3.1.1

To overcome the innate computational hurdle of infinite-dimension-
ality, a non-stationary MDP can be approximated by a finite-time
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See Definition 3.2, p. 71.

E.g., consider a problem
where most of the
rewards are not
exceeding 1, except for a
single state with rewards
bounded by 100.
Uniform bound of 100 is
too loose for most of the
rewards.

MDP known as a truncation. Ghate [2011] provides a broad survey
of such methods.

A typical approach is to use a rolling-horizon procedure [Sethi
and Sorger, 1991]. At each time step the original infinite-horizon
problem is truncated to a chosen time horizon, known as a study
horizon, the truncation is solved, and the first decision is made
based on this solution. The process is then repeated whenever
another decision has to be made. While this approach is com-
putationally feasible, it can lead to sub-optimal decisions, as the
truncation discards some of the data. Thus, it is important to
identify a study horizon that is guaranteed to give the same initial
decision as the infinite-horizon problem. If such a horizon exists,
it is known as a solution horizon [Bés and Sethi, 1988].

Due to unpredictability of future data and reduced computation
time for smaller truncations, the decision-maker is often interested
in a solution horizon that is as short as possible. The standard
procedure for discovering such a horizon is to construct a series
of longer and longer truncations until a certain condition is met.
This condition, called a stopping rule, must guarantee that the last
considered study horizon is a solution horizon.

Several stopping rules have been proposed in the literature
[Hopp et al., 1987; Bés and Lasserre, 1986; Herndndez-Lerma and
Lasserre, 1988; Cheevaprawatdomrong, Schochetman, et al., 2007].
Most of them assume that the rewards are uniformly bounded,
and explicitly use these bounds. While uniform bounds are easy to
work with, they can be very loose, providing inaccurate estimates
of the data in the future states of the model. Moreover, for some
problems the boundedness assumption may not hold at all.

Therefore, our goal is to develop a method applicable to non-
stationary problems with unbounded rewards. In this chapter,
we propose a new stopping rule for infinite-horizon discounted
non-stationary mDpps with unbounded rewards. Our rule searches
for alternative optimal initial decisions among the feasible problem
truncations; if no such decision exists, the initial decision is deemed
optimal, and the current horizon is a solution horizon. We show
how the stopping rule can be implemented and demonstrate that
it is able to find shorter solution horizons than existing methods.

3.1.2 Previous Work

Chand et al. [2002] provided an exhaustive review of literature on
horizon methods. It shows that the majority of research in this
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area focuses on deterministic problems: of more than two hundred
papers reviewed, less than a third used stochastic models.

The most common approach is to exploit the cost (or re-
ward) properties of a particular problem, both in deterministic and
stochastic cases. Two most commonly used properties are con-
vexity [R. L. Smith and Zhang, 1998; Cheevaprawatdomrong and
R. L. Smith, 2004] and supermodularity [Nair, 1995; Cheevaprawat-
domrong, Schochetman, et al., 2007]. For example, Nair [1995]
considered an investment problem under technological change.
The proposed method assumes that future technologies will gener-
ate higher revenues than the current ones. While this assumption
is not restrictive in the particular setting, such monotonically
improving environment may not exist for other problems.

In the context of MDPs, Bés and Lasserre [1986] proposed a
rolling-horizon procedure and a stopping rule based on the reward
differences. Their stopping rule is elegantly simple: an initial
decision is deemed optimal if it outperforms all other possible
decisions by a given threshold. This threshold is chosen so as to
guarantee that no matter what policy is employed after the solution
horizon, the difference is outweighed by the initial decision. This
method was later extended to the case of MDPs with Borel state
spaces [Herndndez-Lerma and Lasserre, 1988].

Ergodic properties of the underlying Markov chains may be
used as a source of solution horizons as well. For example, Hopp
[1989] suggested the following stopping rule. For a given study
horizon, approximate all of the future discounted rewards with
some constants, known as salvage values. If for all feasible salvage
values the resulting problems result in the same optimal initial de-
cision, that decision must be optimal to the original infinite-horizon
problem as well. Feasibility of the salvage values is established
by bounding their spans using an ergodicity coefficient for dis-
counting. The resulting space of possible salvage values forms
a polyhedron, and linear programming can be used to solve the
resulting problem [Bean et al., 1992].

Another linear-programming based method for solving non-
stationary MDPs was proposed by Ghate and R. L. Smith [2013].
Even though their method addresses a slightly different problem
and thus does not involve stopping rules, it provides useful insights
on the linear-programming formulations of non-stationary mDPs.

Virtually all of the stopping rules require uniform bounds on the
rewards (or their spans); the unbounded case remains relatively
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A function f : R" — R
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A function f : R" —> R
is supermodular if
Fxvy) +fxXAY) 2
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and minima respectively.
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Model

In the published text,
these assumptions were
mentioned throughout
different sections. We
collect them together to
highlight the class of
problems that is
considered in this
chapter.

See Figure 2.1, p. 20.

Condition 2.6 becomes
w(s,) <o,

untreated. Cheevaprawatdomrong, Schochetman, et al. [2007]
provided a possible remedy, but necessarily introduced a different
set of assumptions. To address this gap, we propose a modification
of Hopp’s stopping rule based on the results of Puterman [1994]
and Lee et al. [2017] for countable-state MDPs. We implement it
using a modification of the linear programming method of Bean
et al. [1992]. This modification is based on varying bounds instead
of the uniform ones, resulting in better and faster approximations.

3.2 MODEL ASSUMPTIONS

The results of this chapter rely on the following four assumptions.

Assumption 3.1 | weight function is known
A weight function w: S x T — R, of Condition 2.5 is given to
the agent along with its parameters k, A, and v.

Assumption 3.2 | finiteness of the admissible control space
The admissible control space X is finite, |X| < .

Assumption 3.3 | initial state is known
The initial state s, € S is observed by the agent, that is,
a(s) = &

s, forall states s €S and a given state s, € S.

Assumption 3.4 | optimal initial decision rule is unique

All optimal policies 7, € Iy have the same initial decision rule
Ao Ty plals) =6, for all (s,a) € X.

A,

» Assumption 3.1 is required for an optimal policy to be well-defined.

Assumption 3.2 guarantees that the only infinite dimension of the
problem is time and is useful because it makes the problem data
that appears up to any decision epoch is guaranteed to be finite.
Assumption 3.3 holds in practice because the agent makes the
initial decision after the initial state is observed; moreover, this
assumption implies that Condition 2.6 holds independent of the
weight function w. Finally, Assumption 3.4 is required so that the
optimal initial decision exists uniquely. It is the most restrictive of
the assumptions that cannot be checked a priori, but it holds for
may problems nevertheless.
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3.3 THE DUAL FORMULATION

Using Definition 2.18 and Lemma 2.7, a non-stationary MbP 9,
can be converted to a problem with a countably-infinite state space
§ = S x T. Assumptions 3.1 and 3.2 guarantee that the conditions
of Theorem 2.22 hold. Thus, under these assumptions the problem
<M, is equivalent to a pair of strongly dual programs (c1-p) and
(c1-p). When translated from the countably-infinite formulation
back to the non-stationary formulation, these programs become

2 e Lo (%) 270
s.t. Nozy = ),
Neziy =V - Fruze = gy forall £ € Ny,
z 20 for all t € N,
min _ E(at, Up)g
velL¥@S) t=0
s.t. Nvg—y-Fv > forallt € N

Here a,(s) = @(s, t) is the initial augmented-state distribution.

These programs can be simplified as follows.

First, because the decision-making process always starts at
time step zero, it is easy to see that oy = @ and «; = 0 for any
t € N. Moreover, under Assumption 3.3, only one element of ¢ is
non-zero, and the dual objective function becomes simply z,(s,,).

Next, under Assumption 3.2 each of the functions r, z;, «,, v;,
and w; belongs to a space of measurable functions with a finite
domain X or S§ equipped with the counting measure #. These
spaces are homeomorphic to vector spaces of dimensions |X| and
|S|; additionally, the bilinear forms (-, - )y, Y € {S, X} coincide
with the dot products. Therefore, we can replace these functions
with vectors

=8, smexs 2t = 20050 ] syex
a= [a(s)]ses, v = [V (S) ]ses W = [w;(s)]ses

after equipping the state space § and the admissible control space
X with some total orders. The operators ¥ and /" are linear
and therefore in the vector reformulation they can be written as
|X| x |S| matrices

T, = [p(s'| S’a)](s,a)ex, seS and N= (05 ] (sarex, ses-
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For (c1-P) and (cI-D),
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The original
presentation used
arbitrary constants

B: > 0 instead of a;
[Neustroev, de Weerdt,
and Verzijlbergh, 2019].
This is because we
considered
uniformly-optimal
policies only. By
Theorem 2.22 this is not
necessary. Therefore, we
opt for the simpler
version of the linear
program; this change
does not affect any of
the results and makes
the presentation more
consistent throughout
the thesis.

Total orders on the
spaces S and X are
required to know how
the indexing within
vectors is done. For
finite sets, this can be
done arbitrarily.



In the original
presentation, the
domains were still
expressed in terms of
the functions z and v
instead of the vectors z;
and v;. The new
presentation is more
rigorous.

a @ b stands for the
Hadamard (i.e.,
elementwise) quotient of
vectors a and b.

Adopted from Theorems
3 and 4 of Lee et al.
[2017].

The slack of an
inequality is the
difference between its
sides.

By definition, the adjoints of linear operators with respect to dot
products are simply transposed matrices T} and NT.

Finally, the domains L/ (X) and L*(S) of the primal and dual
variables z and v need to be expressed in terms of the vectors z;
and v,. They can be written as the following additional constraints:

o0

w/NTz <o and sup [Iv; @ Wyl < . (3.1)
t=0 teN,
Therefore, the problem can be equivalently written as:
S T
max Iy z; (Ns-P)
z, € RX gb
s.t. NTz, =q,
NTz,,—y-Tlz,=0 forallte N,
z;>0 forall t € Ny,
w/NTz, < oo
£=0
min a'vy =uy(s NS-D
s.t. Nv,—y Ty, 21, forallteN, (NsS-D.1)
sup [Iv; @ Wl < oo. (Ns-D.2)

teN,

By Theorem 2.22, the dual programs (Ns-P) and (Ns-D) exhibit
strong duality. Moreover, the following properties hold.

Proposition 3.1 s existence of an optimal Markovian policy
There exists a feasible solution to (Ns-P) such that for all t € N
and s € S there exists exactly one a for which z;(s,a) > 0 and
z,(s,a’) =0 for all a’ # a. The Markovian policy © that uses these
actions is an optimal policy.

Definition 3.1 | advantages

The inverse slack in (Ns-D.1) is called the reduced cost |ibid.] or
advantage of state-action pair (s,a) at time t. We denote it as
n.(s,a). Vectorized advantages n, can be expressed as

n; = re—Nv, +y- T (3-2)

» Advantage 7;(s,a) of an action a represents the benefit of taking

action a over the optimal action and is always non-positive for
any feasible solution of the dual problem. Moreover, there exists
a useful lower bound, as shown by the following lemma.



Lemma 3.2 s advantage bounds
For any feasible combination of dual variables v,, the advantages
given by (3.2) are bounded by

—h, <N, <0, where h,= (1+u+yku) - Nw,.

Proof. The upper bound follows from the constraints (NS-D.1).

The lower bound is derived using equations (2.25), (2.26), and
(2.28), and (3.2):

Ne=ri—Nv+y- Ty

> —Nw; — 1 - Nw; — yxu - Nw, = —h,. QED

Proposition 3.3 % complementary slackness
If z; and v;, t € N are solutions of the programs (Ns-P) and
(Ns-D), then the complementary slackness holds:

z,(s,a) O n,(s,a) =0, forallte N,.

3.3.1 Problem Truncation

The countably-infinite linear-programming formulation is useful
for analyzing mathematical properties of non-stationary problems.
At the same time, it cannot be solved directly, because that requires
infinite computations. For example, consider the dual program
(Ns-D). To find v, one needs to know v;, which in turn requires
vy, and so on ad infinitum. On the other hand, if at least one of
the future value vectors v, is known, all of the previous values
Vr,Vr_g, ..., Vg can be computed in finite time.

This observation provides one of the ways to address the
infinite dimensionality that is used for problems with uniformly
bounded rewards. If the future values vy, are replaced with a
vector u, the problem becomes finite. Even if the approximation
u is bad, the Bellman operator £, is a contraction in bounded
problems, which means that each time it is applied to find a
preceding value vector, the resulting values get closer to the fixed
point, that is, the true values. When the horizon T is sufficiently
large, the initial values of the approximation will be close to those
of the original problem. This observation leads to the following
program.

Definition 3.2 | truncation and salvage vector
A T-truncation of the problem (Ns-D) with salvage vector u is the
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following linear program:

min_ a'vy =v(s,) (NS-D-ALT)
Vg, e, VT
s.t. Nv, =y -Tv 21, 0<tE<T,
NVT—'}/'TU > rT.

Remark 3.1
The constraint Ns-D.2 is no longer required because it holds
trivially when the time domain is finite.

« The definition of truncation involves only one salvage vector u.

However, if we choose to consider truncations of different lengths,
we may want to use different salvage vectors u; at different time
steps t. To address this, instead of a single salvage vector u, we
introduce a salvage function u. If u € L*(S) the solutions of
these truncations will be feasible solutions of the original problem
(Ns-D).

Given such a function u, we obtain a series of truncations with
different salvage vectors Uy, = [ur,;(s)]. . at different study
horizons T.

To analyze the truncations, we use a new Bellman operator.

seS

Definition 3.3 | (u, T)-truncated Bellman operators
The (u, T)-truncated Bellman operator £, : RS - RS un-
der policy 7 and the (u, T)-truncated optimal Bellman operator
B yur s RS — RS are given by:
ret(8) + v - [T vnl(s), t<T,
[Brurved(8) = {ree(8) + 7 [Tpaa](s), t=T,
us(s), t>T.

A
fg*,u,TU = sup fgn,u,TU'
neD

, For any salvage function u € L*(S), both operators are multi-

stage contractions, therefore, they have unique fixed points by
Proposition 2.19. We denote these points as v, , r and v, , 1, and
their vectors of their values at time t as v, r, and v, , 7, By
properly choosing a salvage function u, we can obtain convergent
upper or lower bounds on v, , using the following proposition.

Proposition 3.4 s optimal value bounds
If there exist functions u_ and u,. in L*(S) such that £, ,ru_> u
and £, , tu, < u, for all & € D, then

Ve Tt S Ve Toie S Voo S Vo 7a1r SV T
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Definition 3.4 | value-bounding functions and approximations
Functions u_ and u, of Proposition 3.4 are called lower and upper
value-bounding functions; the values v, , r.andv, , r,are called
lower and upper value approximations respectively.

a Any function u, of Proposition 3.4 provides an upper bound on op-

timal value function v,, and thus the operator £, 1 can be used
in linear formulation for the approximated problem (Ns-D-ALT)
the same way as £, is used in the original problem (c1-D). The
optimal values v, , 1, are equal to u, if t > T. The constraints
beyond the horizon T will become v, —u, > 0, and can be discarded
resulting in a truncation with salvage vector u = up,;.

3.4 ASTOPPING RULE

Section 3.3 shows that non-stationary MDPs can be represented
by countably-infinite linear programs. Even though these repre-
sentations cannot be solved with finite computations, they can
be approximated by truncations. As an approximation, a trunca-
tion may result in a solution with an immediate decision 7, that
is different from the optimal immediate decision of the original
non-stationary MDP. Therefore, we are interested in a method
that allows us to check optimality of this decision without solving
the countably-infinite linear program. In this section we design
such a method for non-stationary MmDPs with unbounded rewards.

We start by presenting a problem formulation with variable
salvage vector. This formulation was introduced by Hopp [1989]
for the uniformly bounded case. We demonstrate how it can
be solved using a linear program of Bean et al. [1992]. Then
we extend the results to non-stationary MDPs with unbounded
rewards by introducing different salvage spaces based on bounding
functions instead of uniform bounds. Finally, we present a new
algorithm for discovery of optimal solution horizons that employs
our stopping rule and exploits the fact that the Bellman operator
of the unbounded problem is a multi-stage contraction.

3.4.1 Truncations with Variable Salvage Vector

Assume that for a given study horizon T and salvage function u
we have solved a truncation and found the optimal initial action
Twu,7,0(Ss). We want to check if this action is equal to the optimal
initial action 7, ((s,) = a, , of the original problem.
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Generalization of
Theorem 1c of Hopp

[1989].

Generalized Lasserre
and Bés [1984].

Suppose that we know that values v, 7., belong to some sets
Ur,; € RS For example, if the values are non-negative and
bounded from above by a constant w, U, can be |S|-dimensional
cubes: U; = {v| 0 < v w-1}. If all of the salvage vectors
v € U of a given subspace U C R/®l result in T-truncations with
the same optimal initial decision and optimal values v, 1., also
belong to that set, then the original problem has the same optimal
initial decision 7, ; as the truncation. The following proposition
formalizes this observation.

Proposition 3.5 s generalized Hopp’s stopping rule

Study horizon T is a solution horizon if the initial optimal action
is the same for all u € Ur,,, where the sequence (U;)cy, of
subspaces U; C RIS! is chosen so that v, ; € Uy.

, Proposition 3.5 was used in Hopp’s stopping rule [Hopp, 1989] for

constant sequence U; = U based on the uniform bounds of the
value vector spans. Given this stopping rule, solution horizons can
be discovered by starting with a study horizon T = 0, checking
the stopping rule, and incrementing T until the stopping rule is
satisfied. However, in order for the rule to be of any practical use,
we need to guarantee that this solution horizon discovery method
terminates in finite time.

The salvage subspaces (U;)cy, must be chosen so that the
stopping rule is able to find a solution horizon. This condition
can be satisfied due to the following lemma. If U C L*(S), where
U is the set of all salvage functions u providing salvage vectors
u; € Uy, then the stopping rule terminates due to the following
lemma.

Lemma 3.6 # existence of solution horizons
Under Assumptions 3.1-3.4, there exists a finite horizon T, such
that for any salvage function u € L*(S) all T-truncations with
T > T, have the same optimal initial decision.

Proof. This lemma is proposed by Lasserre and Bés [1984] for
zero salvage function u = 0 and uniformly bounded rewards.
Both conditions are only required to guarantee that the objective
functions of the linear programs are well-defined, and the proof
holds mutatis mutandis under Assumption 3.1 for u € L*(S). The
only crucial assumptions are that the action space A is finite, the
initial state is known and the optimal initial action is unique. QED
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~ Moreover, we need to ensure that the condition of the stopping
rule can be checked in finite time. When U, are polytopes, it can  Polytopes can be
be done by solving a mixed integer linear program of Bean et al. ~ expressed by sets of
linear constraints.
[1992] as follows.
First, we find a candidate optimal initial decision rule a, =
Tau,T,0(Se) Dy solving the truncation (Ns-D-ALT) for an arbitrary
u € Uy, Then we allow the salvage vector v to vary within Uy,
and seek a decision rule 7, 7((s,) # a, by solving the following
program:

v,mvi,n'zt Mo =i (fg — Nvg — 7 - Tovy) (Ns-D3)
s.t.
—h,©o(1=2)<r, =NV, +y-Tyv,,; <0, 0<t<T,
—hro(1-27)<rp—Nvp+y-Tu<0,
NTz, =1,
jazg =0,
v, € U, 0<t<T,
ue Uryy,
z, € {0, 1}, 0<t<T,

where j, = [8(s,a),(s,.0,) I (syex i @ vector of length |X|, with
all elements equal to zero except for the element corresponding
to the state-action pair (s, a,), which is equal to one, so that
No = Mo (S,, a,) is the advantage of the candidate optimal action
a,; constants h, are defined in Lemma 3.2.

Program (Ns-D3) is derived as follows. By Proposition 3.3, if
an optimal decision rule a, , # a, exists for some salvage vector
u, the reduced cost ng = ny(s,, a,) in the original program Ns-D
will be negative. We can check if n can be made less than zero by
minimizing it for all feasible values of v and variables of the primal-
dual program pair (Ns-P)—(Ns-D). By Propositions 3.1 and 3.3,
only the sign of z, is important: if z,(s,a) > 0, then n,(s,a) =0,
and if z,(s,a) = 0, n,(s,a) < 0. Thus, we can replace z(s,a)
with binary variables z (s, a) = sgnz:(s,a). The integer variables
z,(s,a) ensure that the found solution is a feasible solution to the
dual program that corresponds to a deterministic policy.

The constraints of the program serve the following purposes.
The expressions r, — Nv; + yT,v,,; in the first two constraints are
equal to the advantages n,. Whenever z(s,a) = 1, the corre-
sponding constraint becomes tight and ensures that n,(s,a) = 0.
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When 2(s,a) = 0, the left-hand side of the corresponding con-
straint becomes equal to —h, (s, a), and n,(s,a) > —h,(s,a) always
holds as per Lemma 3.2. Constraint Nz, = 1 is equivalent to
ZaeAp(s) zi(s,a) =1 for all s € S. It ensures that Proposition 3.1
holds.

Next, jrz, = 0 forces the program to search for policies with
Tav10(Sq) # Gy This constraint makes the program infeasible if
no actions other than a, are available for s,, A,(s,) = {a,}. In
this case a,, is also optimal as the only possible action.

We add constraints v, € U, to the formulation of Bean et al.
[1992], because we assume that the optimal value vector v, ; is
known to belong to the space U,. These new constraints help
with speeding up computations by reducing the search space for
variables v;. For an appropriate choice of the spaces Uy, they can
also guarantee that the constraint Ns-D.2 holds.

We exclude constraints v; > 0 from the formulation of Bean
et al. [ibid.], as this assumption does not hold in our case. The
non-negativity assumption was used to show that n; is zero only
when a,, is optimal, but Proposition 3.1 already guarantees this.

Finally, we would like to note that it is not strictly necessary to
solve the optimization problem: if at any iteration the solver finds
a feasible solution with negative value of the objective function, it
can proceed to the next study horizon.

In order to implement the program (Ns-D3) the salvage spaces
U, need to be polytopes (that is, we should be able to express
them using sets of linear constraints). In the next subsection we
provide such subspaces under Assumption 3.1.

3.4.2 Unbounded Rewards
To implement the program (Ns-D3) we need to be able to construct
the salvage subspaces U, so that:

they can be expressed via linear constraints,
they contain the optimal values v, , € U,, and
v; € U, implies that (3.1) holds.

If the value bounding functions u, and u_ of Definition 3.4
exist and are known, we can consider a sequence of spaces

(Upten, Ue C RIS where U,={vliu_,<v<u,} (33

These spaces U, are indeed defined by linear constraints. By
Proposition 3.4, they contain the optimal values v, ; € U,. Finally,
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since u_ and u, belong to the space L*(S), so does v by the
squeeze theorem. As the truncation horizon T increases, the
ranges of possible optimal initial values shrink monotonically by 3.4 A Stopping
Proposition 3.4, until eventually all of the truncations begin to  Rule
agree in the optimal initial decision as per Proposition 3.6.

Unfortunately, existence of such functions is guaranteed only
in the uniformly bounded case. Unless additional information can
be exploited to obtain such bounding functions, the only bounds
on v, . are provided by (2.28) and the only salvage spaces that we
can use are

Ug={vlI—p-w, Vv u-w}

These bounds are no longer value bounding functions in the sense
of Proposition 3.4, because the conditions £, ,ru_ > u_ and
BrurUs < U, are not guaranteed to hold. While a series of
truncations with salvage spaces (U,).cy, will provide an opti-
mal solution eventually, the convergence is no longer monotone,
and larger truncations may no longer tighten the constraints in
(Ns-p3). This is undesirable, as it may lead to unnecessary ap-
proximations that are worse than already considered ones.

Nonetheless, the functions +u - w are the only information
about the problem available under Assumption 3.1, so we want to
establish similar convergence properties for them. To do so, we
show the following property of the Bellman operator £,,.

Lemma 3.7 % monotonicity of the multi-stage Bellman operator
For all # € D, functions u, = *u - w satisfy Llu_ > u_ and
Bru, < u,.

Proof. We prove the statement for u,; the proof for u_ is identical.
By applying £ to the function u, consecutively v times, we
obtain

v=1 .
[fgyru+]t(s) = Z Y- [%r,ltrn]ﬁi(s) +yu- [f"/;‘;w]tw(s)_
i=0

Note that u = Z}’:_Ol k' + Au by rearranging the terms in (2.29).
Then for all t € N, by recalling (2.26) and (2.27),

v=1
[Bru,](s) < Z(:] Kl w,(8) + A - wy(s)

=W - we(S) =u+,t(s). QED

~ Proposition 3.4 uses the operators £, to show that one-stage
increments in study horizons lead to monotone convergence. In
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In Russian, Muwa
(Misha) is a a diminutive
form of the name
Muxaun (Michael). It
also means a little bear;
the mascot of the 1980
Olympic Games being a
famous example.

Figure 3.1:
MISHA—multi-step-
iterated solution-horizon
algorithm.

the unbounded case, Lemma 3.7 shows that similar properties hold
if instead of looking only one stage ahead, the decision-maker
chooses v-stage increments in study horizons, as the Bellman
operator %, is now a v-stage contraction instead of a contrac-
tion. This is a crucial property leveraged by our algorithm; it
ensures that the space of possible initial values decreases with
each iteration, and the algorithm converges monotonically.

3.4.3 The Algorithm

Summarizing the aforementioned results, we present MISHA: the
multi-stage iterated solution-horizon algorithm. of Figure 3.1. It is
guaranteed to terminate in a finite number of steps if the optimal
policy is unique. Moreover, when better value bounding functions
are known, they can be used instead of *u - w to provide smaller
salvage subspaces Uy, resulting in faster convergence.

Data: an non-stationary MDP with a bounding function w.
Result: an optimal initial action a, , and a solution
horizon T, .
1 Letu, <~ p-wand u_ <~ —p - w;
2 for N« 1,2,... do
3 T<N-v—1;
4 | find a candidate optimal initial action g, by. solving
(Ns-D-ALT) with any salvage vector u € Urp,;

5 solve (Ns-D3) with the spaces U, given by (3.3);
6 if (Ns-D3) is infeasible or ny = 0 then

7 Ay o < Ao

8 T, < T

9 break

o forn<1..,v—1do

1 T < T* —n,

12 solve (Ns-D3) with U, given by (3.3);
13 if (Ns-D3) is feasible and ny < 0 then

14 T* <~ T+1;
15 return a, , and T;
16 break

« The algorithm searches for a solution horizon by doing v-stage

increments in study horizons. For each of these horizons it checks
if all of the feasible truncations agree in the initial optimal decision.
Once a solution horizon has been identified, the algorithm returns
back in time, up to the previous considered study horizon. It does
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so in order to identify possible shorter solution horizons.

3.5 EXPERIMENTS

To demonstrate the performance of our stopping rule, we imple-
mented Algorithm 3.1 for the following problem, known as an
equipment replacement problem of Bean et al., 1992.

Consider a piece of equipment subject to deterioration. The
state space S = {0,...,|S| — 1} represents the state of its decay,
with 0 being “new.” At each time step, the agent chooses between
two actions: “replace” (action 0) and “keep” (action 1).

Transition probabilities of the problem are given by

sm={" * =%
s'|s,0) =
P 0, otherwise;
11—y, s =s5<8S,
Y, s'=s+15 <8,
(s'ls1) =
Pt 1, s'=s=8§,
0, otherwise,

where / is the deterioration probability. If the equipment is re-
placed, the state always changes to 0 (that is, “new”). Otherwise, it
either deteriorates to the next state (if there is one) with probability
Y, or remains the same state with probability 1 — .

In the first experiment we used the following rewards:

ri(s,0) = p- (=0.5N™MTL + (1S] — s+ 1)/A);
ri(s,1) = p- (N™nUTL _ g/A),

Figure 3.2 outlines the general reward structure. When the
equipment is kept, it generates revenue which depends on the

N - pP r[(oy 1)

S r,(1,1)

p I rt(ZJ 1)

p—p/A
T
—lp-p+p/A t

—hepl— r,(IS| —2,0)
—1%.N-p e 1 (IS = 1,0)
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S, 1

S 10

N 10

T 1000

Y 0.95

A 45

v 0.4

p 1

Table 3.1: Values of the
hyperparameters.

state of deterioration and grows over time. If the equipment is new,
the initial revenue r(0,1) is equal to p and it grows exponentially
(for example, due to inflation). For each stage of deterioration the
revenue decreases by p/A. When the equipment is replaced, it
generates no revenue, and a replacement cost needs to be paid.
The costs behave similarly to revenues, and the worse is the state
of the equipment, the larger are the costs. We limit the data at
time step T, when it becomes equal to N - p to add uniform bounds
so that the method of Hopp [1989] can be applied as well for
comparison.

Function w, = p - N™M/T1} satisfies Condition 2.5 with k =
y - NYT. Assuming T > —log N, 4 =k and v = 1, so functions
*u - w; can be used as bounds for the state values. These are
loose bounds, as they don’t use any additional information. The
following functions can be used as tighter bounding functions:

o0 o0
u,,= T. max r;,.(s,a) = T.r..(0,1),
+t TZ::OV (Sarex t+7(S, Q) 72::07/ t+:(0,1)

e}
u_,= T min r,,.(s,a) =—=-U, ..
_t TZ_:OV (SheX t+2(S, Q) 9 Ut

These tighter bounds are easy to compute and result in smaller
search spaces U,, making the problem easier to solve. In practice,
for a truly non-stationary problem such closed-form bounds will
not be available, therefore they can be seen as a bound of what
can be achieved without exploiting any additional information on
the exact reward structure.

Stationarity of the rewards after the capping horizon T allowed
us to find the exact solution of the problem. We started at time
horizon T and solved the problem using value iteration, then used
dynamic programming to obtain the initial optimal decision.

We compared our stopping rule for both choices of the bound-
ing functions to Hopp’s rule. We ran the experiments for different
combinations of parameters. For all of them, both stopping rules
identified the optimal initial action correctly but discovered dif-
ferent solution horizons. In almost all of the experiments, our
stopping rule was able to find a significantly shorter solution hori-
zon. The default values are listed in Table 3.1. These values were
used in all of the experiments, unless stated otherwise.

Figure 3.3 shows how the solution horizons and run times scale
with respect to the number of states |S|. Both algorithms need to
look further into the future as the problem size grows, however,
our stopping rule identifies significantly shorter solution horizons.

8o



Shorter horizons mean that less mixed-integer programs need to
be solved, which substantially reduces the run-time.

—*— Hopp —*— Loose bounds —=—  Tight bounds

2 %103 ] Figure 3.3: Performance
/ with respect to the state
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Figure 3.4 presents the effect of the model uncertainty ¢y on
the algorithm. The largest difference in performance is exhibited
when yr = 0.5, that is, when the system’s entropy is the largest.
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| Figure 3.4: Performance
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In the second experiment, we set |S| = 5 and used the same
transition matrices but different rewards. We randomly generated
the initial rewards r, from the following sets

roo € [=05N,0)8, 1o € [0,N)/SI,
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% 1l,—4 is the norm of
the operator

9 :Y — Y’, that is, the
smallest constant that
satisfies

1%Yg 1Y llpsq - 1Yl
forany y e Y.

For matrices, || - lloo—oo 1S
equal to the maximum
of the absolute row
sums.

Subsequent rewards were given by r, .1 = ®,r,, = ®ir, o, where
®, are tri-diagonal matrices with non-zero elements drawn from
uniform distribution on [—1,1), and then scaled so that spectral
radii o, of @, were less than one. The latter condition was added to
ensure that the problem has a bounding function w. These spectral
radii are similar to discounting factors for matrices, because they
indicate the rate of growth of the matrix power series; therefore
for problems with 0 = max{o;,0,} > 1 the values v, may not be
well-defined.
The rewards of this problem are bounded by the function

wi(s) =N -w;, where w; = max{[|®le_ 0 [P5llcoco}-
with the following coefficients:
v=min{j | ¥ Qoo <TAY - 1@l < 1},
JEN,
K=y w, A=yV-w,.

Existence of v is guaranteed by the following property of spec-
tral radii: o, = limt_>°o”¢(tz||41>ét~>oo- As a result, for any o < 1 the
operator norm [|®f||,,_,., becomes less than one eventually.

When « <1, the problem can be transformed into a bounded
problem by using (2.30). In this case we are able to solve the
problem using Hopp’s stopping rule as well. In this experiment the
data was truly non-stationary, and it was impossible to compute
value functions exactly. When Hopp’s stoping rule was able to
find a solution horizon, we knew that the action it identified was
indeed optimal and used it as a benchmark for MISHA.

The results are presented in Figure 3.5. In all of the experiments
our method was able to identify the optimal initial action. In these
cases MISHA always returned the same horizon as Hopp’s stoping
rule. This can be explained by the fact that the methods are
similar: after the transformation is applied to the problem the
salvage spaces U, become identical at all time steps, just like in
the case of Hopp’s stoping rule.

Nevertheless, MISHA runs faster, as, on the one hand, it does
not require the data transformation, and on the other hand, it uses
large steps v when searching for the solution horizon, reducing the
number of iterations by a factor of v. Moreover, it is applicable to a
wider range of problems; for example, Hopp’s stopping rule cannot
be used in problems with a large spectral radius, as illustrated by
Figure 3.5.
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3.6 CONCLUSION

Infinite-horizon non-stationary Markov decision processes cannot
be solved using traditional methods because they seek universally
optimal policies. Finding such a policy would require infinite
computations, because the optimality needs to be established for
each of the infinitely many state-time pairs.

At the same time, the decision-maker may not be interested
in optimality of all of the decision rules at all. Often, the decision
involves only a single state: the one that is observed right now
and requires immediate action. By seeking initial-decision optimal
policies instead of the universally optimal ones, we can overcome
the curse of infinite dimensionality of the decision-making problem.
Once an optimal initial decision was identified, the same procedure
can be used to find an optimal action for the next decision epoch.

We propose one such algorithm for finding optimal initial de-
cision rules. This algorithm uses a stopping rule to discover a
solution horizon: a time horizon removed so far into the future,
that the data beyond it does not affect the decision that needs to
be made right now. The rule is applicable to problems with un-
bounded rewards and does not require any additional assumptions
on the reward structure, such as convexity of rewards, making it
applicable to a broad class of problems.

An experimental study shows that our stopping rule was able
to find better solution horizons and did it faster even when the
rewards can be uniformly bounded.

Future research directions include an extension to problems
with countably-infinite base state spaces, as the problem is already
countably-infinite in the time domain. Additionally, the rate of
convergence may be improved by considering span-based bounds
in combination with weighted-supremum ones.
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stationary infinite-horizon MDP that is based on a refor-

mulation of the original problem as a countably-infinite
stationary one. This a much broader class of decision processes
that remains almost unexplored due to computational hurdles
associated with countably-infinite optimization. In this chapter,
we further develop the theory of truncations in countably-infinite
MDPs, and design an algorithm for such problems. Like MisHA
—the algorithm of Chapter 3—it is applicable to problems with
unbounded rewards; unlike it, the new algorithm belongs to the
family of policy iteration methods. It performs sequential policy-
improving updates while eliminating provably suboptimal actions;
this procedure continues until unique optimal decision rules are
obtained for each state in the support of the initial distribution.
This allows the decision-maker to plan ahead of time and be
prepared for different possible states of the environment at the
moment when the decision needs to be made.

THE PREVIOUS CHAPTER presented an algorithm for non-

4.1 INTRODUCTION

In the previous chapter, we considered non-stationary MmDPs and
showed that they can be written as countably-infinite stationary
MDPs. Similarly to the non-stationary case, solution methods for
such decision-making processes employ approximations known as
truncations. A truncation contains only a finite subspace of states,
and policy optimization is performed over these; for the remaining
states, the policy is set arbitrarily. This approach is used in most
of the existing methods for countably-infinite MDPs [Lasserre and
Bes, 1984; Cavazos-Cadena, 1986; Hopp et al., 1987; Hopp, 1989;
Bean et al., 1992; Lee et al., 2017].

Once a truncation is solved, the quality of the resulting ap-
proximate solution can be evaluated. If the approximation needs
improvement, a larger truncation is considered, and the process
repeats until a sufficiently good truncation is found. While the
basic idea of this scheme sounds simple, the infinite-dimensional
nature of the underlying problem presents unique challenges. For
example, Proposition 2.3 presented in Chapter 2 tells us that even
something as simple as a change of summation order may not be
possible and requires careful consideration.

Because of the underlying challenges, research in countably-
infinite MDPs remains limited and relies on some additional as-
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For a more detailed
explanation, the reader
is referred to the works
of Ghate |2015] and Lee
et al. [2017].



See Lemma 2.23, p. 2.23.

MISHA uses multi-step
truncation enlargements
to guarantee
improvements; this is
possible because of the
the special state-space
structure in
non-stationary
problems, where the
time dimension is not
recurrent.

The contraction horizon
is defined in
Condition 2.5, p. 52.

See Figure 3.1, p. 78.

sumptions about the underlying problem.

First, uniformly boundedness of rewards may be assumed to
guarantee existence of optimal policies. Unfortunately, this con-
dition does not hold for some countably-infinite MDPs, including
the inventory management problem of Sections 1.3.2 and 2.4.5.

Next, a desirable property of a solution method is monotonic
improvement of the policy it produces [Lee et al., 2017]: each
iteration should result in a policy that strictly improves the previous
one. In problems with unbounded rewards, an increase in the
truncation size no longer guarantees that the resulting solution
is better than the previously found one. This happens because
the Bellman operator is no longer a contraction, and additional
data may result in a solution that is further from the optimum.
It is therefore desirable to have methods that are monotonically
improving the solution.

Finally, many of the existing truncation-based methods assume
—mostly implicitly—that the state space is totally ordered and lower
bounded. For example, non-negative integer numbers § = N
satisfy these conditions. This assumption produces a natural
truncation improvement scheme: whenever the current truncation
is not sufficiently good, add the smallest missing state to it. For
example, Lee et al. [ibid.] use this approach. A similar scheme is
used in the previous chapter for non-stationary MDP, but instead
of adding one state at a time, we added sets of all states reachable
within the contraction horizon. In practice, the state space can
have a more complex structure. For example, in the multi-product
inventory management problem, the states are multi-dimensional
vectors. This calls for truncation enlargement schemes that do
not rely on a total order, but still improve the approximation.

To summarize, our goal is to design an iterative truncation-
based solution scheme for countably-infinite MDPs that:

is applicable to problems with unbounded rewards;
monotonically improves the baseline policy;
does not require the state space to be totally ordered.

In this chapter, we present such an algorithm. We name it As-
PIRE—approximate salvage-based policy iteration with repeated
elimination (of actions). It combines the ideas of Chapter 3 and
Lee et al. [ibid.] and uses the duality of occupancies and values in
countably-infinite MDPs and the theory of contractions in Banach
spaces.

Like the previously discussed MISHA, ASPIRE is based on a
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search of salvage function that may result in better initial deci-
sions. In the case of non-stationary MDPs this problem is a linear
program with salvage vectors as the optimization variables. In
the countably-infinite case, this approach leads to programs with
countably many variables and thus it is rendered useless. Instead,
ASPIRE utilizes an analytical solution to this linear program, which
is computable under some additional conditions.

Like the simplex method of Lee et al. [ibid.], ASPIRE is a policy-
iterating algorithm that utilizes approximate advantages to reason
about optimality of actions. While the method of Lee et al. |ibid.]
uses zero salvages only, ASPIRE reasons about all of the possible
salvages simultaneously, which allows us to introduce a rule for
action elimination: if an action is suboptimal for all possible
salvages, this includes the case when the salvage coincides with
the true value function; as a result, the action does not need to
be considered anymore.

4.1.1 Previous Work

Solution methods for countably-infinite MDPs with unbounded
rewards can be traced back to the works of Harrison [1972], Lipp-
man [1975], and Wessels [1977]. Each of these papers considered
a different set of assumptions on rewards and transition proba-
bilities. These sets of assumptions are referred to as settings by
Lee et al. [2017]. White [1982] proposed a generalization of the
three settings, which in turn was even further generalized by the
setting of Cavazos-Cadena [1986].

Unfortunately, the setting of Cavazos-Cadena [ibid.] utilizes a
value bounding function which cannot be computed finitely [Lee
et al., 2017]. Due to this observation, the setting of White [1982],
as presented in Puterman [1994, Section 6.10], remains the most
commonly employed one.

For this setting, which was formally introduced as Condition 2.5,
Lee et al. [2017] proposed a simplex-based algorithm mentioned
earlier. Starting with an arbitrary policy, their algorithm evaluates
it approximately. Then, it estimates how much each alternative
action can improve the current policy. If an improvement in the
approximate value is large enough, it is guaranteed to improve
the true values as well, and the policy is updated. Otherwise,
the truncation is expanded and the policy is re-evaluated. Thus,
this method can be seen as an extension of the policy iteration
algorithm to the countably-infinite MDP case.
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Cf. Assumption 4.1,
p. 90.

Cf. Assumption 3.3,
p. 68.

To the extent of our knowledge, the method of Lee et al. [2017]
is the only method applicable to countably-infinite MDPs in general,
but other method exists for problems with special structures. For
example, Ghate and R. L. Smith [2013] considers non-stationary
MDPs with uniformly bounded rewards and proves that strong
duality holds in this case.

In addition to these algorithmic approaches to countably-
infinite MDPs, some authors study theoretical aspects of such
problems. For example, Puterman [1994, Section 6.10] employs the
idea of multi-stage contractions to show that the value function
exists uniquely under Condition 2.5 even though the Bellman op-
erator is no longer a contraction; Hernadndez-Lerma and Lasserre
[2002] provide conditions for duality of occupancies and values in
countably-infinite MDPs.

4.2 MODEL ASSUMPTIONS

Similarly to non-stationary problems of Chapter 3, a set of as-
sumptions is required to establish existence of optimal policies
in countably-infinite MDPs. The first two assumptions guarantee
that the problem is well-posed.

Assumption 4.1 | weight function exists
A weight function w : § — R, of Condition 2.5 exists but does
not have to be known to the agent.

Assumption 4.2 | finiteness of actions
For any state s € S, the set of permitted actions Ay (s) is finite,
AL ()] < e

» In Chapter 3 we required that the initial state is observed by the

agent and the decision is made based on this observation. While
this allows the agent to act optimally by re-planning every time
a decision needs to be made, there may not be enough time to
plan in such a reactive way. Instead, if the initial state distribution
is known, the agent can plan proactively by finding an optimal
decision for each of the possible states. The following assumption
guarantees that this is possible.

Assumption 4.3 | finite support of initial state distribution
The initial state distribution a has a finite support, |[supp a| < .

« Conditions 2.5, 2.4 and 2.6 hold under Assumptions 4.1, 4.2, and

90



4.3 respectively. Together, they ensure that Theorem 2.22 (the
duality theorem) holds.

When the weight function w exists, the value functions are
absolutely bounded by w - w. In Chapter 3 these bounds were
used to design the salvage spaces, that is, the spaces of potential
future values. Sometimes, tighter bounds may exist and be easier
to identify. For example, if the rewards are positive, the lower
bound of zero is trivial and tighter than ucotw. Therefore, we
assume that some bounds are available to the agent that may not
be related to the weight function w.

Assumption 4.4 | value bounds exist in L¥“(S)

The agent knows the value-bounding functions u. such that u_ <
v, < u, for any stationary deterministic policy 7 € D. Moreover,
these functions are assumed to have finite w-weighted supremum
norms, u, € L¥(S).

» Assumption u, € L¥(S) is required so that the possible value
functions are restricted to the space L*(S) of functions with finite
w-weighted supremum norm, which is required for the duality to
hold.

The following assumption introduces the necessary properties
for initial optimal decisions to be identifiable starting with one the
truncations. It requires two additional definitions.

Definition 4.1 | monotone-increasing sequence
A sequence (Y )3, of subsets Y, € Y is called monotone increas-
ing if each element is a superset of the previous one:

YoCY;C-CY 1 CY,,CVYyyyC-oe.

Definition 4.2 | limiting set
The limiting set Y, of a monotone-increasing sequence (Y ),
is defined as

_ Al
Ym_moyk_iuoyi.

Assumption 4.5 | properties of the salvage spaces

There exists a monotone-increasing sequence (S;);., of finite
subspaces of the state space, S; € S, such that its limiting set S,
is a superset of the the initial distribution support, suppa C S...
Additionally, for any stationary deterministic policy 7 € D

lim sup( D pa(s'ls) - w(s’)) =0. (4.1)

k—o0 seS,, S'ESIE
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« The last part of this assumption requires that the truncations

increase in such a manner that the probabilities to transition
outside of the truncation decrease faster than the weight function
w grows there.

Finally, the following assumption guarantees that the optimal
initial decisions are unique and therefore identifiable as optimal
by our algorithm.

Assumption 4.6 | optimal initial decision rules are unique

All optimal policies 7, € D have the same decision rules a, ,(s)
in the support of the initial distribution, z, (a|s) = Saay o (5) for all
sesuppa and a € Ap(s).

4.3 AMOTIVATING EXAMPLE

We now re-examine the multi-product inventory management
problem of Sections 1.3.2 and 2.4.5.

In Section 2.4.5, we established that no uniform reward bound
exists in this problem, as stated by Lemma 2.23. At the same
time, the weight function w exists by Lemma 2.24, and therefore
Assumption 4.1 holds. Assumption 4.2 holds as well because the
order size is limited. Assumption 4.3 can be checked easily when
the initial distribution is known.

Assumption 4.4 holds due to the following lemma.

Lemma 4.1 # value bounds in inventory management

In the multi-product inventory management problem, for any policy
7 € I1 the value v,(s) of each state s € S is bounded by the
functions u. € L*(S):

—p1- w(s) < u_(S) < vg(8) S U, (S) < w- w(s),

where u_(s) 2 —ﬁ -(h,s) — Co— ](/1_(30)2_ Ch)
Ce

and u,(s) = m (4-3)

The constants Cg, Cp, and Cy are defined in Lemma 2.24.

(4.2)

« The proof of Lemma 4.1 is presented in Appendix A.4.

Next, Assumption 4.5 requires us to construct a sequence of
finite truncation sets. Let S, = suppa. It is finite by Assump-
tion 4.3. For any S, define the next truncation set S;,; as the set
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of all states in S, as well as all states reachable from S, in one
step:

S 2 Sy U{s" €S |p(s'Is,a)>0 for some a € Ap(s)}. (4-4)

In this case, the limiting set coincides with the state space S, = S.
For any state s € S the complement S{ becomes unreachable
starting with some N, and the sum in (4.1) becomes equal to zero
for any k > N, therefore, (4.1) holds.

Assumption 4.6 is the only assumption that is cannot be guar-
anteed to hold without further analysis.

The inventory management problem belongs to a class of
problems with limited state reachability: for any state s € S, only
finitely many other states can be reached in the next time step.

Countably-infinite reformulations of non-stationary MmpPs used
in Chapter 3 have the same property: the resulting augmented
state space S is indeed countably infinite, but for any augmented
state $ = (s,t),s € S, only the augmented states of the next time
step §' = (s',t +1),s" € S are reachable.

Similarly to the inventory management problem, the iterative
procedure given by (4.4) can be used for any limited-reachability
problem to produce a monotone-increasing sequence of truncation
spaces starting with S, = supp .

4.4 POLICY EVALUATION

To design an algorithm for countably-infinite MDPs, let us first
consider the task of evaluating a given policy z. This is necessary
to ensure that we can evaluate policies and guarantee that policy
iteration improves them.

In finite-dimensional problems, policy evaluation can be done
by finding the fixed point v, of the Bellman operator £,. In the
countably-infinite case, this cannot be done. A common approach
is to consider a finitely computable approximation to the Bellman
operator £ to obtain approximate values. In this section, we
present one such operator, and show that it can be used to create
a series of approximations converging to v, pointwise within a
given subspace.
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Compare to
Definition 3.3, p. 72.

When S = N and

B ={0,1,...,N} such an
approximation is known
as an N-state
approximation to v,
[Puterman, 1994]. Even
though each
countably-infinite space
is denumerable in this
way, we want to develop
an algorithm that does
not rely on such a

denumeration.

See Proposition 2.3,
p- 34-

4.41 Truncated Bellman Operator

In the previous chapter, we considered an approximation called
a (u, T)-truncation. In this approximation, the evaluation is done
up to time T, and is approximated with a function u called the
salvage afterwards. Essentially, the truncation horizon T separated
the time-augmented state space S = {3=(st)|seS,t e T}
into two subspaces. We can use the same approach in countably-
infinite spaces by defining a finite subspace B C S in which the
evaluation takes place. We call the resulting approximation a
(u, B)-truncation.

Definition 4.3 | (u, B)-truncated Bellman operator

For a given function u : § — R and a finite subspace of states
B CS, |B| <, a (u B)-truncated Bellman operator 35% :RS —
RS of a policy x is an operator given by

re(s)+y- an(s’|s) - (v(s') - Iiyecn)
s'eS
[£B v](s) = if s€ B,

otherwise.

+u(s’) - H(s,$B}),
u(s),
We call u a salvage function and B a truncation set of a (u, B)-

truncation, and the resulting MDP a (u, B)-truncation of the origi-
nal problem.

By first summing over the states s’ in the subspace B and then
over the rest of the states, we can rewrite the (u, B)-truncated
Bellman operator £2, as

rz(8) +¥ - 2 pa(s'18) - v(s")

s’eB
[BE vi(s) £ +y- Y pu(s'ls) - us), ifs€B, (4.5)
s'eBC
u(s), otherwise;

however, this involves a change of summation order and therefore
requires either absolutely summability or non-negativity of the
sum by the Fubini—Tonelli theorem. We use absolutely summability
and therefore require that the following condition holds.

Condition 4.1 | salvage has a finite weighted supremum norm
The salvage function u has a finite w-weighted supremum norm,
uel¥(s).
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Remark 4.1
Under Condition 4.1, the sum Y, g p,(s'|s) - u(s") can be split
into sums over disjoint sets B; (finite or infinite) for any subset B: 4.4 Policy

n Evaluation
D pa(s'Is) us’) = D pu(sls) - u(s),
s'eB i=0s'€B;
where | |.;B; =B, and B C S.
» Indeed, under Condition 4.1, the sum ¥, g p,(s'|s) - u(s’) is ab-
solutely summable, because
D ApR (1) - usH| < Y pr(s'ls) - |u(s)] b pa(s']s) >0
s'eS s'eS
< Z P (s 18) - w(s") - lull, > by Remark 2.6
s'eS
< Kllull, - w(s) < o, > by (2.26)

By the Fubini—Tonelli theorem, if an infinite sum is absolutely
summable, so is any of its sub-sums, and the summation order
can be chosen arbitrary.

We can rearrange the terms in (4.5) even further by combining
all of the summands that do not depend on the value function
v.To do this, we define the following auxiliary functions.

Definition 4.4 | (u, B)-truncated reward bonus
The (u, B)-truncated reward bonus b2 , under policy 7 is a function
given by

bE () 2y D pa(sIs) - u(s). (4.6)

s'€BC
Definition 4.5 | untruncated reward bonus
The untruncated reward bonus b2 under policy = is given by

b2 () 27 2 Pa(s'I8) - va(s). (4-7)
s'€BC
Definition 4.6 | bonus-augmented reward
The bfyu—augmented reward is a function given by
r2,(s) 2 ry(s) + b2, (s).

~ Using this notation, the (u, B)-truncated Bellman operator :.?é;lzu
can be written as

[BE w1(s) =1 (s)+y- D py(s'Is)-v(s), for each s € B. (4.8)

s'eB

It is now equivalent to a Bellman operator of an MDP 90t with a
finite state space S = B and rewards 7. (s) = r2,(s).
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Unlike this smaller, finite-state problem 91, we can still transi-
tion outside of the subspace B in the original countably-infinite
4 The Countably- ™bDP 9. It is thus important to distinguish between transitions
Infinite Model  within the subspace B, and those that can lead outside of it. The
probability p’;’TB(s’ |'s) to transition from some state s € B to an-
other state s’ € B in j steps when following policy 7 and never

leaving the subspace B can be computed as

pYB(s'|s) £ pl(s'|s) = 8y,
PP (s"18) 2 Y pe(s”Is)) - pl "B (s | 9).
s'eB

4.4.2 Fixed Point of the Truncated Bellman Operator

While the resulting truncated Bellman operator £2, can be used
as an approximation to the exact Bellman operator £, it is not
immediately obvious that this new operator has a fixed point,
like £ does, nor that this fixed point is unique. The following
theorem shows, that this is indeed true.

Theorem 4.2 * fixed point of the truncated Bellman operator
Under Condition 2.5, the (u, B)-truncated Bellman operator %Eyu
has a unique fixed point v2, € L*(S) for any stationary policy
7 € D, salvage function u € L*(S), and truncation set B C S.

See p. 108.2~ The proof of this theorem is presented in Section 4.7.1.

4.4.3 Additional Notation

In order to simplify further presentation, let us introduce the
following notation.
First, let 7 : RS — R® denote the identity operator

[Tyl(s) =y(s) forallseS.
When the argument y is restricted to the space L*(S), 7y € L*(S)
trivially.
Using this operator, we can write v, = r, +y- v, as r, =
(T —y-T)vg, or v, = (T —y-T)7'r,. It is useful to have a
notation for this inverse operator.

Definition 4.7 | value-producing operator
The value-producing operator @, : RS — R® is the inverse of
I -y

Q=T —y- T =Y T
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Lemma 4.3 * the operator (9, maps L¥(S) to itself
The value-producing operator @ , maps the space L*(S) of func-
tions with finite w-weighted supremum norm to itself.

Proof. Proposition 2.17 states that [|Q .., < u < oo for the reward
function r, € L¥(S). The same argument holds for any function
y € L*¥(S), showing that [|@ . yll,, is finite. QED

v Next, because we restrict the evaluation to a finite subset B, we

can use the following vector notation. For any subsets B C S and
B’ C S, let yB and TB~B" denote a vector of all elements of a
function restricted to the subspace B and a transition matrix from
B to B"

vB = [y(9)] e wherey € {r,, v, u,w, etc.},

B—-B’ A ’
Tﬂ_) - [p,z(s |S)]seB,s’eB"

When the transition operator given by a matrix T2 ~B acts from
a subset B to itself, we write simply TZ, and similarly for other
linear operators.

As a consequence of Theorem 4.2, the (u, B)-truncated value
function UEM exists and is unique. Moreover, U,"EM(S) = u(s) for
all s € BC (we can write this as (v;'-’;‘,u)]BC = uB°). For s € B, we
write the vector (v2 )® of (u, B)-truncated values vZ, (s) simply
as VB . It can be found as follows:

B _— (B B B,,B
Vn,u =rz + bn,u Ty Tn Vn,u' (4-9)

By moving the second summand to the left-hand side and multi-
plying both sides by (I® —y - TB)~! we obtain the following exact
formula for the (u, B)-truncated values:

vB, =QBrE +b2) =qBrE , where (4.10)

QE £ (1B —y . TE)-L (4.11)

This is possible because the spectral radius of matrix y - T2 is less
than one. Therefore the matrix Q}f exists and is finite [Puterman,
1994, Corollary C.4]. Assuming that the bonus vector bEﬂ is known,
the (u, B)-truncated values v2, on the truncation set B can be
computed in finite time.

As a result, (4.10) is a more compact form of

B (s) = YoV Zoen PP (8'18) - 15,(s), sEB,
U - C
u(s), se B-,
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following the notation of Theorem 4.2. It can also be derived from

(4.29) directly by using v2, = £2 vE . In the remainder of this

4 The Countably-  chapter we will use vector notation in this way. We would like to
Infinite Model  stress that all of the results can be derived element-wise as well, so

vector notation is just a shorthand used for clarity of presentation.

Remark 4.2
In vector-matrix form, Remark 4.1 can be expressed as

n , , 0
TB=B'uB = S 127 % uB" where | | B, = B.
i=0 i=0

~ Similarly, given a finite set of functions u; € L*(S), 0 < i< n <o,
we can see that u = z?:o u; belongs to L¥(S) as well, and therefore

B—B’,,B’
7"y

M=

TE_’B/y}B’. (4.12)
0

In particular, TE=B' (yB' + uP’)y = TE-B'yB" + TB-B'y B’

Under Condition 2.5, rewards r,, values v,, salvages u and
truncated values v2, all belong to L*(S). Remark 4.2 tell us that
multiplication of T2~B by either rZ’, v&', u®’, or vZ), can be block-
partitioned and is left-distributive. This observation will be used
in the following proofs without being explicitly mentioned.

4.4.4 Truncation Errors

As (u, B)-truncation is an approximation, the truncated values
vB , differ from the true values v2. In this section, we examine the
difference between these two values. We begin with the following
definition.

Definition 4.8 | truncation error
Given a (u, B)-truncation, its error e;';"iu under a policy 7 € D is
the difference between the true values v and the approximated
values vZ :

e, (s) 2 VB (s) — vB(s). (4.13)

Theorem 4.4 # truncation error
If Condition 2.5 holds, within the truncation set B, the values vE
of a (u, B)-truncation differ from the exact values v2 by

e;]?,u = QE(bgu - bE) (4'14)

for any truncation set B C S and salvage function u € L*(S). The
matrix QP is defined by (4.11).
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Moreover, for any choice of salvage functions u. € L*(S) such
that u_ < v, < u,, the exact values v, are bounded by

B Sv SR,

Proof. Values vE can be written as
B _ B B—Sy — (B ByB | pB
Vg =fz +y- Ty Vn_r:r+7/'TnV7r+b7r'
The error e, is then equal to

B _— B B,,B B B B,,B B
en,u =r; +Y'T7rv7£,u+ b:r,u — Iz _Y'Tnvn - b:r
ZY'TE(VE,M_V;]?)'F(bEu_bE&)

=y-Trez,+ (bz, —bz).

By moving the first summand to the left-hand side and multiplying
both sides by Q2 we obtain (4.14).

If u> v, then uB® — vj?c > 0 and consequently (e;lzu)Bc 20
(as (vB,)B" = uB® by definition). At the same time, by comparing
Definitions 4.4 and 4.5, b2 > b® trivially. Therefore, 2, > 0 as
a product of a non-negative matrix and a non-negative vector.
Thus u, > v, implies UEM > v,. The case of u_ follows mutatis
mutandis. QED

Corollary 4.5 # truncated values are monotone in salvages

For any two salvage functions u',u"” € L*(S), if u’" > u”, then
vB > B,

U U

B

B —Ve) and use

Proof. We write V2, —Vv2 ., = (VB —vE) — (v
Theorem 4.4 to obtain

B B — OB/wWB B
Vn,u’ - Vn,u” - Qn (bn,u’ - bn,u")'

By definition of the truncated bonus function, it is a linear combi-
nation of values of the salvage function with positive coefficients.
Therefore, if u' > u”, then b2, > b . and vZ ,(s) > vE . (s) if
s € B. For s € BC, VB (s) — VB () = (s) —u"(s) > 0; as a

result, vB, (s) > vB . (s) for any s € S. QED

« Theorem 4.4 allows us to estimate how good an approximation

provided by (u, B)-truncation is. Moreover, as the salvage u pro-
vides an estimate of values over the complement BC, we can say
that if u < v, (or u > v,) it “underestimates” (or “overestimates”)
v,. By Corollary 4.5, so do all the truncation values Uj‘zu. Therefore,
we can obtain bounds on possible ranges of true values v,.
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See p. 110

Theorem 4.6 generalizes
Lemma 3 of Lee et al.
[2017], where § = N,

B, =11,2,...,k}, and
u=0.

When bounds from a truncation set B are too loose to reason
about optimality of the policy, we want to be able to improve
them by choosing a different truncation set B. We also want the
approximations obtained this way to converge to the true values
v,. The following theorem shows that it is possible, but requires
an additional condition on the weight function.

Condition 4.2 | vanishing effect of the weight function
There exists a monotone-increasing sequence (S);~, of states
such that for any stationary deterministic policy =7 € D

lim sup( D pa(sls)- w(s’)) =0.

TP seS., S’ES%

Theorem 4.6 # convergence of the truncated values

Under Conditions 2.5 and 4.2, the sequence of absolute errors
(ei’z,(s)):lo of (u,Sy)-truncations converges to zero for any sal-
vage function u € L¥(S), stationary deterministic policy = € D,
and state s € S, in the limiting set of the monotone-increasing
sequence (Sy)y_y. As a result, the sequence of (u, Sy)-truncated
values (vf}{,(s))fzo converges to the exact values v, over S..:

]}im Sk () = v(s) foralls€S,.

The proof of Theorem 4.6 is presented in Section 4.7.2.

Theorem 4.6 establishes that in countably-infinite MDPs policy
evaluation can be done approximately by considering a truncation
and that the approximation quality improves as the truncation
size grows.

4.5 POLICYIMPROVEMENT

In the previous section, we showed that policies can be evaluated
arbitrary close in the limiting set of the truncation sequence.
We now design a policy improvement procedure that uses such
evaluations to optimize the decisions prescribed by a policy.

4.5.1 Pivoting and advantages

We begin with a procedure known as policy pivoting. It can be
used to create a new policy by changing a single decision.
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Definition 4.9 | policy pivoting

Given a policy = € D, and a pivot pair (s,a) € X, pivoting of the

policy 7 at the state-action pair (s, a) is a procedure of obtaining 4.5 Policy

a new policy 7’ € D that is identical to the policy = everywhere  improvement
except for the state s, where it uses the action a instead of 7(s).

In other words, the new policy is produced by the pivoting operator

Ko D — D (thatis, n' = R ) defined as

A |a, if s =s,
[Ram](s) = {

n(s’), otherwise.

~ Whether a pivoting improves or worsens the policy, can be estab-
lished by computing advantages of different actions.

Definition 4.10 | advantage over policy

Advantage n,(s,a) of an action a over a policy = for state s is  In this notation, the
defined as advantages (s, a) of
Definition 3.1 (p. 70) are
equal to advantages
over an optimal policy

Ne(s a) £ r(s,a)+y- Zp(s’ls,a) cU (8" — v, (S)

s'eS
=r(s,a)+y- ) p(s'|s,a) - v (s') Tyt 1(5,@) =1z, (5,0).
s'eS\ {s}
— (I=y-p(sls,)) - v(5). (4.15)

~ Any policy 7 induces occupancies z, that are feasible to the
primal program c1-p. Advantages represent negative slacks of the
complementary dual solution v, to the dual program c1-b. They  For a reminder of the

can be used in both policy improvement and action elimination as ~ dual formulation of the
follows problem, see
. Theorem 2.22, p. 57.

Lemma 4.7 # salvage effect on policy pivots
Given a policy = € D and a pivot pair (s,a), let &' denote the new
policy after pivoting & at (s,a), #' = ﬂs{an.

e If n.(s,a) <0, then v, (s") < v, (s") for all states s' € S and
v (S) <v.(s), so the pivoting worsens the policy .

e If n.(s,a) > 0, then v, (s") > v, (s") for all states s' € S and
v (S) > v,.(8), so the pivoting improves the policy .

e If n.(s",a") <0 for all state-action pairs (s",a") € X, then the
policy © cannot be improved and is optimal.

Proof. The values v, of the policy =" are equal to Also see the proof of
Lee et al. |ibid.,

Uy =T Y TV =T+ - TV — vy) +y - Tpv, — U, + v,  Proposition 6].
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See Definition 3 of Lee
et al. [2017] for details.

Therefore,

T+y-T )Wy —vy) =10 +y - T v, —U,, and

Uy —Ug = Qu(rp+y - Tov, —v,).

The function f =r, +y - v, — v, is equal to zero everywhere
except for f(s), which is equal to n,(s,a).
If n.(s,a) > 0, then for any function y

Qo y1(s) = Zy yl(s) = <s>+;y"-[9;?y]<s>>y<s>,

and therefore v, —v, > rpy +y - Jv, —v, > 0 and v (s) —
v,(8) > n,(s,a) > 0. Similarly, if n,(s,a) <0 then v, — v, <0 and
Uy (8) —ug(s) <0.

The last statement follows trivially from the complementary
slackness conditions. QED

, Lemma 4.7 serves as a basis for both policy improvement and

action elimination steps if the exact advantages are known. Unfor-
tunately, just like in the case of values, they cannot be evaluated
finitely and we have to rely on approximations.

4.5.2 Advantage Approximation

We now introduce the approximate advantages and show that
they approach the exact advantages 7, (s,a) as the truncation set
grows. We call such approximations upper and a lower (U, B)-
approximate advantages ng:_rB(s, a), and show that they converge
to the exact advantage 1, (s, a) from above and below respectively.

Definition 4.1 | (u, B)-approximate advantage

For any salvage function u € L*(S) and truncation set B C S,
the (u, B)-approximate advantage of action a over policy « for
state s is a function n%, : X — R defined as

’7%,14 Sr+y. 9'1}32“ - B, (4.16)
Definition 4.12 | upper and lower (U, B)-approximate advantages
Given a subspace of functions U C L¥(S) called a salvage space
and a subspace of states B C S, the upper and lower (U, B)-
approximate advantages n B(s,a) and Nx,: UB(s,a) of action a €
A, (s) over policy 7 € D for state s € S are defined as

n,H (s,a) = maxr]w(s a), Nz UB(s q) £ mm r],w(s a). (4.17)
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~ The upper and lower (U, B)-approximate advantages may be
ill-defined, because the attainability of the extrema in (4.17) de-
pends on the salvage space U. For now, let us assume that the 4.5 Policy
approximate advantages n;[tj,s_,B(s,a) are indeed well-defined. We  improvement
will establish this fact later for a particular choice of the salvage
space U.

Theorem 4.8 # convergence of the approximate advantages

Under Conditions 2.5 and 4.2, if the upper and lower (U,S;)-
approximate advantages n}éf"(s,a) are well-defined, then for any
stationary deterministic policy © € D, state s € S, in the limiting
set of the monotone-increasing sequence (Sy);_,, and permitted
action a € Ap(s), they converge to the true advantages n,(s,a)

from above and below respectively:

qg’_sk(s, a) tn,(s,a) and ng;g"(s,a) I n.(sa).
a The proof of this theorem is presented in Section 4.7.4.

Even if we assume that the extrema in (4.17) are attained, it is
still not immediately clear how these optimization problems can be
solved, because the (u, B)-approximate advantage function n2 , of
416 is expressed in terms of the truncated value function UEM. To
address this challenge, we now show the approximate advantage
N2, can be written as a function of the salvage wu.

First, we rewrite the approximate advantage function rﬂiu as

neu(s,a) =r(s,a) +y-y p(s'ls,a)-vE, (s") —vE (s)
s'eS

=r(s,a) +bE (s)
+(y- 2 ps'Is,a) - v, (s) — VB (s))
s'eB
=r(s,a) + [JVb;l?’u](s, a) + [%BUEM](S,G), (4.18) > W'is the extension
B B operator that changes
where the operator & : RX — RS shows how much a function y  the argument of a

is expected to change after a one-step transition into the subspace function from s to (s, a),
B; it is defined as see (2.24).

[RByl(s,a) =y - ZBp(S’Is,a) y(s) = y(s).
s'e

Since our goal is to evaluate the advantages for some states s € B,
we can assemble them into a vector that includes these states
only. To do so, we define the set Xz C X of admissible controls
in the subset B C S of states as

Xg = {(s,a) € X |s € B},
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by (4.18) <
by (4.10) «

Note that all of these
matrices and vectors are
finite-dimensional,
justifying the various
changes of the
operations order in
(4.21).

In finite dimensions, the
space U. is compact,
because it is bounded

and complete; therefore,
by the extreme-value

theorem Aliprantis and
Border |2006,
Theorem 2.43], the
extrema are attained. In
the countably-infinite
case, boundedness and
closeness are not
sufficient to establish
compactness. w

and write the operators % and /" as |Xp| x |B| matrices

RXs7B 2 [ (419)

(4.20)

Y- P(Sl | S, a) - 53,8'](s,a)EXB,S'EB’

Xp—B A
N*s - [53,5’](s,a)EXB,s’eB'

Finally, using this notation, the (u, B)-approximate advantages
n;'iu(s, a) for (s,a) € Xy can be written in matrix form as
R (E,)%s = s+ N¥sTBRE, 4 RX5OBVE,
= rXe + NXs7BpE 1 RXs>BQE(rB +bB )
= r¥s + RXs7BQErE + (NXs7B + RXs7EQB)pB

<X Xp—B
= rﬂ']B + LTEB b;‘iu’

(4.21)

where the augmented reward vector ¥2® and the auxiliary matrices
L= and KX2P are defined as follows:

FrB 2 Xe 4 KE7EB) (4.22)
Xg—B A Xg—B
SBTB A NXpoB oy k2B and (4.23)
Xg—B a
220 2 R%7BQB, (4-24)

The (u, B)-approximate advantages nZ (s, a) of (4.21) are ex-
pressed in a way that does not require to compute the values
v, of the policy # € D. Instead, they depend on the salvage
function u directly via the (u, B)-truncated bonus function bgu of
Definition 4.4. The bonus function is an affine transformation of
the salvage function u presented in (4.6), and therefore the bonus
is linear in the salvage and the objective function of (4.16) is linear.

To ensure that the optimization problems (4.16) are linear, we
consider the following salvage space, which can be expressed with
linear constraints.

Definition 4.13 | (u_,u,)-bounded salvage space

Given salvage functions u. € L*(S) such that u_ < u,, the
(u_,u,)-bounded salvage space U, C L*(S) is the set of all
functions in L¥(S) bounded by u_ and u, from below and above,
that is,

U.2{uel?S)|u <usul (4.25)

Combining the results of this section, we solve the problems (4.17)
and show that the approximate advantages UE;’B(S, a) are well-
defined and can be computed as follows.
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Theorem 4.9 # the approximate advantage formula

The upper and lower (U, B)-approximate advantages ngf_,’B (s,a)

of Definition 4.12 are well-defined and equal to 4.5 Policy
improvement

neit(s,a) =FrP(s,@)+y- Y PT(s'1S,a) - us(s)
s'eBC

—y- Y p(sIsa) - uz(s), (4.26)
s'eBC
for each stationary policy = € D, bounding functions u. € L*(S),
truncation set B C S, state s € B, and action a € Ap(s). The
space U.. and the augmented reward B are defined by (4.25) and
(4.22); the function p is given by

p(s"1s,a) £ Y 1. (s'|s,a) - py(s"|s"), (427)
s'eB
where 1.(s'|s,a) are the elements of the matrix L%B_)B of (4.23):

Xp—B _
LB = [ln(s’ | s, a)](s,a)eXB,s’ElB'

a The proof of this theorem is presented in Section 4.7.4. y* and y~ denote the
Strictly speaking, the coefficients p(s” |s,a) of Theorem 4.9  Positive and negative
are not transition probabilities. However, we denote these quasi- ifrisrgij{fg}c tal(:; ¥
probabilities as p(s” | s,a) because the formula (4.26) bears resem- )~ = max(—y,0).
blance to the truncated Bellman operator equation (4.5)
The quasi-probabilities p(s” |s,a) of (4.27) are not necessar-  The negative values in
ily computable finitely, as they involve an infinite sum over the P(s"Is @) arise because
. C . . . the elements of the
completion B". Therefore, we impose an additional assumption

matrix R*B>B can be
to ensure that they are computable. negative, see (4.26).

Assumption 4.7 | computability of the quasi-probabilities

. .  of Conditi For the truncated
For the monotone-increasing sequence (Sy) r=o Of Condition 4.2, Bellman operator,
the sums in (4.26) are computable in finite time. see p. 94.

v In particular, Assumption 4.7 holds in problems with limited reach-
ability because there are only finitely many reachable states in
the complement S{ of any truncation set S;. Depending on the
particular form of transition kernel and the bounding functions
u., these sum may be computable in other problems as well. For
example, in problems with non-negative rewards, a zero lower
bound u_ = 0 means that the second sum in (4.26) is equal to
zero.

Summarizing the results of this section, we now present the
policy improvement and action elimination rules.

105



Corollary 4.10 s policy improvement and action elimination
Given a monotone-increasing sequence (S )y, of Condition 4.2,
4 The Countably- and bounding functions u. € L¥(S) such that u_ < v, < u,,
Infinite Model  consider a stationary deterministic policy # € D.

o If for some state s € S, and action a € Ap(s) the upper approxi-
mate advantage r]}r{i’sk(s, a) is negative, then pivoting the policy =
at (s,a) worsens it.

* If for some state s € S and action a € A,(s) the lower approxi-
mate advantage n}gi’g" (s,a) is positive, then pivoting the policy &
at (s,a) improves it.

 Moreover, if the policy 7 is not optimal, there exist k € N, such that
for some s € S and a € A,(s) the lower approximate advantage
ngi’g"(s,a) is positive.

Proof. Corollary 4.10 is a direct consequence of Lemma 4.7 and
Theorem 4.9. QED

« Corollary 4.10 serves as the basis for policy improvement and
action elimination steps. If ng;B"(s, a) < 0, then action a is worse
than x(s) for state s and can be eliminated. If qgiB k(s,a) > 0,
then 7(s) should be changed to g; this is policy improvement. The
last statement of the lemma guarantees that an improvement can
always be found in this way as long as the policy 7 is not optimal
(i.e., as long as it can be improved).

4.6 THEALGORITHM

We now introduce our algorithm AspI1RE—approximate salvage-
based policy iteration with repeated elimination of actions.

The idea behind AsPIRE is simple: starting with an arbitrary
policy, the algorithm improves it until no better policy can be
found for any state in the support of the initial distribution. In
order to do so, it computes the policy values (policy evaluation),
then finds the upper and lower advantages of alternative actions.

If the lower advantage approximation is positive, then so is the
true advantage, and pivoting the policy on the given state-action
pair increases its values (improvement).

If for some state-action pair the upper advantage approxima-
tion is negative, so is the advantage itself, and this action cannot
be optimal for the given state (action elimination). The algorithm
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Data: a countably-infinite MDP 91,
a monotone-increasing sequence of salvage spaces
(Sy)%=o and value bounding functions u.

Result: initial-distribution optimal policy z

initialize the iteration counter i < 0;

initialize the truncation counter k < 0;

[

N

3 initialize the policy 7y € D arbitrarily;

4 initialize the feasible control set W < Xg ;

5 repeat

6 loop

7 foreach (s,a) € W do

8 compute the upper and lower approximate
advantages ng;g"(s, a) given by (4.26);

9 if r]%’?"(s, a) < 0 then

10 L eliminate the pair (s,a), W < W\ {(s,a)};

1 pick (s,a) € arg max(s,‘a,)ew{ngf_’ﬁk(s’,a’)};

12 if nn =" (s,a) > 0 then

13 pivot the policy 7.y < % ,7;;

14 break;

15 else

16 enlarge the truncation set k < k +1;

17 add new state-action pairs to the feasible
control set W < W U Xg ;

18 i<—i+1;

19 until W has one action for every state s € supp o;

4.6 The Algorithm

Figure 4.1:
ASPIRE—approximate
salvage-based policy
iteration with repeated
elimination (of actions).

> approximation

> repeated elimination

> policy iteration
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See p. 54.

by definition and (2.32), <
See p. 54

by definition <

terminates when all of the alternative actions are eliminated for
the initial states.

Under Assumption 4.6, the initial states have unique optimal
actions. Since all other actions are suboptimal, their advantages
are negative. Because upper advantages converge to the true
advantages, they eventually become negative and the alternative
actions are eliminated.

Note that if Assumption 4.6 does not hold, ASPIRE can still be
used for policy improvement. However, a different terminal condi-
tion should be used in this case, such as a time-based constraint.

4.7 PROOFS

In this section, we present the proofs of several theorems from
the previous sections. For the reader’s convenience, we restate
these theorems before proving them.

4.7.1 Proof of Theorem 4.2

Theorem 4.2 s fixed point of the truncated Bellman operator
Under Condition 2.5, the (u, B)-truncated Bellman operator £ ;‘fyu
has a unique fixed point v2, € L“(S) for any stationary policy
n € D, salvage function u € L*(S), and truncation set B C S.

Proof. By Proposition 2.19, we need to show that the (u,B)-
truncated Bellman operator $% , is indeed a v-stage contraction,
and that it has a finite Lipschitz constant.

To prove the first statement, we show that the operator $;‘fyu
maps the space L¥(S) to itself, that is, fﬁguv € [¥(S) for any
v e [¥(S), and that

(LD = (BZD V], < = 0"l

for any v',v” € L*(S). Then, we find the Lipschitz constant of
the truncated Bellman operator £2, and verify that it is finite,
concluding the proof.

Outside of the truncation set B, when s € BC,

| BRuv(S)] = lu(s)] < ully - w(s).
For any state s € B in the truncation set B,

| L2 w(s)| = |ry(s) +y- ) pa(s'ls) - v(s")

s'eB

108



+y - D pa(sls) - u(s)|

s'eBC

Iz ()] +y - Y pr(s'1s) - Ju(s")]

s'eB

+7 - 2 Pa(s'19) - u(s)]

s'eBC

S w(s) +max{|[vlly, lull,} -y - 2 pr(s'ls) - w(s')
s'eS

< (14 - max{|ivlly, lull, }) - ws).
Therefore, it follows from (2.32) that
ILE i, < max{1 + - max{|lul, lul,,}, Iull, } < .

which proves that fﬁ;lzuv € [¥(S) forany v € L*(S). By induction,
(BB )" e L¥(S) for any n € N.

Next, we show that the operator 56;‘?2“ is a v-stage contraction
mapping on L¥(S). Note that

pggB(s’ Is) € p{;(s’ |s) foranyj>0ands,s €B, (4.28)

because the former is the probability to transition from a state s
to a state s’ in j steps while never leaving the subspace B, and
the latter allows stepping out of the subspace B and returning.

By chain-substituting (82 )'v = 88 ((£E,)""v), from (4.8)
we obtain

v—=1 . .
R SRR (s 1s) - rBu(s)

J= s'eB
[(BEIVIS) =1 +y"- S puB(s'[s)-v(s), ifseB,
s'eB
u(s), otherwise.

(4.29)
Let v and v” be two functions in L¥(S). Then (fggu)"u’(s) —

(fgﬁu)"v”(s) = u(s) —u(s) =0 for any s € BC. Note that the first
summand in the first case of (4.29) does not depend on v. Thus,
for all states s € B

[(BE )W (s) — (BE )" (s)]

=y’ Y puB(s'|s) - v/ (s') — v (s"))|
S

<yY Y pu(s'ls) - '(s) —v"(s))]
s'eB

g ,yv . Zp;(sws) . |U’(SI) _ U,’(Sl)l
s'eS

Sy Y pu(s'ls) - w(s) - v = vl
s'eS
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by (2.27), see p. 52 <

by adding positive
summands over Y\ B

by (2.32), see p. 54

by the triangle
inequality

by (2.28), see p. 52

<

A" = V"Nl - w(s).
Therefore, by applying (2.32) we obtain
ICLE ) — (LE )|l < MY — V"]l (4.30)

Because A < 1 by its definition, the (i, B)-truncated Bellman
operator £2, is a v-stage contraction with respect to the w-
weighted norm || - ||,

Following the same steps that we used to derive (4.30) but with
%8, instead of (£E )", we can show that

ILE v — BB vl < kllv” — vl

where « is the one-stage expansion coefficient defined by (2.26).
Therefore the Lipschitz constant of £, is equal to the coefficient
k, which is finite by its definition. QED

4.7.2 Proof of Theorem 4.6

Theorem 4.6 # convergence of the truncated values

Under Conditions 2.5 and 4.2, the sequence of absolute errors
(ei’;l(s))zozo of (u,Sy)-truncations converges to zero for any sal-
vage function u € L*(S), stationary deterministic policy © € D,
and state s € S, in the limiting set of the monotone-increasing
sequence (Sk)f o- As a result, the sequence of (u, Sk)—truncated
values (v,w(s)) r—o converges to the exact values v, over S,

I}grolo v4Sk(s) = v (s) forall s € S..

Proof. Note that wy = inf,cg w(s) is positive by definition of the
weight function w. Then foranyse BCYC S

M

Yopi(s'lS) - Yy pa(s”IS) - Ju(s”) — v (s”)]

s"eBC

ez u(s)| =

N
=
(/!\
m
&

VN
M3

i
o
V}\
m
=

Yo ph(s1s) - Dy pr(s”s') - u(s”) — v, (s")]

SHE]BC

Y ph(s'18) - Yy - pa(s”|s') - w(s")

s"€BC

V/aN
M8

i
=)
V)‘
m
=

Nu—wvgll,

<Z Z V' Pa(s18) - 2y - pals”ls) - w(s")

s"eBC
: (Ilullw +vglly)

<u-ws)- sup(w(s) Yy pe(s"S) - w(s”)

s"eBC
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(e + luly) )

y s w(s) - sup( Z pL(s"1s") - w(s”)) (4.31) > combining the constants
S'€Y "g"eBC into c,

where c, is a finite constant for any s € S given by

¢, = yuwy - (w+ lull,). (4-32)

Because the state space is discrete, any state s € supp a will
belong to all S,,n > N starting with some index N. Then for any
s€E S

lim|eZ,(s)| = 11m|eSN+k(s)|

<y w(is) - llm sup( > pn(s”ls’)w(s”)) =0

k=cogeg s"€SS,,
. S:
Therefore, lim; ,, vz} (s) = v, (s) for any s € S... QED

4.7.3 Proof of Theorem 4.8

Theorem 4.8 states that the (U, B)-approximate advantage func-
tions n}ij,tuaa converge to the true advantage function .. To prove
it, we first consider an auxiliary approximation, to which we refer
as the (u',u”, B)-approximate advantage function nﬁu,,u”.

Definition 4.14 | (u,u”, B)-approximate advantage

For any functions u',u” € [*(S) and truncation set B C S, a
(u',u", B)-approximate advantage of action a over policy 7 for
state s is defined as

r];‘iu,,uu(s,a) 2r(s,a)+y-Y p(s'lsa)- UEM,(S’)
s'eS\{s}

—(1=y-p(sIs,@) - vz (s). (4-33)

v As the (v, B)-truncated value function U , belongs to L¥(S)

by Theorem 4.2, the (v/,u”, B)- approx1mate advantage function
nZ . is well-defined and belongs to L*(S) as well.

Next, we proof the following bounds on the exact advantage
function n,(s, a).

Lemma 4.11
For any truncation set B C S and salvage functions u, € L*(S)
such that u_ < v, < u,, the advantages n,(s,a) are bounded by

Ney u (8a) <ng(s,a) < ey, (s,0).
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Proof. By definition of n,(s,a) and r];lf‘uqm(s,a),

by (413), (415) and < 1);(s,@) = N5, , (5,@) =y -y p(s'|s,a)- (—ep, (5))
(4.33) s'eS\ {s}

+(1—y-p(sls,a))-eF, (s). (4.34)

Note that (4.34) involves a change of summation order, which is
possible because the errors are absolutely bounded by (4.31) and
the sum in (4.34) is finite by (2.26).

For any probability p(s|s,a) the multiplier 1 —y - p(s|s,a) is
positive. By Theorem 4.4, the differences v, (s") — v;?iui(s’) and
e;]?im(s) = U§u+(s) — v, (s) are non-negative. Therefore, the right-
had side is non-negative, and ’7%_,%(3"1) < n,(s,a). The proof
for n;?u“u_(s, a) holds mutatis mutandis. QED

« Similarly to the approximate values, approximate advantages con-
verge to the exact advantages as the truncation set B grows and
approaches the state space S. More formally, this statement can
be formulated as follows.

Lemma 4.12

Given a function w of Condition 2.5 and a monotone-increasing
sequence (Sy)y-y the sequence (UJS:,Z',M"(S’“))ZZO of (u',u”,8;)-
approximate advantages converges to the exact advantage 1, (s, a)
for any salvage functions u',u"” € L*(S), stationary deterministic
policy # € D, and state s in the limiting set of the sequence, s € S,
and permitted action a € An(s).

Proof. Similarly to the proof of Theorem 4.6, we observe that
every state s € S, will belong to all S,,n > N starting with
some index N. Then for any s € S, the difference en(s,a) 2

N2(s,@) — NNk, (s,@)] is bounded by

rln u'u”

by (4.34) and the < e,,(s,a) Y- Zp(s |s,a) - |eSN*k(s’)|

triangle inequality s'eS\{s}
Sn+
+(1=y-p(sls,a)) -le ik (s)]
1—y-p(sls,a)<1 < <y- Y ps'lsa)- |eSN*k(s )|+|e§"’*"(s)|
s'eS\ {s}
by (4.31) < <yey - 2 ps” s, a) - w(s™)
s"eS\ {s}

csup () pa(sIs) - w(s"))

SESw ses,,

+ - w(S) - sup ( D pa(s"Is) w(s”))

’
c
s'ESq s”ESNH(
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ey - w(s) - sup ( z pﬂ(s”ls’)w(s”)), > by (2.26), see p. 52
S’ESw SHESEHk

where the constant ¢, ,» is defined as

A
C " = KCur + Cuu

u',u

and the constants c, are given by (4.32). The multiplier ¢, - w(s)
is a finite constant for any s; thus, under Condition 4.2,

lim ’75‘}4' w(S,a) =n.(s,a) forany (s,a) € Xg_. QED
[—00 Ha] o0

~ Finally, we show how the approximate advantages r)Eu,yu”(s, a)
can be used to bound the upper and lower (U, B)-approximate
advantages n}é’t]B(s, a).

Lemma 4.13
For any salvage space U C U. such that v, € U, the upper and
lower (U, B)-approximate advantages n}tj,:_,B(s, a) are bounded by

nB. u.(sa)<nYB(s,a) <ng(s,@) <R (s,@) <nB, , (s,a).

Proof. The fact that n;'?iu_m(s, a) < ng(s,a) < nj‘f,uﬂu_(s, a) follows
from Lemma 4.11. Consider the lower approximate advantage
nwB(s,a). By (4.33) and (4.25), 2, , (s,a) < nZ:B(s,a). Simi-
larly, nY:B(s,a) < n,(s,a) follows immediately from (4.17) and the
fact that v, € U by the definition of U. The case of the upper
(U, B)-approximate advantage I’]E;B(S, a) holds mutatis mutan-

dis. QED
~ We are now ready to prove Theorem 4.8.

Theorem 4.8 # convergence of the approximate advantages
Under Conditions 2.5 and 4.2, if the upper and lower (U,S;)-
approximate advantages n}éf"(s, a) are well-defined, then for any
stationary deterministic policy © € D, state s € S, in the limiting
set of the monotone-increasing sequence (Sy)i_,, and permitted
action a € Ap(s), they converge to the true advantages n,(s,a)
from above and below respectively:

n}z{f%k(s, a)tn,(s,a) and ng;sk(s,a) I n,(sa).

Proof. By Lemma 4.13, the lower approximate advantage n: (s, a)
is bounded from below by UEu_,u+ (s,a) and from above by 1, (s, a).
By Lemma 4.12, the lower bound converges to the upper bound
for every state s € S, in the limiting set; by the squeeze theorem
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See Romeijn and
R. L. Smith [1998,
Theorem 3.7].

so does the lower approximate advantage nY-®(s,a), and the
convergence is strictly from below. The same argument applies to
'77:+ (s,a) mutatis mutandis. QED

4.7.4 Proof of Theorem 4.9

To prove Theorem 4.9, we need to find analytical solutions to
the optimization problems 4.17. We do so by employing their
dual formulations. Unlike finite linear programs, neither weak nor
strong duality is guaranteed to hold in countably-infinite linear
programs, so we introduce the following lemma, which provides
sufficient conditions for strong duality in this case.

Lemma 4.14 # staircase programs are strongly dual

Consider the following countably-infinite linear program, known as
a lower-staircase countably-infinite linear program, and its upper-
staircase dual:

Jp(y) = ms}n Z ¢y (Ls-P)
s.t. ll Vi1t Az i¥i > bz’
yi>0,
yevy
and Jp(x) = max Z b x; (us-D)
s.t. AlTle + A1+11 i+1 < <
x; > 0,
xeX,

where Y and X are the sets of all possible values of optimization
variables y; and x;, i € N for which the objective function is well-
defined and finite.

Ifforallxe Xandye Y

li,ggic,glfxl+1Ak+1,kyk 20, (4.35)

then for any pair X' € X andy’ € Y the following two statements
are equivalent:

X' is primal-feasible, y' is dual-feasible, and they satisfy the com-
plementary slackness

I ! T A
(AiiYi Ay —b) xi=0 and
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¢ —ATx —AL X)) Ty;=0 foralli€N,
i 1, i+1,i%+1 i
and the transversality condition
lim inf(c..) Ay 1Y = 0;

X' andy' are optimal solutions of the primal and dual programs
respectively, and the programs are strongly dual, that is, Jp(y) =

]D(X).

Theorem 4.9 # the approximate advantage formula
The upper and lower (U, B)-approximate advantages n}tj’f_;B (s,a)
of Definition 4.12 are well-defined and equal to

UEE’B(s,a)ﬁ}B(s,aHy- Y P(s'Is,a) - us(s)
s’eBC

—y- 2 P (s'Is,a)-uz(s), (4.26)

s'€BC
for each stationary policy © € D, bounding functions u. € L*(S),
truncation set B C S, state s € B, and action a € Ap(s). The

space U, and the augmented reward B are defined by (4.25) and
(4.22); the function p is given by

p(s"Is,a) = Y 1.(s'|s,a) - pr(s"1s"), (4.27)
s'eB
where _(s'|s,a) are the elements of the matrix L}B_)B of (4.23):

Xp—=B _
LB '_[G(§|&G)L&mEXW§EB

Proof. We prove the theorem for the lower (U., B)-approximate
advantage nEi’B(s,a) only. The proof for the upper (U., B)-
approximate advantage ngi’B(s, a) follows mutatis mutandis.

First, by (4.21) and (4.25) the optimization problem (4.17) that
defines n}éi’B(s,a) becomes

< Xp / "ot "
min TeB(s,a)+ )Y L (s'|s,a)-y- (s"1s") - u(s")
u e LLU(S) i S’é}Bn ysugB’gﬂ

s.t. u_ <uxu,.

The augmented reward FRB(s,a) is independent of the optimiza-

tion variable u and can be removed from the program without

affecting the solution. We can also move the discounting factor

outside of the summation and remove it as a positive constant.
The inner infinite sum is absolutely summable

an(s"ls’) . |Ll(S”)| < an(S”|S’) . |U(S”)|

s"eBC s"€eS
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by (2.32), see p. 54 <

by (2.26), see p. 52 <

by (4.27) <

< Zp%(s” 1s") - w(s") - |ull,
s"eS

<Kyl - w(s') <ee. (4.36)

Because L,}SBHB is a finite-dimensional matrix with finite elements
by its definition, (4.23), the outer sum is a finite sum of absolutely
summable sums, and therefore it is absolutely summable as well.

Next, we exchange the summation order to write the objective
function as

D L(s'Is,a) - Y pe(s”s) - u(s”)

s'eB s"eBC
= Y (2 L(s'15,a) - pa(s”Is) - u(s"))
s"eBC s'eB
= Y ps"lIs,a) - u(s"). (4-37)
s"eBC

The optimization problem (4.17) is then equivalent to

e s - Bsa) _

in p(s'|s,a)-u(s
4 u€eL¥S) S,EZBCP( 5. u)
s.t. u_ <uxu,.

After the change of variable to y = u — u_, the optimization
problem becomes

Jp(y) = min p(s'ls,a) - y(s") (p)
P y y E LLU(g) SIEZ]BC y
s.t. —y2u_—u,,
y>0.

with its objective function equal to

U..B _ wXp
Jo(y) = 17z (s,a) —Tz"(s,a) _ S B(s'Is,a) - u_(s),
Y s'eBC

and therefore

ngi’B(s,a) =¥XB(s,q) + y- (]p + Cf)(s’|s,a) . u_(s’)). (4.38)
s'eB
Again, there is a change of summation order but it is possible
because absolute summability can be established by applying the
same argument used in (4.36) to the lower bound u_ instead of
the function wu.
Note that y; given by

ye(s') = {0, p(s'Is,a) >0,
f =

u,(s'y —u_(s"), otherwise
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is feasible to the primal problem (that is, it satisfies both con-
straints).
The dual program is

Ip(y) = max (u_(s"y —u,(s")) -x(s") (p)
Dt xeLﬁVw(X) S’EZIBC
s.t. —x <p(-|s,a),
x20.

The function x¢(s") £ p~(s'|s,a) is feasible to the dual program.
The complementary slackness conditions for the primal-dual
pair are

(=y(s") —u_(s") +u,(s))-x(s) =0 and
(p(s'|s,a) +x(s")) - y(s") =0;

they are satisfied by x;(s’) and y;(s").

Indeed, if p(s’|s,a) > 0, then y¢(s") =0 and x;(s") =0, so the
second multipliers in the complementary slackness conditions are
equal to zero. Otherwise y;(s') = u,(s") —u_(s") and x;(s') =
—p(s’|s,a), and the first multipliers are equal to zero.

If there are only finitely many optimization variables in the
objective function (that is, IBC| < ), then the programs (P) and
(D) are strongly dual. Otherwise we need to additionally establish
that the transversality condition of Lemma 4.14 holds.

Assuming that the complement B® of the truncation set B is
countably infinite, there exists a bijection f : B¢ - N. Let

v =y(F'), Ay =0, by=u_(F'0)) —u (F (),
X, =x(F7UD),  A;=-1, ¢ =p(f )]s a).

Using the new variables, the programs (p) and (D) are exactly in

the lower-staircase form (Ls-P) and upper-staircase form (Us-D).

Because all of the off-diagonal matrices A;;_; are equal to zero,

both the transversality condition and (4.35) are satisfied. Therefore,

¥¢ and x; are optimal and the strong duality holds by Lemma 4.14.
Strong duality means that

Ipp) =Ilp(xp) = Y p(s'Is,a)- (u_(s") —u.(s)).

s'eBC

Substitution of this objective value into (4.38) yields

Nzt (sa) =Rt a+y- (X p(slsa) - (u(s) —u.s))

s'eBC
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4 The Countably-
Infinite Model

y~+y =max{—y,0}+y = <
max{—y+y,0+y} =

max{0,y} = y*

low high

M 5 10
m 1 5
A 1 10

C 10 20

h 1 3

o, 1 5
Of 1 10

Table 4.1: Bounds of the
parameters of the
problem. See

Section 2.4.5, p. 58 for
details.

+ D p(s'|s,a) - u_(s’))

s'eBC
=TpB(s,a) —y- 2 p(s'|s,a) - u (s)
s'eBC
+y- 2P (s'Is,a) +p(s'Is,@)) - u_(s')
s'eBC
=FrB(s,a) +y- 2 pH(s [s,a) - u_(s)
s'eBC
—y- 2P (s Is,a) - u(s).
s'eBC

Once again, the derivation involves a change of summation order
that is possible by the argument used in the derivation of (4.37).
QED

4.8 EXPERIMENTS

To illustrate the performance of ASPIRE, we applied it to thirty
randomly generated two-product inventory management problems
of Sections 1.3.2 and 2.4.5.

For all of the problems, the discounting rate was set to y = 0.95.
The initial states were distributed uniformly between all possible
with up to nine units of each product, that is,

a(s) =001 if |s|lo<9 and 0 otherwise.

This way, each problem has 100 states for which the algorithm
needs to identify the optimal actions. The demands p,; for the
products were Poisson-distributed, pg; ~ P (4;), with randomly
chosen intensities A; ~ U4(A;_,4;.). The intensities and other
remaining parameters were drawn uniformly from the intervals
presented in Table 4.1.

In all problems, the initial policy provided to ASPIRE prescribed
the same action in all states, namely:

a=(ayq), where gq;= lmin{/li, %}J

This way, the agent tries to match the expected demands that
are equal to the intensities A. At the same time, because the
data is generated at random, this initial action may not satisfy
the maximum-shipment-measurement constraint (m,a) < M. To
ensure that this constraint holds, the actions were capped at
(M/2my, M/2my).

In all of the experiments, AsPIRE produced sequences of
improving policies, as shown in Figure 4.2. Because the true values
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are not computable finitely, the data presented in Figure 4.2 is only

approximate. We evaluated the policies by computing their gains

J(m) as follows. For each problem, we used a series of zero-salvage  See Definition 2.14, p. 34
truncations to compute approximate values until the difference

between two successive approximations was less than 0.1%. We

then employed the largest truncation obtained this way for policy

evaluation after each pivot.

All of the instances terminated within approximately 100 pivots,
which is equal to the number of the initial states. Intuitively, this
happens because to be initial-decision optimal, the policy at least
needs to change to optimal states in all of the 100 states in the
support of the initial distribution. In some cases, the initial policy
already prescribed optimal actions for some of those states and
fewer pivots happened. In other cases, pivoting of only the initial
actions only was not sufficient and more pivots took place.

Figure 4.2: Policies
produced by ASPIRE
1 improve monotonically
‘ — Fij—, with each pivot. Each
— line represents one of
— — the thirty problem
— instances. The
= horizontal axis shows
0 r;fﬂf—/ the number of
0 50 100 150 200 performed pivots.
iteration (number of pivots)

o]}

— |
|
- ]
.

value, x108
B~
{‘L\
|

In addition to policy improvement via pivoting, ASPIRE per-
forms action elimination. Figure 4.3 shows the jumpy nature of
the elimination process: when the truncation is enlarged, the ap-
proximate advantages used in the elimination procedure improve,
allowing ASPIRE to eliminate a bulk of suboptimal actions at once.

4.9 CONCLUSION

In this chapter, we considered MmDPs with countably-infinite state
spaces. Because convergence in infinite-dimensional spaces is
non-trivial, we proposed a set of assumptions to guarantee that
further results hold. Then we illustrated how these assumptions
can be checked in the inventory management problem.
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Figure 4.3: Action

elimination by ASPIRE.

Each line represents one
of the thirty problem
instances. The
horizontal axis shows
the number of
performed pivots. Note
the logarithmic scale of
the vertical axis.
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We then demonstrated how approximate policy evaluation can
be done in countably-infinite MDPs by augmenting the reward
with a bonus function representing the unevaluated states outside
of the truncation.

Next, we showed how this approximate evaluation procedure
can be used in policy improvement. Based on the duality of policy
values and policy-induced occupancies, we established that the
advantages—negative dual slacks—can be used to identified policy-
improving pivots. Since in countably-infinite problems the true
advantages cannot be evaluated exactly, we proposed a method
of evaluating salvage bounds and showed how these bounds can
be used in both policy improvement and action elimination.

Using these theoretical development, we designed an algorithm
called AsPIRE for solving countably-infinite MDPs via a series of
increasing truncations. Our previous truncation-based algorithm
MISHA prescribes the actions reactively, after the state is observed
but before the action needs to be taken. ASPIRE is able to identify
optimal actions in the support of the initial distribution and can be
used to plan proactively, before the actual initial state is observed.
Like M1SHA, it is applicable to problems with unbounded rewards
and produces strictly improving policies.

Even though the traditional approach of finding a universally
optimal policy is computationally intractable in countably-infinite
MDPS, ASPIRE can be used for provably optimal decision-making:
once the action prescribed by ASPIRE is taken, the procedure
can be repeated for the distribution of the next state, leading to
optimal behavior.
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Generalized Optimistic
Q-Learning

Optimism is essential to achievement
and it is also the foundation of courage
and true progress.

— Nicholas Murray Butler,
Commencement Addresses,
The Responsibility of Youth






thod, inevitably faces the exploration-exploitation dilemma.

When a learning algorithm requires as few data samples
as possible, it is called sample efficient. The design of sample-
efficient algorithms is an important area of research. Interestingly,
all currently known provably efficient model-free rL algorithms
utilize the same well-known principle of optimism in the face
of uncertainty. We unite these existing algorithms into a single
general model-free optimistic RL framework. Using the proposed
framework, we study sample-efficiency of optimistic reinforcement
learning in terms of regret, that is, the value loss in the learning
process. We show how this facilitates the design of new opti-
mistic model-free RL algorithms by simplifying the analysis of
their efficiency. Finally, we propose one such new algorithm and
demonstrate its performance in an experimental study.

REINFORCEMENT LEARNING, like any on-line learning me-

5.1 INTRODUCTION

Reinforcement learning [Sutton and Barto, 2018] is a popular
framework for sequential decision-making problems in an un-
known environment, applicable to a wide range of problems. In
general, RL methods fall into two categories: model-based and
model-free. Model-based approaches build an approximate model
of the environment and use it to reason about optimality of actions.
Model-free approaches, in contrast, estimate optimality of actions
directly. To find the best possible course of actions, reinforcement
learning requires many repeated trials, which is effective but costly.
Therefore, one of the important challenges in reinforcement learn-
ing is the design of sample-efficient algorithms, that is, algorithms
utilizing as much information from each interaction as possible.
Sample efficiency of model-based reinforcement learning has been
studied extensively, and several methods were proven to be sample
efficient [Azar, Osband, et al., 2017; Kakade et al., 2018].

Even though most RL breakthroughs—from seminal Q-learning
[Watkins, 1989] to state-of-the-art deep Q-networks [Mnih, Kavuk-
cuogluy, Silver, Graves, et al., 2013; Hessel et al., 2018]—are of the
model-free paradigm, theory on sample efficiency of model-free
reinforcement learning remains limited. Only recently some dis-
persed results have appeared for a few model-free methods. For
proper understanding of the potential of model-free reinforcement
learning, and thus of the design of optimal RL algorithms, we need
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pAcC stands for probably
approximately correct,
and means that an
equation holds with high
probability and low
absolute error, both of
which can be chosen a
priori in an arbitrary
way.

to identify the relation between the efficiency of these methods
and various components of their design.

The first provably efficient model-free rRL algorithm was in-
troduced by Jin et al. [2018]. It is called upper confidence bound
Q-learning and comes in two forms: ucB-H and UCB-B. Its con-
ception sparked interest in sample complexity of model-free re-
inforcement learning; as a result, several similar methods have
been proposed, namely, co-UcB, 0P1Q Q-learning [Y. Wang et al.,
2020; Rashid et al., 2020]. All of these methods attribute their
success to the use of the same learning rate proposed by Jin et al.
[2018]. Another factor that allows these (both model-based and
model-free) algorithms to achieve sample efficiency is their use of
optimism in the face of uncertainty [Szita and Lérincz, 2008]. We
aim to better understand how optimism affects the efficiency of
reinforcement learning.

The main contribution of this chapter is a generalized theory
on optimistic Q-learning which unifies the existing algorithms.
In the context of model-based methods, there already exists a
generalization known as optimistic initial model [ibid.]. Instead,
we focus on model-free methods because they have better space
complexity and can be adapted to deep learning, which is arguably
the most promising direction of future work.

We also perform a generalized theoretical analysis of sample
efficiency. In order to establish efficiency of an algorithm, two
related techniques are used. Some authors provide pAc-bounds on
the time required to achieve near-optimal performance [Strehl, Li,
Wiewiora, et al., 2006; Strehl, Li, and Littman, 2009; Kakade et al.,
2018; Y. Wang et al., 2020]. We employ another approach and
establish efficiency by showing that the regret of the algorithm—
the total loss of reward incurred while learning—grows sub-linearly
with respect to the number of interactions [Jin et al., 2018; Bai
et al., 2019; Rashid et al., 2020]. The two approaches are similar;
in fact, it is known that one implies the other, and vice versa [Jin
et al., 2018; Osband and Van Roy, 2017].

To summarize, in this work, we study the effects of optimism on
the regret of model-free RL algorithms. We start with examining
the existing sample-efficient Q-learning methods and identifying
their common features. Then we propose a generalized model of
optimistic Q-learning, which encompasses these methods. Next, we
perform a theoretical regret analysis and derive a regret bound for
the generalized model, which allows us to identify the sources of
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regret. We show how these general results can be used to facilitate
the design of new optimistic model-free algorithms by proposing
one such algorithm, and evaluate its performance experimentally.

5.2 PRELIMINARIES
This section introduces the underlying model and our notation.

5.2.1 Non-Stationary Episodic Markov Decision Processes

We use episodic non-stationary Markov decision process (non-
stationary MDP) as an underlying model because the total regret
is a well-defined value in episodic learning [Y. Wang et al., 2020]
but is not as clearly defined in other settings. An episodic non-
stationary MDP is defined as a tuple

S)jt[—[y]( é (Hy K} S’ AyApyhyphy rh)

In this setting, the agent interacts with the environment for K
episodes, each consisting of H time steps for the total number
of T £ HK interactions. We denote the sets of all episodes and
steps of each episode as K £ {1,...,K} and H = {1,...,H}. At
each time step h, an agent observes the state of the environment
sp € S and chooses one of the available actions a, € A, (sy) C A.
The environment transitions to a new state s,,; with probability
Pr(spe11Xp); the agent observes this transition and receives a
reward r,(x;,). We use x;, = (s, ay,) for state-action pairs and

X, = {(s,a)|s€Sanda €A h(9)}

for the admissible control space in time step h.
Given the state s at time step h, the value v, ;,(s) of a policy
7 € I that can be found using the Bellman policy equations:

Uﬂ,h(s) = q]‘[,h(s’ nh(s))’ vﬂ?,H+1(S) = 0, (5,1)
Grp(X) = [T + ¥ - Tplgpey 1 (0,
[Tyl 2 Y pp(s'lx)-y(s")  forally:S—>R.  (52)

s'eS

The agent needs to learn an optimal policy, that is, a policy
with the highest possible values

Un, h(S) = Uy p(s) = maxvﬂh(s)
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The optimal values v, ,(s) satisfy the Bellman optimality equations

Ua h(8) = [Mopqu p1(S), Uy pi1(S) =0,
(53)
Gup(X) = [rp +7 - Ty p11(X), (5-4)

where [ Aby](s) %&aﬁgg(s,a) for all y : X, = R.
P

In each episode k, the agent follows some policy x;. When these
policies are suboptimal, they cause a loss of the total y-discounted
reward, known as the regret.

Definition 5.1 | total regret
The (expected) total regret R of such agent in an episodic non-
stationary MDP My i is defined as

K K
R= kZl Ry = kz_:l(v*,l(sl,k) = Ur 1(S140))-

« Finally, in this chapter we assume that the rewards and values

are bounded, but the bounds may vary between steps, that is,
rp(x) € [r_p,rypl and vy (x) € [V_p, v, 4] for all x € X and =.
For simplicity, we use deterministic rewards; however, our results
can be extended to randomized rewards. We denote the reward
bounds of the whole episode as r.. (H), thatis, r_(H) < minpcgg r_j,
and r, (H) > max,cy r, . We denote the reward span of a step as
Iap =Ty p—r_p, and of an episode as ry(H) = r, (H) —r_(H). We
define the value bounds v. y and spans v, and v, (H) similarly.

5.2.2 Reinforcement Learning

In reinforcement learning, the transition and reward functions
of an MDP are not known, so the Bellman optimality equation
(5.4) cannot be applied directly. Instead, the optimal Q-values are
learned through interactions with the environment. The initial
Q-values g, (x) are chosen arbitrarily, and at each episode k + 1
they are gradually updated from the previous Q-values gy (x). In
Q-learning [Watkins, 198g], the update rule is:

(1= ap) - G (X) + o - Upge(x, Spa), 3 X = X001,
G (%), otherwise;
(5:5)

G je+1(X) = {

we call the term Uj, ;. (x, s) the update.
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Definition 5.2
The update Ui (x,s) of Q-learning is a function defined as

Upi(%,8) = 1p(xX) + ¥ - [ M1y ] (5)-

To easier relate these values to the optimal Q-values g, ,(x), we
define the following operator.

Definition 5.3
The empirical transition operator 9:,;’,{ for each k € K and h € H::

[thlky](x) éy(shﬂ,k) if h<H, and [GJZ,ky](x) 20. (56)

» Using this operator, the update term can be written similarly to
the Bellman equations (5.3) and (5.4):

Unje (% Sheiie) = [P + ¥ - T gVhen ] (X) with
Uni(Sni) = [ AbpGnic] (Spe)-

Definition 5.4 | learning rate
The function a; in (5.6) is called the learning rate.

« We use t as a shorthand for the realized visitation function #, . (x),
which gives the number of times the state-action pair x has been
visited in time step h of the first k episodes.

The learning rate is used to balance the newly acquired informa-
tion Uy (x, s) with the old experiences gp, (x). For an appropriate
choice of the learning rate, the sequence (qh’k(x))zc’:1 converges to
Gy n(x) with probability one, if the state-action space X is finite
|X| < o0 and the rewards function r is uniformly bounded [Jaakkola

et al., 1994].
In particular, the conditions on the learning rate are:

o0 o0
Yax)=c and Y a?(x)<e forallx e X. (5.7)
t=1 t=1

The first condition ensures that the updates remain large enough
to affect Q-values, while the second condition guarantees that
the variance of the resulting iterative stochastic process remains
bounded (i.e., that it converges).

Using the notation of Jin et al. [2018], we introduce the following
values.

Definition 5.5 | cumulative learning rates
Given a learning rate a, the cumulative learning rates are given by

t t
a0 =[]0 - o), and o;=a- [Ta- ). (5.8)
j=1 j=itl
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« For t = 0, we define &,y = 1 and P a;; = 0. If a state-action

pair x = (s,a) was previously visited in time step h of episodes
ki, ..., k; <k, then by the update equation (5.5) on k; we can write

t
Gric(X) = Q- Gro(X) + X g Upgo (X, Spag,)- (5.9)

i=1

5.3 OPTIMISM IN Q-LEARNING

This section presents our main contribution. We start with an
overview of optimism in model-free RL methods. Then we propose
a generalized framework of optimistic reinforcement learning.
Next, we formulate the conditions under which the total regret
of optimistic Q-learning can be bounded and present an intuitive
interpretation of the bound.

5.3.1 Representation of Optimism

As briefly mentioned in Section 5.1, the principle of optimism in
the face of uncertainty is usually applied in two ways: optimistic
initialization, and use of ucBs in action selection. We looked at
ucB-H [Jin et al., 2018], ucB-B [ibid.], cc-ucB [Y. Wang et al.,
2020/, and op1Q [Rashid et al., 2020] to see how they incorporate
these two aspects of optimism.

For initialization, all of the methods use gy, o(x) = v, (H) = v,
except for or1Q. The latter uses g,((x) = v_, but additionally
augments Q-values with a bonus for optimism u(t), depending on
the visitation counter t. These augmented Q-values

Gn(x) = qp(x) +u(t)

overestimate the true Q-values (i.e., they are optimistic) and are
used for action selection. The particular choice of this bonus is
u(t) = C/(t+1)M, where C » v, and M is a sufficiently large number.
It ensures that the augmented Q-values gy ((x) of unvisited state-
action pairs are optimistic:

Gno(X) = Gpo(x) +u(t) > v_+u /M =v,.

If t > 0, however, the bonus for optimism becomes close to zero
as limy;_,., C/(t + DM = 0 and the effect of the augmentation
vanishes fast. This bonus for optimism is motivated by deep
learning models, where it is hard to ensure optimistic initialization,
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but an addition of an extra summand is easier to implement [ibid.].
As deep learning represents an interesting area of study, we choose
to keep the bonus for optimism in our model and allow arbitrary
initialization. We allow this bonus for optimism u(t) to differ
with time step h, and therefore define the augmented Q-values as
follows.

Definition 5.6 | augmented Q-values
The augmented Q-values and augmented values are equal to

gn(x) 2 qn(x) + up(t), p(s) 2 min{v, p, [A6,Gy1(s)}. (5.10)

~ For exploration, all of the models store ucB Q-values and explore

greedily based on them. Compared to regular Q-learning, these
Q-values include an additional term that we call the confidence
bonus.

Definition 5.7 | confidence bonus
The confidence bonus b(t) is a ucB-based term added to the
updates,

Upi(x,8) = 1p(X) + - [ MopsyGpay i (S) + b(D).

The goal of this bonus is to ensure that the learned Q-values g, (x)
are the ucB-estimates of the optimal Q-values g, ;(x). The exact
form of the bonus depends on which concentration inequalities
are used in the method’s design. These concentration inequalities
provide probabilistic bounds on the total regret, and the bonuses
are carefully crafted to ensure that the resulting bounds hold with
high probability 1 — §. Instead of designing bonuses to guarantee
the probability that regret bound holds, we do the reverse, that
is, we allow arbitrary bonuses b, (t), and see how they affect the
probability 6.

Additionally, we introduce the following two auxiliary functions.

Definition 5.8 | cumulative confidence bonus
The cumulative confidence bonus B} (t) is given by

t
Bn(t) = Z’lat,,-bh(i).

Definition 5.9 | total cumulative bonus
The total cumulative bonus 9(t) is equal to

Op(t) = Bp(t) + up(t).
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Figure 5.1: Generalized
optimistic Q-learning

Data: episodic non-stationary MDP 9y g, initial Q-values
qn0, bonuses uy(t) and B (t), learning rate a,, and
exploration rate .

1 Initialize Q-table gj,(x) < gp,¢ and visitation counter

#,(x) < 0forall he H,x € Xy;

for episode k < 1,...,K do
observe initial state s;;
for step h<1,...,H do
take action a;, < Greedy,(gp, s;), where

Gn(X) = G0 + up (8);

6 receive reward ry, observe next state s;,;, and let
X, = (sp,ap) denote the current state-action pair;
7 increment visitation counter t = #;,(x;) by 1;

8 compute confidence bonus

bp(t) < o' By(t) + (1—ag!) - Byt —1);

9 compute update

Up (X, Sheq) < Tr(xp) + b () + 7 - Upyq(Spe1), where
Uy, (8) = min{v, p, [A6,G,](s)} update Q-table
Gr(xp) < (1= ) - gp(xXp) + g - Up(Xp, Spay, 0);

N

[ 22 T N

o The total cumulative bonus 9 (t) represents all of the optimistic

bias of an algorithm and which plays an important role in our
analysis.

Summarizing the aforementioned, a generalization of the ucs-
based methods should include two kind of bonuses: a bonus for
optimism u(t) and a confidence bonus by (t) (or its cumulative
form B, (1)), and use the augmented Q-values G (x).

5.3.2 Generalized Optimistic Q-Learning

Following the discussion of Section 5.3.1, the existing sample-
efficient optimistic Q-learning methods differ with respect to three
hyperparameters: initial Q-values g, o, bonus for optimism uy,(t),
and cumulative confidence bonus ;,(¢). We unify these methods
into a single algorithm, which we name Generalized optimistic
Q-learning. It is presented in Figure 5.1. Table 5.1 summarizes how
the existing methods fit into this framework.

Algorithm 5.1 has two extra hyperparameters, a learning rate
a; and an exploration rate ¢. It is shown in [Jin et al., 2018] that the
learning rate o, = (H+1)/(H +t) offers significant improvements in
performance compared to previously considered rates a, = t~! and
t=®, where 0.5 < w < 1is a constant. Therefore, it is possible that
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other learning rates may offer similar, or even better improvements.

We want generalized optimistic Q-learning to be as general
as (reasonably) possible, so we include the exploration rate ¢ as
a parameter. This allows us to represent several other methods
in our framework as well, as shown at the top of Table 5.1. In
our theoretical study, however, we assume greedy action selection,
that is, € = 0, as is the case for all variants of ucB, and we leave
the analysis of regret for € > 0 as an interesting future direction.

Following the discussion of Section 5.3.1, we would like to point
out that the update equation (5.5) of Algorithm 5.1 uses a slightly
different update term (see step g) by adding a bonus term uy,(t):

Upi(x,8) = rp(x) + b (#,, (X)) + ¥+ Dpay(s),  where  (5.11)
Dhar(S) = min{v, oy, [ Mbpi1Gpar ] (5)} and (5.12)
Gnjc(X) = Gpi(X) + Uy (H, (X)) (513)

New optimistic model-free rRL algorithms can be expressed
by Algorithm 5.1 with different hyperparameter combinations.
Below we present a novel algorithm, which is designed using this
framework.

Example 5.1 | ucB-H with generalized learning rate, ucB-H*
ucB-H" follows the flow of Algorithm 5.1 with the hyperparameters
presented in the last row of Table 5.1. In particular, ucB-H" utilizes
a new learning rate

o, = /{;f—:;), where A > 0 and % <w<l. (5.14)
The learning rate of ucB-H" generalizes the previously used
learning rates, complies with the learning rate conditions (5.7),
and is motivated by two observations. Firstly, for the discounted
problems the learning rate ¢~ outperforms 1/t, and the best
performance is achieved for o = 0.8 [Even-Dar, Mannor, et al.,
2006; Azar, Munos, et al., 2011]. Secondly, switching from a, = 1/t
to (H+1)/(H+t) allowed Jin et al. [2018] to bound the regret blow-
up with respect to H and achieve efficiency. We would like to note
that our generalized framework does not rely on this particular
learning rate, instead, this example serves as an illustration.

, The generality of our framework complicates the theoretical anal-
ysis of Algorithm 5.1. To achieve interesting, interpretable results,
we need to impose at least some conditions on the hyperparame-
ters of the model. None of the conditions we use are particularly
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Q-learning variant dn0 a; up(t) B (1) regret
regular [Watkins, 198g; any =@ 0 0 Qp x(T)
Even-Dar, Mannor,
et al., 2006
optimistic  [Even-Dar and v/arg ¢ 0 0 ?
Mansour, 2002
speedy [Azar, Munos, et al., any t! 0 T TQ - Qily) Oy x(T?3)
2011
ucB-H [Jin et al., 2018] v, f 0 aH-¥!, Q;\M O (H*JTX)
UcB-B [Jin et al., 2018] v, m|m 0 WBSTH . T\E " mcﬁv,
¢y mﬂ& ® (HVHTX)
oc-ucB [Y. Wang et al., 2020 v, w|M 0 Hm|_< . MMH_ Q:\M @mf\ TX)
opriQ [Rashid et al., 2020] v_ ﬁ QME cH - MML QJ\M O (H?TX)
UcB-H" this chapter vep AL 0 3%213\ % O (uVHO-1T2-oxo)

5 Generalized
Optimistic
Q-Learning

Table 5.1: Different

Q-learning algorithms as

generalized optimistic

Q-learning. Below the

line are provably
efficient methods.
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restrictive, and they—sometimes trivially—hold for all of the exist-
ing optimistic methods, albeit without being explicitly mentioned.
At the same time, these conditions encompass a broader class of
models, including the aforementioned ucB-H".

Conditions on the learning rate

We start with conditions on the learning rate «,. By inspection of
various proofs involving the learning rates presented in Table 5.1,
we identified that their successful application can be attributed to
the following condition.

Condition 5.1 | initial learning rate is one
The learning rate satisfies o; = 1.

Intuitively, Condition 5.1 means that when a state-action pair is
visited for the first time, the update equation becomes

G=0—a)-g+a-U=U,

and the initial value g, becomes “forgotten”, being replaced by
a ucB-based update U. Thus, under a condition a; = 1 the
initialization affects the optimistic view of unencountered state-
action pairs only.

Iterative approximation of optimal Q-values via (5.9) leads to
a scaling factor of Zf.zl ;. As the learning process is stochastic,
we want to ensure that its variance remains bounded similarly to
(5.7). Moreover, as ucB depends on this variance, we need to be
able to quantify it in order to compare the bonus terms we use
to the actual confidence bounds. This observation leads us to the
following condition.

Condition 5.2 | asymptotic of squared o
There exists a function 0 < §(t) <1 such that

t
PRCD R SION
i=1

Next, to quantify the total regret, we need to be able to express
its propagation from one time step to another; we see from Corol-
lary 5.10 that the total regret inflates by a factor of y - n(H,K)
with each step, where n(H, K) satisfies the following condition.

Condition 5.3 | asymptotic of residual «
There exists a function n(H,K) > 1 such that

K
Y o, <n(HK).
n=t
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We omit the arguments
of n and other functions
introduced later for
brevity of notation, if it
does not lead to
ambiguity.

« Knowing the learning rate, it is possible to express i analytically.

For example, Jin et al. [2018] show that 37, o, <1+1/H =n(H)
in their analysis, which implies Condition 5.3. However, without
any assumptions on the form of the learning rate, we have to fall
back to n as a generalized term.

Function 7 serves as a “scaling factor” for the total regret, but
there are other scale parameters, for example, the discounting
factor, the lower r_j and the upper r, j, reward functions affect
the total regret scale as well. We want to be able to quantify their
effect and combine all of the scale parameters together as follows.

Condition 5.4 | asymptotic of the values
Let v}, denote the asymptotically dominant term between the
upper value function v, , and the value span v, p, that is,

v A UA,h if U+,h = @(UA,h)’
th — .
v, otherwise,

and similarly for the reward bound r;(H) and the value bound
vy (H). Then there exists a function w(H, K,y) such that

H
g(yn)h‘lvT,h = O(wH,K,7)). (5.15)

o We call the function u of Condition 5.4 the magnitude function,

because it quantifies the asymptotic behavior of the total regret
blowup in all H time steps. Intuitively, regret of each time step
is at most v, = @ (vy), which means that the total regret grows
at most at a rate of Zlhtl(yr])h_lvT,h as H grows. The magnitude
function quantifies this rate.

All of the existing ucB-based methods utilize the same learning
rate o, = (H+1)/(H +t) as showed in Table 5.1. It is easy to check
that this learning rate satisfies Conditions 5.1-5.4. In particular,
G(t) = 2H/t and n(H) = 1+1/H are proposed by Jin et al. [ibid.] and
used by other authors [Jin et al., 2018; Y. Wang et al., 2020; Rashid
et al., 2020]. Due to the fact that (1+1/H) < e, the magnitude
function equal to u(H) = V; = H is used.

Conditions on the bonuses

All of the remaining conditions are rather intuitive. The first
one addresses the initialization and was already discussed in Sec-
tion 5.3.1. We require that the initial values are not too high or
too low, and that the augmented initial values g, used in action
selection are optimistic.
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Condition 5.5 | initial values are optimistic
The initial values g, ) belong to intervals [v_ ;, v, 5], and the bonus
for optimism wuy,(t) is such that g, + u,(0) 2 v, .

Finally, we present two conditions (5.6 and 5.7) on the bonuses.

Condition 5.6 | bonuses decrease with visitations
The total bonus function is non-negative and non-increasing in ¢,
Oy (t) 2 G (t+1) > 0 forall t € N.

As t represents the number of visitations of a state-action pair, we
want the bonus to decrease as it grows, that is, as we collect more
samples and build higher confidence. Non-negativity ensures that
the bonuses are optimistic.

Condition 5.7 | asymptotic of the bonuses
There exists a bonus scaling function 6(t) such that

t
Zlah(n) = O (vyy- 0(D)).

This condition is used to quantify the effect of the total bonus 9 (t)
on the regret by a function 6(t), similarly to how the magnitude
function u quantifies the other effects.

The existing methods satisfy Conditions 5.5 and 5.6 trivially.
Condition 5.7 depends on the particular bonus design, and also
holds for all of the methods. For example, ucB-H and op1Q both
use 6(t) = Ht1 as the bonus scaling function, although implicitly.

5.3.3 The Total Regret Bound

Finally, we are ready to give a high-probability bound on the total
regret, which is our main theoretical contribution. The total regret
is bounded by the sum of three different terms, each amplified by
the magnitude function u of Condition 5.4. These terms are:

the size of the admissible control space
X 21X,
the total effect of the bonuses
B=X-0(K/X),

which depends on the bonus scaling function of Condition 5.7, and
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the total effect of the estimation error

E 2 ¢k,

where
1= In(TX/8)

is the logarithmic term.

The state-action space size X represents the effect of the optimistic
initialization, as the number of initial values is proportionate to X.
The bonus effect B relates to optimistic action selection.

The third factor E is caused by replacing the unknown tran-
sition operator (5.2) with its empirical counterpart (5.6). The
constant ¢ depends on how much uncertainty there is in the tran-
sitions, and is formally introduced later. An important property
is that for deterministic problems c = 0, and the estimation term
disappears. The probability 6 used in the estimation error term E
depends on our confidence in the total regret bound, that is, the
bound holds with probability at least 1 — 26. It depends on the
choice of the cumulative confidence bonus S;(t) as follows:

1 Bn(t) AN
§= X .thexp(_z(VCVA,hﬂ'C(t)) )’ ife>0,

0, ifc=0,

(5.16)

The following theorem formalizes these results.

Theorem 5.1 # total regret in optimistic Q-learning

Let Conditions 5.1-5.7 hold. Then for some constant 0 < ¢ < 1, with
probability at least 1 — 26 the total regret of generalized optimistic
Q-learning with no exploration (i.e., when & = 0) is bounded by

RMy g, a,9) =O(u- (X +B+E)), (5.17)

If there are no random transitions in the non-stationary MmDP, the
learning process becomes fully deterministic as well (we assume
no random exploration). This leads us to the following corollary.

Corollary 5.2 # total regret in deterministic MDPs

If the transitions of the underlying non-stationary MDP My, i are
deterministic, the total effect of the estimation error is equal to zero,
E = 0. Moreover, the bound of Theorem 5.1 holds with probability
one.
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5.4 PROOF OF THEOREM 5.1

We prove Theorem 5.1 by using a recurrent decomposition of the
regret of a time step h in terms of the next time step h+1. We
bound the regret of each time step using the differences between
augmented Q-values G, (x) of generalized optimistic Q-learning
and the optimal Q-values g, ,(x). To derive these bounds, we
employ some properties of the learning rate.

5.4.1 Properties of the Learning Rate

We prove two lemmas, both relying on Condition 5.1 only.

Lemma 5.3 # learning rate sums into one
If ay =1, then

a0 =0and P o =1fort21;

Zf:o o, =1foranyt>0.

Proof. By definition, ayg = (1 — ay) - [Tj_5(1— @) = 0.
We prove that 3!, a;; = 1 by induction. For t =1, o o ;=
a; = 1. Assume that Zle a;; = 1. Then using the definition of a,

t+1 t t+1
2= 2o [[ A—a) +a,
= = e

t t
= (Yo [Ta=0)) - (1= aup) + e

i=1 j=i+l

where the expression in the first brackets is equal to ¥/, ;=1
by the induction hypothesis, and therefore Zf;'ll iy = 1

The second statement follows trivially from the first for ¢ > 1
and from the definition of «,; for ¢ = 0. QED

~ Lemma 5.3 allows us to write

t
G p(X) = Zlat,i Gy p(X)
=

similarly to the decomposition (5.9) of g (x) in order to relate
them to each other.

We also prove the following relation between the confidence
bonus b(t) and the cumulative confidence bonus S(t), justifying
our choice of the bonus in step 8 of Algorithm 5.1.
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This is a generalization
of Lemma 4.2 of Jin et al.
|2018].

Lemma 5.4 # sums of bonuses
If for some function S(t)

b(t) Z a7 Bty + (1 —a;")-B(t—1)

and either a; =1 or B(0) = 0, then 25:1 a ;- b(i) = B(t).

Proof. By induction. For t = 1, Z}:l o - b(i) = -b(1) = B1) +
(a;—1) - B(0) = B(1). Assume Zle ;- b(i) = B(t) for some t.
Then

t+1 t
> Qg b)) = Y ;- b) + @y - b(E+1)
i=1 i=1
= (1 - at+1) ,B(t) + Qi1 - b(t + 1)
=(I=auq) - Bt) +B(t+1)
+ Q- (1= at_+11) - B(t)

=p(t+1). QED

5.4.2 Bounds on Q-Value Differences

First, we show that the augmented Q-values g, (x) are related to
the augmented values 7,(s) of previous episodes as follows.

Lemma 5.5  recursion on g

For any step h € H, state-action pair x = (s,a) € X;, and episode
keK, lett= #,,(x) and suppose that for state s action a was
previously taken in time step h of episodes ki, ..., k; < k. Then under
Condition 5.1

[Gnk — Ga,n] (X) = @l Gnp — Gup] (%)
t
+ Zlat,f(y “[Dpeik, = Vaehe1 ] (Shap)
P

+7 - [Fh, = T Va1 ](0)) + O (D). (518)

Proof sketch. Similarly to the proof of Lemma 4.2 of Jin et al. [ibid.],
we use (5.13) and (5.9) to express gp;(x) in terms of the initial
values g, . Then we apply Lemma 5.3 and the Bellman optimality
equation (5.4) to do a similar decomposition for g, ,(x).  QED

« Next, we introduce the parameter c that quantifies the differ-

ence between the empirical transition operator (5.6) and the true
transition operator (5.2), both of which appear in (5.18).
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Proposition 5.6 # estimation error bounds
Let y(x) : Xy, — [a,b]. There exists a constant 0 < ¢ < 1 such
that

c(a—Db) € [(th,k - J)y]x) < c(b—a).

Remark 5.1

Note that while the case ¢ =1 holds trivially for any problem, a
smaller constant possibly exists. For example, if the transitions of
an non-stationary MDP My g are not random, operators GJZ,( and
9, coincide and c = 0 provides a sharper bound.

Using Proposition 5.6 and Lemma 5.5, we bound the difference
between the augmented Q-values gy, (x) and the optimal Q-values
Gy n(x). The bound consists of four summands, three of which
correspond to the three factors of the total regret discussed in
Section 5.3.3. The fourth term, yA,{(¢), disappears from the regret
bound because it is asymptotically dominated by the total bonus
9, (t).

Lemma 5.7 #* bound on g% — g,
Let Conditions 5.1, 5.2, 5.5, and 5.6 hold. Given constants &, > 0
such that By (t) > YA, - §(t), where

A 2
Ap = cvppig - /210 5

and c is a constant from Proposition 5.6, the following holds with
probability at least 1 — 5, where § £ KX + 3 8

0 < [Gnk — Gapl (0) S apg- (Gro —v_p)
ty- g Qi [Operf, = Vseonr1](Spai)
+ Oy (t) + YAy - G(8). (5.19)
Proof sketch. Let
Vi) 2 e [T, = F) Vet (0.

Note that |V ;(x)| < a;;cvp p+q- Follow the argument of the proof
of Lemma 4.3 of Jin et al. [2018], we apply the Azuma—Hoeffding
inequality [McDiarmid, 1998, Theorem 3.13] to see that with prob-
ability at least 1 — &

t ;
|Zl Y, ()] < JZ : Zl(agch,hﬂ)z In 5%1 <A, -G, (5.20)
1= 1=
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for all x € X, h € H, and k € K. The right-hand side of

inequality (5.19) follows from Lemma 5.5 and the fact that g, ,(x) >

5 Generalized — v_ . The left-hand side proof follows the existing proof of Rashid
Optimistic et al. [2020] using (5.20). QED

Q-Learning
o A direct consequence of Lemma 5.7 is that for an arbitrary cho-

sen bonus function we can lower-bound the probability that in-
equalities (5.19) hold (note that sometimes the bound can be zero
though).

Corollary 5.8 # pac-bounds under Proposition 5.6

Under Conditions 5.1, 5.2, 5.5, and 5.6, for an arbitrary chosen
cumulative confidence bonus function f3,,(t), inequalities (5.19) hold
with probability at least 1 — &, where § is given by (5.16) for ¢
introduced in Proposition 5.6.

Proof. The special case ¢ = 0 trivially follows from Condition 5.6
and Lemma 5.7. Otherwise 6 can be obtained by solving for §,
the following equation:

Br(t) = cyva b1 - C(1) - /210 5%,' QED

5.4.3 Properties of the Total Regret

We are now ready to provide an upper bound on total regret of
generalized optimistic Q-learning using the results of the previ-
ous sections. We start by introducing the following proposition,
generalizing the arguments used in the literature [Jin et al., 2018;
Rashid et al., 2020].

Proposition 5.9 s recursion on total regret bound
Denote
WUhk = (Opp — Um:k,h] (Shk) and

Enie = [(Tni — T) Bpar — Vg ) 1 (Xnp)-

Let Conditions 5.1-5.3, 5.5 and 5.6 hold. Using notation of Lemma 5.7,
the following two statements hold with probapility at least 1 — 6:

e the total regret R is upper-bounded by R < Zlk(:l s
e forany he€ H and k € K, Y, is upper-bounded by

Wi S YMWhirp + Whi(t),  where (5.21)
Wy () 2 (G — v_p) + O (1) + Y (AC(E) + &) (5.22)
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~ Next, applying the bounds (5.21) iteratively on h = 1,2,...,H +1
and noticing that y/%,, = 0 by (5.3) and (5.1), we bound R.
5.4 Proof of

Corollary 5.10 # recursive regret bound
Ys & Theorem 5.1

Under Conditions 5.1-5.3. 5.5 and 5.6 with probability at least 1 — &
the total regret is upper-bounded by

K H

RS Y > (ym"- Wy, (), (5.23)
f=1h=1

where & and Wy, (t) are given by (5.16) and (5.22).

~ Finally, we are ready to prove Theorem 5.1.

Proof of Theorem 5.1. We study the right-hand side of inequality
(5.23) by rewriting it as

R(K) < pg(apo(qno — G-p)) + px (Ox(D))
+y - pr(Bp - C) +v - prEnp),
where

H K
P (i (1)) = thWn)”‘l kzlgh,k(t)-

For the first element pg(a;o(qno — g 5)), by changing the
summation order and using the fact that g,y —g_ < vy, we write

K H
P (eg(Gro — G- p)) < kZl ;l(yn)h_lat,OUA,h'

In this sum a; = I;;—p, by Lemma 5.3 and ¢ = 1. In this sum,
L, ,(x,0=0) # 0 means that x has never been visited in step h be-
fore episode k, and the number of such state-action pairs is @ (X)
independent of K and H; therefore, we have @ (X) summands
(}/T])h_ll}A’h, and each of them is @ (u), so pg(a;gvpp) = O uX).

For pg (&) we use the fact that {§,;}cx is a martingale
difference sequence [Jin et al., 2018, proof of Theorem 1]. Note
that

U_pa1 S Vg ot (X) S Dpayg (X)) S Uy,
therefore
[l_"h+1,k - v*,h+1](x) e [0, UA,h+1]-

Using these bounds, Proposition 5.6, an argument similar to the
proof of Lemma 5.7, and Azuma-Hoeffding inequality, we see that
with probability at least 1 — §,

3 3 2HX X
|kz::1 Eh,k‘ < Jz kz::l(CUJr,hﬂ)Z -In = = @<CU+,h+1 . J@)
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for all h € H and x € X. Note that In(HX)/6 = © (1), therefore
H

pK(éh,k) = @(C Z (Yﬂ)h_lw,hu ’ \/E) = @(C/'L\/E) = @(ME)
h=1

Finally, for the last two terms we notice that 9y (t) > yA,C(t) >
0 and thus §,(t) is the asymptotically dominant term, that is,
ARG (t) = O(8,,(t)). We write

H K
px (Op(t)) = hz_:l(lfﬂ)h_l ' kZl Op(#p i (X i) )-

First, we consider the inner sum
PN S
Zy = kZ O (Hp i n))-
-1

Instead of summing in order of episodes k € K, we can sum the
total bonuses 9y, (#,  (x,)) separately for each state-action pair
x € X, first, and add all visitations n = 1,...,#§(x) of x in all
episodes. This yields

#(x)
=3 > 9,(n) where Y #K(x)=K.
xeXy n=1 xeXpy

Because 9, (t) is decreasing in ¢t by Condition 5.6, =) is maximized
when as many state-action pairs x are visited, which happens
when #X(x) = K/X for all x € X:

K/X K/X

IS Y O =X Y 9(n) = O (v, X - 0(K/X)),
xeX n=1 n=1

where 6(t) is defined in Condition 5.7. Thus, px (9,(t)) = O (uB).

Adding the three factors together, the bound (5.17) holds with

probability at least 1 — 26. QED

5.5 DESIGNING ANEW OPTIMISTIC
ALGORITHM

In this section, we apply Theorem 5.1 to prove efficiency of ucB-H*
presented in Example 5.1. We show how the proposed generalized
learning rate (5.14) satisfies the required condition, and how the
bonus design is based on it. We only consider the case A > 0, as
inclusion of H is required to achieve sub-linear regret [Jin et al.,
2018], but similar analysis can be performed for A = 0, yielding
worse bounds.
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Conditions on the Learning Rate

First, we want to ensure that the generalized learning rate (5.14)
satisfies the Conditions 5.1-5.4. Condition 5.1 holds trivially. We
now show that so do the other ones.

Proposition 5.1 # auxiliary property of the exponent @
t?+j> (t+))? forany t € Ny and j € N,

Lemma 5.12 # Condition 5.2 holds for ucB-H*
For the generalized learning rate given by (5.14), Condition 5.2 holds

with
_ | AH+1
60 =\ i

Z(atz) N

Proof. Notice that

ax o a
E(lZ,...t} t,i lz:l t,i»

yooe

o = AH +1 ( (+h*—-1  (+2)°-1 t9-1 )
BT AH+@ \AH+(G+D® AH+(i+2)® AH+te
_ A +1 _((i+1)ﬂ’—1‘ (i+2)*-1 t? —1 )
AH + to A+ AH+ (i+ 1) AH+ (t—=1)@/°

By Proposition 5.11 for j = 1 each fraction in the brackets is less

than 1, so
AH +1

A ~2
at,,-<m—c (t). QED

Proposition 5.13 # an auxiliary inequality
For any m > k,

Lemma 5.14 # Condition 5.3 holds for ucB-H"*
For the learning rate given by (5.14), Condition 5.3 holds with
n(H) =1+ (AH)Vif A> 0.

Proof. By Proposition 5.13 with m = AH + t® and k = AH,
k 0 o
Doy <Yy = (1+Zl_[(1 aH]))
n=t n=t i=1j=1

AH +1 & 0 04—
$mee (21l )
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5 Generalized
Optimistic
Q-Learning

_ AH+1 .AH+t“’_1+L
CAH 4t AH  AH’

where the second inequality holds by Proposition 5.11, because

1 _ +pe—1 < t?+j—1
TS T AH A (4 ))® C AH 0+

QED

Lemma 5.15 # Condition 5.4 holds for ucB-H"
For the generalzzed learning rate Condition 5.4 holds with

w(H, vy, y) = Huy

if y =1 and v;/(1 — y) otherwise.

« We omit the proof of Lemma 5.15. It is straightforward as the sum

in the definition (5.15) can easily be computed directly.

Conditions on the Bonuses

Lemmas 5.7 and 5.12 explain our choice of the bonuses, namely,

A AH +1
Bu(t) = cyvA7h+1\/8- Ve -In % and u,(t) =0 (5.24)

for the constant c of Proposition 5.6. By Corollary 5.8, Lemma 5.7
holds with probability at least 1 — § for this cumulative bonus for
any 6. Conditions 5.5 and 5.6 both hold trivially.

Lemma 5.16  Condition 5.7 holds for ucB-H"
For the bonuses given by (5.24), Condition 5.7 holds with

6(t) = VHt2-o,

Proof. Note that
£ t
N (AH +n®)~ V2 Y pmol2 = 42,
n=1 n=1

where H{" denotes the generalized harmonic number of n of order
r. By Euler—Maclaurin sum [Abramowitz, 1972, formula 3.6.28],
fora given r # 1, H{V = ¢(r) + (1 = r)~In=" + o.(n'=") = O (nl77).
Thus

ilﬁh(l’l) (Jﬁl z ) :@(\/]-_]l,tl—w/Z)_ QED

\MH + n®

Regret Bound

Combining the aforementioned results, we prove the efficiency of
ucB-H".
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Theorem 5.17 % UCB-H" is efficient in terms of regret
For any 6 > 0 with probability at least 1 — & the total regret of

UCB-H" with A > 0 is bounded by © (uyH®~1T2-®X®1), where the
magnitude u is given by Lemma 5.15.

Proof. Using 6 = Yy Ht?>=®1, we write the sum in Theorem 5.1 as

X +B+E=X+JHo-1T2-0X0; + ¢\[Ki.

The last term is trivially dominated by the second one, so it can
be omitted. Now we show that the first term is also dominated in
the total regret bound.

Assume T < VH@T2-0X; The total regret is bounded by

Yk <v,K <v,T/H = O (nVHO-1T2-0x0p),

1

M=

k

which is dominated by the second term multiplied by u. The
opposite assumption implies that T > H'*/Xil/® and

HoT2-oXo; > \/Ha)(H1+1/wX11/w)2_a’Xw1 > VH3X? > HX.

In either case uvH® 1T2-©X®; is the dominant term. QED

5.6 EXPERIMENTS

To illustrate the performance of ucB-H", we consider two prob-
lems, one stochastic and one deterministic. The latter is less
interesting in the context of reinforcement learning, but allows us
to alleviate the regret caused by the estimation error, highlighting
the effect of optimism.

5.6.1 Equipment Replacement

We start with a classical problem known as the automobile replace-
ment problem [Howard, 1960]. This problem is based on real data
and is considered as a benchmark by different authors [Puterman,
1994; Even-Dar, Mannor, et al., 2006; Bellman and Dreyfus, 2016].
In the replacement problem, the agent operates an automobile,
which can be in one of the forty states, from brand new one to ten
years old, quantified quarterly. At the beginning of each quarter,
the agent chooses to either keep the automobile, or to replace it
with a different one, which can be in any of the forty available
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Two years correspond to
H =8 steps.

This state s, means that
the car is brand new.

Figure 5.2: Replacement
problem. ucB-H" offers
a 41% total regret
improvement over
Q-learning and 13% over
ucB-H. The horizontal
line at the top
represents the optimal
value v,, the vertical
bars show
95%-confidence intervals
on mean estimates, and
the ribbons show the
interquartile range. Data
is smoothed using a
moving average with a
bandwidth of o0.05 - K.

states. The detailed description of the problemcan be found in
the original paper by Howard [1960].

We consider a two-year plan, and K = 62 500 episodes, each
starting with state s, = 1. Therefore, the problem size is equal to
HX = 13120, and the total duration of the learning is T = 5 x 10°
time steps. We assume no discounting y = 1, and use the same
values & = ¢ = 103 for ucB-based algorithms. As a baseline, we
use regular Q-learning optimistically initialized with g, o(x) = v,
with an exponentially decaying exploration rate e = 0.9999*~! and
the same learning rate o, = (H+1)/(H +t) as ucB-H. For ucB-H*
we use @ = 0.8 and A =1 as the learning rate parameters.

The experiment was repeated fifty times. The results are
presented in Figure 5.2.

o 0.02 AipPPCcaNaaRRRARESE
5 R oRit Ba
ng ::: _H‘H UCB-H*
itk
5 AEaAd q
—1.40
0.02 3.60 6.25

episode k (x10%)

This experiment shows that the total regret of Q-learning,
equal to the area between the line and the optimal line above
it, is 1525+ 2 thousand dollars on average. While the plot lines
may seem close to each other, ucB-H was able to achieve a regret
of 1037 £ 2 thousands, showing a 32% reduction over the naive
approach. Finally, ucB-H" incurred a regret of go7 * 3 thousand
dollars, enjoying a reduction of 41% compared to Q-learning and
13% when compared to ucB-H. Interestingly, ucB-H"* has only
a slightly higher variance, which we expect to increase as the
exponent o approaches o.5 (with @ = 0.5 preventing convergence
by violating conditions (5.7)).

5.6.2 Frozen Lake

Our second experiment is the FrozenLake8x8-v@ problem [Brock-
man et al,, 2016]. The agent navigates a grid world searching for a
goal state. The world has holes, stepping into one terminates the
current episode. All states give no rewards, except for the goal
with a unit reward. We consider K = 10* episodes of up to H = 16
time steps. The problem size is HX = 16 x 64 x 4 = 4096, and the
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total duration of the learning is T = 1.6 x 10° time steps. Because
this problem is simpler, we can use a faster decaying exploration
rate € = 0.99*"! for Q-learning. For ucB-H and UCB-H" we use
zero constant ¢ as per Remark 5.1. The rest of the parameters
remain the same.

The results are presented in Figure 5.3. Interestingly, ucB-H
suffered from the largest regret of 5503, while Q-learning and
ucB-H" achieved the regret of approximately 4900 and 3144
respectively. ucB-H" offers a 43% improvement over uCB-H. As
mentioned earlier, this problem has no stochasticity in transitions,
and thus the last term of the regret is zero. Moreover, all algorithms
use the same initialization, therefore, the only reasons for the
performance difference is the choice of the learning rate and the
optimism representation.

= —
g 1 R UCB-H'
_ 7/
©
> </ ——- UCB-H
5} - v
o -7 -
? J I T Q
&0 =
0 4 7 10

episode k (x10%)

5.7 CONCLUSION

This chapter presents generalized optimistic Q-learning, a novel
framework for optimistic model-free reinforcement learning that
incorporates many existing methods, such as Q-learning, ucBs-H,
and or1Q. We showed that under some mild conditions the total
regret of optimistic model-free methods is driven by three distinct
terms multiplied by the magnitude of the problem:

the size of the state-action space,
the total effect of the bonuses, and
the total effect of the estimation error.

To the extent of our knowledge, this is the first study of RL
performance that does not rely on a particular form of the learn-
ing rate. This high level of abstraction facilitates transfer of
our results to new algorithms within the generalized optimistic
Q-learning framework. As an example, we present one such algo-
rithm, ucB-H", prove its efficiency in terms of regret, and illustrate
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Figure 5.3: Frozen lake.
ucB-H" offers a 43%
total regret
improvement over
UCB-H.
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its performance in experiments. Our analysis shows that the regret
is driven by the bonuses and the learning rate, therefore, their
choice is a promising direction for the design of more efficient
optimistic RL algorithms.

Future work includes further relaxations of the conditions
used, and extensions of generalized optimistic Q-learning to other
settings such as infinite-horizon non-episodic learning, deep re-
inforcement learning, and models with continuous state and/or
action space. The algorithm ucB-H" can be extended to the con-
tinuous setting as well. One of the possible ways to do this is to
employ deep Q-networks and pseudo-visitation counters similarly
to [Rashid et al., 2020].



Reinforcement Learning
for Active Wake Control

For the things we have to learn before we
can do them, we learn by doing them.

— Aristotle, The Nicomachean
Ethics 111

Translated by W. D. Ross






IND FARMS suffer from so-called wake effects: when

turbines are located in the wind shadows of other tur-

bines, their power output is substantially reduced. These
losses can be partially mitigated via actively changing the yaw
from the individually optimal direction. Most existing wake con-
trol techniques have two major limitations: they use simplified
wake models to optimize the control strategy, and they assume
that the atmospheric conditions remain stable. In this chapter,
we address these limitations by applying reinforcement learning.
Reinforcement learning forgoes the wake model entirely and learns
an optimal control strategy based on the observed atmospheric
conditions and a reward signal, in this case the power output of
the farm. It also accounts for random transitions in the obser-
vations, such as turbulent fluctuations in the wind. To evaluate
the benefits of reinforcement learning for active wake control, we
implement a simulator based on the state-of-the-art FLORIS model
in the Gym format, making it readily available to the RL community.
Next, we propose three different state-action representations of
the active wake control problem and investigate their effect on
the performance of rRL-based wake control. Finally, we compare
reinforcement learning to a state-of-the-art wake control strategy
based on FLORIS and show that reinforcement learning is less
sensitive to changes in unobservable data.

6.1 INTRODUCTION
In this chapter, we investigate the benefits of using reinforcement
learning for active wake control in dynamic atmospheric conditions.
To do so, we implement a dynamic wind farm simulator. Our
simulator uses FLORIs for each stable state, and supports arbitrary
transition models between such states, defined by the user. Its
design is driven by real-life wind farm operation: it supports
varying angular velocities of the turbines and imitates installations
not seen in other studies, such as meteorological masts and nacelle-
mounted lidar systems. A detailed list of differences with the
existing work on reinforcement learning for active wake control
is given in Table 6.1. We implement our simulator in the Gym
format [Brockman et al., 2016], which is the industry standard for
representing RL problems, so as to facilitate future research in
active wake control from the RL community.

Additionally, we discuss two alternative representations of
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This chapter is based on
the article published in
the Proceedings of the
Twenty-First
International Conference
on Autonomous Agents
and Multiagent Systems
[Neustroev, Andringa,

et al., 2022al.

Minor changes were
made to the text
compared to the
published version: some
of the preliminary
results were moved to
Chapter 1 and minor
text edits were made to
improve readability.

The active wake control
problem is described in
Section 1.3.3, p. 8.

Lidar stands for light
detection and ranging. It
is sometimes spelled as
“LIDAR.
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the control actions in this problem, not used in other studies.
We compare the performances of state-of-the-art reinforcement
learning algorithms for each representation. Our experiments show
that action encoding has a significant impact on the performance
of reinforcement learning methods, with one of the alternatives
being preferable.

Finally, we demonstrate the benefits of reinforcement learning
compared to model-based optimization. Having no explicit model,
it is more robust to changes in unobserved data and to observation
noise, which is especially important for real-life applications.

6.2 PRELIMINARIES

We begin with providing background information both on state-
of-the-art model-based active wake control and on the principles
of reinforcement learning itself.

6.2.1 Steady-State Wind Models

Flow Redirection and Induction in Steady-State (FLORIS) wake
modeling framework [NREL, 2021] includes many of the state-of-
the-art steady-state wake models, and various tools for analysis
and optimization of wind farm layout and operation. It is fully
open-source, computationally cheap, and implemented in Python,
a popular language among RL researchers. FLORIS is maintained,
updated, studied and put into practice by a large community. It
was originally based on works by Jensen [1983] and Jiménez et al.
[2010], but it is being improved frequently, in particular by adding
newly developed wake models. For a more detailed overview of
FLORIS, the reader is referred to the work by Annoni et al. [2018].

Various studies highlight applicability of FLorIs. For example,
Gebraad et al. [2016] apply FLORIS-based control strategy in a
high-fidelity computational fluid dynamics simulator. Wind tunnel
tests were performed by Schreiber et al. [2017]. A field trial on a
commercial offshore wind farm is presented by Fleming, Annoni,
et al. [2017]. These and other applications allow us to consider
FLORIS as the state of the art in both wake modeling and model-
based active wake control.

FLORIS offers various analytical models to compute the wakes,
but it does not explicitly model rapidly changing conditions due to
turbulence and other small-scale atmospheric phenomena. Higher
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Figure 1.4 on p. 8 shows
a simulation in FLORIS
with the default
parameters and two
turbines positioned at a
distance of six rotor
diameters (6 - D).

Table 6.2: Atmospheric
conditions in FLORIS

fidelity tools based on computational fluid dynamics such as large
eddy simulation (LES) can be used for this. Examples of LES in-
clude Simulator for On/Off-Shore Wind Farm Applications (SOWFA)
[Fleming, Gebraad, et al., 2013], Dutch Atmospheric Large-Eddy Sim-
ulation (DALES) [Heus et al.,, 2010], and GpuU-Resident Atmospheric
Simulation Platform (GrAsP) [Gilbert et al., 2020].

Unfortunately, LES require substantial computational power.
To apply their learning method, Dong et al. [2021] performed go
simulations, each of which took approximately 44 hours on 256
cpu cores for a total of 921600 core-hours. Each simulation con-
sisted of just 1000 seconds of simulated time. This computational
power is far beyond the reach of an average researcher. Moreover,
not all of the LES models are open source, further limiting their
applicability. As a result, steady-state computationally efficient
simulators like FLORIS are more commonly used. Interestingly,
even though LES are dynamic, optimization is often done per a
steady incoming wind direction [Gebraad et al., 2016; Dong et al.,
2021], which is another argument for using steady-state simulator
such as FLORIS as a simpler alternative to LES.

It is important to distinguish FLoRrIs the simulator and FLORIS
the controller. A simulation in FLORIS is based on turbine specifi-
cations, such as the amount of power they produce at different
wind speeds, turbine locations in the wind farm, and a set of
atmospheric conditions presented in Table 6.2.

These atmospheric conditions are used together with one of
the wake models to predict steady-state wake locations and the
wind flow throughout the farm. Based on this information, the
total power output of the farm is represented as a function of the
yaws [Rott et al., 2018]. This function is then maximized by an
optimizer to improve the yaws.

FLORIS considers atmospheric conditions as steady, therefore
an atmosphere in FLORIS can be represented by a vector of num-

measurement default value description
wind speed 8 m/s

direction 270° from north clockwise

shear 0.12 57! change of speed with height

veer 0°/m change of direction with height
turbulence intensity  0.06 coefficient of variation of wind speed

air density

1225 kg/m®  the default is at 101325 Pa and 15 °C
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bers, like the second column of Table 6.2. Since atmospheric condi-
tions change over time, one of the possible ways to use FLORIS for
control in a dynamic system is to use long-time averages. Another
approach is to reinitialize it each time new conditions are observed,
using either historical data or a simulated multivariate stochastic
process.

6.2.2 Deep Reinforcement Learning

Among the various RL algorithms, we are interested in so-called
actor-critic methods. They use deep neural networks to concur-
rently learn a policy that prescribes actions to take in each state,
and state-action values that tell how good the actions chosen by
the policy are.

DDPG updates both the actor and the critic using gradient de-
scent. Its successor TD3 adds a few tricks to stabilize the learning
process. Namely, it uses two critics (hence twin learning) and up-
dates the policy less frequently than bpPG (delayed). Additionally
it slightly perturbs the actions to avoid a phenomenon known as
catastrophic forgetting which may happen in deep neural networks
when they stop receiving novel inputs.

sAc uses similar tricks, but has a non-deterministic policy with
entropy regularization. The entropy coefficient controls how much
exploration the policy does, and is usually automatically tuned,
making sAc more adaptive. Since its conception, this algorithm
has been one of the best performing deep-RL methods.

6.2.3 Reinforcement Learning for Active Wake Control

Table 6.1 provides an overview of RL methods applied to active
wake control problems.

The works of Verstraeten et al. [2020] and Stanfel et al. [2021]
both use discrete actions with +1 standing for counterclockwise
and clockwise rotations at a fixed angular velocity. Instead of
directly using the power output of the wind farm as the reward sig-
nal, both use some form of reward shaping to construct a different
reward signal. Both of these methods use non-deep reinforcement
learning. Both methods use steady-state simulations, with learning
done separately per wind speed and direction. The optimal action
is chosen based on current yaws. Therefore, in both cases transi-
tions between different atmospheric conditions are not modelled,
but transitions between yaws are taken into account.
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6.2 Preliminaries

For an overview of RL
methods, see
Section 1.4.2, p. 12.

The neural network that
produces a policy is
called the actor, because
it prescribes how to act.
The neural network that
produces the values is
called the critic because
it tells how good the
outputs of the actor are.

Actor-critic approach is
similar to the dual
formulation of MDPs.
where the primal
program (c1-P) (p. 57)
produces a policy and
the dual program (c1-D)
evaluates the states.
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Instead of neural networks, Verstraeten et al. [2020] use Gauss-
ian-processes reinforcement learning (GPRL) for Q-value approxi-
mation. This is paired with knowledge transfer between similarly
positioned turbines to learn the optimal control strategy. This
is the only article that uses multi-agent reinforcement learning,
showing its high efficiency. Stanfel et al. [2021] use simple Q-
learning, but combine it with domain knowledge. For example,
they apply Gaussian blur to the state-action value function, so
that similar states do not have vastly different values.

Research on deep reinforcement learning for active wake con-
trol in non-stationary environments remains limited. To the extent
of our knowledge, the only such application of deep reinforcement
learning was by Dong et al. [2021]. They use an offline version of
DDPG to learn from examples generated in a high-fidelity (LES)
simulator, and then use the simulator to evaluate the resulting
policy. Even though the wind speed is steady, LES accounts for
fluctuations in the atmosphere caused by turbulence, creating
stochastic transitions. As mentioned above, this required substan-
tial computational power, but the results are sufficiently promising
to further explore the use of deep reinforcement learning for
wake control. To do so, in this chapter we analyze alternative
action representations, two different deep-RL algorithms, and the
performance with respect to changes in unobserved data and to
observation noise.

6.3 ACTIVE WAKE CONTROL AS
A REINFORCEMENT LEARNING PROBLEM

To be able to apply RL algorithms to the active wake control prob-
lem, we need to define it in terms of time steps, states, actions,
rewards and one-step transitions. While this has been done in
previous studies, the resulting formulations are usually highly
abstract and do not reflect the realities of wind farm operation.
For example, atmospheric measurements are captured directly at
the turbine locations, or are assumed to be uniform across the
wind farm. In practice, various measurement tools positioned
throughout the farm can be used to provide atmospheric informa-
tion, such as free-standing meteorological masts or lidar systems.
We aim for a more realistic problem formulation that reflects this.

As mentioned earlier, we treat each time step as having a
steady-state atmospheric conditions. At the end of a time step,
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the atmospheric conditions change and the control chosen by

the agent is executed, causing a transition to a new state, which

is again assumed to be steady. This process is repeated for a 6.3 Active Wake
predefined number of steps T. In our definition of the problem, Controlas

we allow arbitrary chosen (but equal) time intervals At between a Reinforcement
observations and control events, typically a few seconds. Learning Problem

6.3.1 State Space

In reinforcement learning, states describe the current environment
as observed by the agent and contain all the information used by
the agent to choose an action. At any single point of time, the
wind farm can be assumed steady and thus can be represented by
a FLoRrIs simulation. Nevertheless, not all of the simulation data
is observable by the agent. It is thus important to consider what
kind of information is available to the wind farm controller and
include only this information in the state description.

First, we assume that the current yaws vy; of all of the tur-
bines are known, otherwise controlling them may prove difficult.
Additionally, a FLoRIs simulation allows to measure atmospheric
conditions presented in Table 6.2, and the control strategy may
depend on these.

In the current implementation of FLoRIS, wind speed, direction,
and turbulence intensity vary across the wind farm and therefore
should be measured at specific points in space. In a real-world
wind farm such measurements come from meteorological masts or
from sensors on the turbines. For example, these can be nacelle-
mounted lidar systems. They are installed behind the turbine rotor
and can measure the wind in front of it at a distance of 10—300
meters [M. Smith et al., 2014; Bot, 2016].

In contrast, wind shear, veer, and atmospheric density remain
constant across the wind farm and can be defined for the wind
farm as a whole. In real-life systems, this type of measurement
exists as well. For example, some data may come from an external
source, such as a meteorological forecast.

When creating a simulation, the user can specify:

¢ the positions of meteorological masts and the measurements col-
lected there;

* which of the turbines are equipped with lidars and what is mea-
sured by these lidars;

* a list of per-farm measurements from an external data source.
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Figure 6.1: Action
representations. The
blue arrow shows the

wind direction (coming
from 285°). The white
arrow indicates the
turbine orientation
(250°). The blue sector
(top) shows the desired
yaw range (*45° from
the wind), and the
purple sector (bottom)
shows the reachable
yaws for an angular
velocity of 30°/step. The
overlap shows the
reachable yaws, which
are the same in all cases.

Absolute Wind-based

Yaw-based

At runtime, the simulator registers the data according to this
specification, arranges them into a numeric state vector s € R¥
and returns this vector to the user. For example, if a simulation
includes three turbines that register their yaws y;, i € {o,1,2} and
two masts that register the wind speed M and direction ¢ at their
locations, the state is s = [y, ¥1, Y2, Mo, ¢, My, ¢417 € R.

It is common to normalize states in reinforcement learning. We
define ranges of possible values for each measurement and include
an option to rescale each observation to an interval between zero
and one.

Finally, to account for imperfections in the measuring equip-
ment (including yaw measurements), we allow state vector per-
turbations by a zero-mean Gaussian noise. This noise is indepen-
dently drawn at each time step with a scale parameter defined
by the user for each of the observed variables from a given list.
The normalized observations are then clamped between zero and
one. If the observations are not normalized, the noise is rescaled
accordingly for each observed measurement.

6.3.2 Action Space

Each action a = [qy, ay, ...,a,_1]T € [—1,1]" is a vector of length
n, where n is the number of turbines. Each coordinate a; encodes
a yaw change of the i-th turbine. In FLORIS, when a turbine is
rotated counterclockwise relative to the incoming wind, its yaw is
positive, otherwise it is negative. We use the same convention.
The way that the yaw of the i-th turbine changes based on
the coordinate g; can be different. We consider three possible
interpretations of actions, visualized in Figure 6.1.

Yaw-based action representation

The action tells how much the turbine yaw should change with
respect to the current position. Zero action means that the tur-



bine should remain still, and *1 correspond to maximum possible
rotations, that is +w, degrees from the current position, where
o, is the maximum angular velocity of the turbine in degrees
per time step. This is the representation used in the previous
research on reinforcement learning for active wake control. In this
representation, if the current yaw angle of the i-th turbine is y;,
the new yaw y; will be ¥/ =y, + a; - ..

Absolute angle representation

The action tells what the optimal yaw should be relative to some
static direction. For example, the most prevalent wind direction
can be used. In Figure 6.1 it is west. In this case, 0.5 corresponds
to south, -1 and +1 to east, and -o0.5 to north. If this desired new
yaw is outside of the operational zone of the turbine, it will turn
as far towards it as it can, either clockwise or counterclockwise,
depending on which direction is closer. For example, if the static
direction B is 270° as in Figure 6.1, the next step yaw will be

o

yi =B —a;-180°.
Wind-based action representation

The action is represented as the optimal yaw relative to the current
wind direction ¢ measured at the turbine’s location. The actions of
*1 correspond to the maximum (desired) yaw relative to the wind.
The new yaw is computed as y; = ¢ + %(ai +1) -y —vyo) +y_.

After the new yaw angles y; are calculated, they are adjusted to
satisfy two constraints.

First, turbines cannot rotate faster than their maximum angular
velocity w,. This constraint is based on physical limitations and
should always be satisfied. In Figure 6.1, the possible yaws in
the next time step are shown in purple. If the agent selects the
new yaw y; to be outside of the interval [y; — o,,7; + ®,], it is
clipped to fit inside this interval. For example, if in the absolute
representation the agent chooses any action g; smaller than ~/s,
it will result in the same new turbine orientation of 280°.

Second, the turbine’s yaw relative to the wind should not be
too large. This is because its power output is proportional to the
cosine of the yaw, and drops fast as it turns away from the wind.
To ensure a reasonable operational range, we define minimum
y_ and and maximum y, yaws. This constraint is shown in blue
in Figure 6.1. If the turbine is within the desired yaw limits and
attempts to leave them, it will stop. The new yaw is clipped to
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For a more detailed
description of the
remaining parameters
and the function
ax;(M;), called the axial
induction factor, see the
paper by Gebraad et al.
|2016].

satisfy this constraint. In rare cases the turbine may end up
outside of the desired yaw range, for example due to a sudden
change in the wind direction. In the notation of Figure 6.1, this
will result in blue and purple sectors not overlapping. In this case,
the turbine should attempt to return as fast as possible to the
operational yaw range (the blue sector), but may stay outside of it
temporarily. No matter which action is chosen by the agent, the
turbine will perform the same rotation: the one that minimizes
the angle with the wind direction.

After these constraints are applied, the range of the possible
next-step yaws is the same between the three representations. For
example, in Figure 6.1, the new yaw can only be between 240° and
280°. The only thing that differs between the three representations
is how the new yaws are computed based on the action vector.

6.3.3 Rewards

At each time step, FLORIS simulator calculates the total power
output P of the wind farm in watts, which is the sum P = 3L, P;
of power outputs P; of the individual turbines,

P, = %p~A,- M} - dax,(M;) - (1— axl-(Mi))2 -n-cos?y,

Here p is the air density and M; is the wind speed at the turbine,
both of which are atmospheric conditions that may be included
into the state vector and y; is the yaw of the i-th turbine, which
depends on the i-th coordinate of the action vector. This equation
shows that the reward is dependent both on the state and the
action in a non-linear manner.

6.3.4 Transitions

When the environment transitions to a new steady state, two
things change in the FLoRrIs simulator. First, the yaws are adjusted
according to the action chosen by the agent.

Next, the atmospheric conditions change, resulting in changes
in both the wind flow in the simulation, and in the atmospheric
measurements registered at the next time step. The most obvious
approach is to find a dataset of atmospheric conditions at the
desired granularity and use it to generate transitions.

To create a simple yet realistic wind simulation, we looked at
a publicly available dataset from the Hollandse Kust Noord (site
B) (HkNB) wind farm zone in the Netherlands [RvO, 201g]. This
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data logz log M o, Table 6.3: Estimated
n m parameters of the wind
mean —2.2X10 2.3 %10 process. Empty cells
drift logt 25x107%  55x1074 —23x1076  corespond to zeros.
log M _ _5 8 _s % 10=7 7, M, and ¢, stand for
o8 21X 10_3 4.0 10_3 53 10_7 turbulence intensity,
¢r 3.1X10 _3-6 X 10 _8-3 X 10 wind speed, and relative
diffusion logt 13x1072 —21x107% —44x10"4  wind direcltion
ti .
logM 2.2%x1073 2.5 x 1074 respectively.
b, 1.6 x 107!

dataset was chosen because it includes all atmospheric parameters
used by FLoRIs. Furthermore, it is a practically relevant case, as
active wake control will be investigated for the wind farm at this
location [Crosswind, 2021].

The data is measured at ten-minute intervals, which is typical
for such datasets. Unfortunately, this means that it cannot be
used directly in turbine control experiments, as control is typically
more frequent. To address this issue, we fit a continuous-time
stochastic process to the data. This allows us to use one time step
for estimation and a different one for simulation.

We use the multivariate Ornstein—Uhlenbeck process [Vati-
wutipong and Phewchean, 201g]. It is a mean-reverting process,
meaning that its parameters tend to return to long-term aver-
age values, for example, single prevalent direction or mean wind
speed. Moreover, many commonly used stochastic processes can
be seen as particular cases of the multivariate Ornstein—Uhlenbeck
process [Meucci, 200g]. For these reasons, Ornstein—Uhlenbeck
processes are used in wind modeling [Arenas-Lépez and Badaoui,
2020; Obukhov et al,, 2021]. Additionally, by increasing the mean-
reversion coefficient of wind direction, we can force it to stay
stable, emulating a popular experimental setup with a wind tunnel.

Formally, the multivariate Ornstein—Uhlenbeck process is de-
fined by the following stochastic differential equation

dy = ©O(m —y)dt +Sdw,.

In simpler terms, this process can be described as follows. m is a
vector of mean values to which the process tends to revert. © is
the drift matrix. It determines the speed of reversion to the means
m. W, is a multivariate Wiener process that adds random noise. S
is the diffusion matrix that determines the noise covariance matrix
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Figure 6.2: Sample paths
of the simulated

atmospheric conditions.

Black line shows
historical data used in
estimation.

3 =SST. A procedure described by Meucci [2005] can be used to
estimate the parameters of this process. When the parameters
are known, a simulation procedure for arbitrary chosen time steps
is provided by Vatiwutipong and Phewchean [2019)].

We then estimated a process for three atmospheric measure-
ments: turbulence intensity 7, wind speed M, and wind direction ¢.
Because turbulence intensity and wind speed cannot be negative,
we applied a logarithmic transformation. For the wind direction,
we applied a rotation so that the mean my, of the rotated process
¢, is equal to zero. This transformation means that the wind
direction is measured relative to some prevalent direction, which
becomes easier to set in the simulation. Figure 6.2 shows the wind
data used in estimation and three simulated paths.
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After the data transformation, we fitted a multivariate Ornstein—
Uhlenbeck process for y = [log 7,logM, ¢.]T. The estimation pro-
cedure requires data points at equal time intervals. To achieve
this, we cropped the HKNB dataset to the first missing entry. The
resulting wind parameters are presented in Table 6.3. For wind
shear and veer, we used mean values in the dataset, 0.0094 s
and —0.025°/m respectively.

6.3.5 Gym Implementation

Openal Gym [Brockman et al., 2016] is an open-source Python
library of benchmark problems for reinforcement learning. Each
problem in Gym is represented by an environment which provides
a unified AP1 for RL algorithms to communicate with, making
it the the field standard for RL problems. For this reason, we
implement our simulator as a Gym environment to make it eas-
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ier for other RL researchers to use [Neustroev, Andringa, et al.,
2022b]. This environment supports all of the elements of state
and action representation mentioned in this section, as well as
an arbitrary transition function. We provide four basic variants
of the transition model, but users can define their own, more
sophisticated transition models, for example, using time-varying
multivariate Ornstein—Uhlenbeck processes, or entirely different
stochastic models of the wind. If the wind process is not specified,
the environment uses steady wind from FLORIS.

For the multivariate Ornstein—Uhlenbeck process, the user can
provide a list of kmeasurement names, whether the logarithmic
transformation needs to be taken for each of the measurements,
the mean vector of length k, and two k x k matrices of drift
and diffusion. For the wind direction, we additionally use the
principal wind direction relative to which it has been measured.
After the direction data is generated, it is rotated by that angle.
This direction is 270° by default, meaning that the wind comes
primarily from the west. This is a common practice in wake control
experiments.

6.4 EXPERIMENTS

Using our Gym environment, we performed two experiments where
we compare reinforcement learning to two control strategies. The
baseline strategy is to ignore the wake effects, turning the turbines
to face the incoming wind. The second strategy is given by the
FLORIS optimizer. It optimizes the yaws numerically based on
the wind flow model in the simulation. In contrast, reinforcement
learning needs no such model.

6.4.1 Action Representations

In this experiment, we test the effect of action representation on
the performance of two state-of-the-art RL algorithms: TD3 and
sac. We omit DDPG even though it is used by Dong et al., 2021
because TD3 is its direct successor. The hyperparameters used for
each method are available in Appendix B. We use a setup where
one meteorological mast and three turbines are positioned in a
line. This single-line layout is commonly used in evaluation of
wake control strategies in a wind tunnel, as it represents the worst
possible scenario because of the many wake interactions.
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We use a multivariate Ornstein—Uhlenbeck process to simulate
the wind as described in Section 6.3.4, but with a single adjustment:
we increase the mean-reversion rate of wind direction by changing
the drift coefficient of the wind 6, , from -8.3x1077 to 1072. This
forces wind direction to stay within 270° £ 5° but still change with
time. Other parameters remained as listed in Table 6.3. The
dependencies of turbulence intensity and wind speed on the wind
direction are unchanged.

The state space is a vector of length five that includes the yaw
angles and two measurements from the meteorological mast: wind
speed and direction. While turbulence intensity changes over time,
it is not observed by the wind farm operator. For FLoRIS, we used
turbulence intensity of 0.12 and wind veer and shear presented in
Table 6.3. We allowed the turbines to turn at the maximum angular
velocity of 1°/sec. Further, we used the parameters from the NREL
5 MW reference turbines. These and other FLORIS parameters are
taken from the default multi-zone wake model.

For each RL method, we trained ten agents on different random
seeds. To evaluate the performance of the learned policies, we
separated training from evaluation as follows. For training, we
simulated a week of wind farm operation with time intervals of
ten seconds. The evaluation of the momentarily learned policy of
each agent is done every twelve hours of simulated time (that is,
fourteen times) in five randomly generated environments. Each
such evaluation lasts for eight hours of simulated time (2880 steps),
during which the total reward is compared against two benchmark
strategies: a baseline in which each turbine faces the incoming
wind, and a model-based control strategy offered by FLORIS .

Because different evaluation environments contain different
atmospheric conditions, the total power output of these benchmark
strategies changes across environments. To compare, we normalize
the results so that in each evaluation the total reward of the
baseline policy is equal to zero, and of FLORIS to one. In this
experiment, FLORIS has access to the exact simulation model sans
turbulence intensity, justifying how we use it to indicate a 100%
performance.

The rescaled results are presented in Figure 6.3. While the
yaw-based representation may seem to be the most intuitive one,
it performs poorly. Because either positive or negative actions are
chosen too often, it often fluctuates between the extreme yaws,
leading to a drift in the turbine yaw.
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To better understand this effect, consider a situation where the
wind is steady. In the other two representations, the optimal action
is the same for any current yaw. In the yaw-based representation,
however, this is not the case, and if the same action is performed
at all time steps, the turbine keeps turning either clockwise or
counterclockwise until it reaches the end of the desired yaw sector.
Therefore different actions need to be learned for different states.
Assuming that learning constant values is easier for a deep neural
network, other representations will lead to better performance.

The wind-based representation is the best performing one. To
understand why, consider the baseline strategy of always facing the
wind. For any down-wind turbine this is the optimal strategy. In
the wind-based representation, this strategy is yaw-independent,
making it easy to learn. In other representations, the optimal
action depends on the incoming wind direction. These results
show how the performance of RL methods depends on action
representation in the active wake control problem.

Of the two RL agents, sac performs better than TD3, and learns
almost a perfect strategy in the given timeframe. Interestingly,
sac sometimes outperforms FLoRr1s. This is possible because of
the interactions between wind speed, direction and turbulence
intensity. While the latter is not observed, its changes can be
derived (up to a noise parameter) from other wind data. We
speculate that in some of the experiments sac performed so well
because it was able to find a better turbulence representation than
the average turbulence intensity known to FLORIS.

Figure 6.3:
FLORIS-normalized
reward of RL agents for
different action
representations over
one month of simulated
time for sac (top) and
TD3 (bottom). Thin and
thick lines represent
individual evaluations
and means respectively.



Table 6.4: Performance
improvement in percent
over the baseline in the
noisy observations
benchmark. For sac,
the final learned
strategy is used.

FLORIS SAC

noise, o mean 95% conf. int. mean 95% conf. int.
0.01 9.54 9.01—10.11 8.46 7.04— 9.65
0.03 1.24 1.04— 1.42 5.15 0.96 —10.04
0.05 0.42 0.32— 0.50 953 8.07—11.02
0.07 0.23 0.18— o0.29 7.35 5.85— 9.01

6.4.2 Noisy Observations

Of the two benchmarks in the previous experiment, sac outper-
formed TD3, but FLORIS offered a better control strategy most
of the time. This is because it has a perfect model of the en-
vironment, which is not true in practical applications. In this
experiment, we compare reinforcement learning to FLORIS in the
presence of imperfect observations.

To illustrate the capabilities of our simulation environment, we
slightly adjust the experimental setup of the previous section. First,
we remove the mast. Instead, we use per-turbine measurements
of wind speed and direction, and a farm-wide measurement of
turbulence intensity for both FLorIs-based controller and sac.
Next, we move the second and third turbines by Y- D south and
north respectively. This makes the problem harder, as it no longer
has two symmetric solutions. Finally, in this experiment the time
step is one second instead of ten for a more realistic control.

To generate faulty observations, we use four different levels of
noise: o € {0.01,0.03,0.05,0.07}, that is, after the observations are
normalized between zero and one, we perturb them with a Gaussian
noise € ~ N'(0,0). Only the wind measurements (speed, direction,
turbulence intensity) are perturbed, and the yaws are unchanged.
We train five agents for one day of simulated time (86 400 steps).
The evaluations are performed every two hours of simulated time
(7200 steps) and last for thirty minutes of simulated time (1800
steps). Each evaluation uses five different environments.

The results of this experiment are presented in Figure 6.4 and
Table 6.4. FLORIS-based optimization struggles to outperform the
baseline strategy as the noise scale grows, dropping from g9.5%
improvement over the baseline to just 0.2%. While sac also suffers
from the noise in the observations, its performance improvement
is between 8.5% and 7.4%, giving a statistically significant improve-
ment over FLORIS-based control in noisy environments.

166



0=0.01 0=0.03 o =0.05

o =0.07

performance

——

12 2 12 24
training time (hours of simulated time)

6.5 CONCLUSION

Active wake control is a promising real-life application of reinforce-
ment learning. On the one hand, this problem can be very difficult
to solve. Its states are only partially observable, the observations
are noisy, and the state-action space can be extremely large for
large wind farms. On the other hand, emerging research in this
domain indicates that the RL community is well equipped to solve
this problem, potentially saving millions of dollars in energy losses
due to wake effects.

To facilitate future research in this direction, we have presented
a new simulator for this problem. It is based on the state-of-the-art
steady-state atmospheric simulator called FLoRr1s. Our simulator
includes many aspects of the problem not seen in the RL research
of active wake control before, such as decoupling of measurement
devices from turbines and changes in wind conditions. Our simu-
lator is implemented as an Openal Gym environment, is easy to
use off the shelf, and is completely open source.

While previous RL approaches for this wake control all use the
same action encoding, we identified two possible alternatives. We
then experimentally showed that the choice of such an encoding
has a great impact on the performance of learning methods. Inter-
estingly, the most common one—yaw-based—performed the worst
in our experiments. Soft actor-critic, while a golden standard in
RL research, has never been applied to active wake control before,
and we demonstrated that it shows better performance than TD3.

Finally, we showed that in the presence of imperfect observa-
tions, a deep-RL agent is capable of learning a better strategy than
the state-of-the-art model-based one.

Deep reinforcement learning for active wake control holds great
promise for further refinement: first, FLORIS is steady state, which
means it optimizes yaws only for the particular time the state
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was measured. RL methods have techniques to predict the next
state and would therefore pick an action that is best suited for
the duration until the next course of action can be taken. Second,
where FLORIS has a fixed set of parameters, RL techniques can
easily be augmented with other potentially relevant data picked up
by sensors. Especially deep-RL techniques deem to be promising
when data gets highly-dimensional. Third, we expect deep-RL
techniques to outperform model-based optimal control such as
FLORIS in terms of computational efficiency, which is especially
relevant for big windfarms.

Besides further exploring potential benefits of reinforcement
learning, also some more technical questions remain. Is there an
even better action encoding system? Or a different state represen-
tation? Are there alternative reward shaping methods? While we
investigated some state-of-the-art deep-RL methods, sophisticated
alternatives exist. Rainbow Hessel et al., 2018 combines aspects of
many existing RL algorithms. Distributional reinforcement learning
Bellemare et al., 2017 provides an alternative learning paradigm
by using distributions instead of deterministic state-action values.

Practical implementation of active wake control methods comes
with challenges as well. The wind farm operator needs to maximize
power production, but also to minimize structural loads on the
turbines. This can be done via safe reinforcement learning [Garcia
and Ferndndez, 2015] or multi-objective reinforcement learning
[Liu et al., 2014]. Another problem is scalability; perhaps multi-
agent reinforcement learning [Hernandez-Leal et al., 2019] can
learn to perform active wake control in large-scale wind farms.
Finally, reinforcement learning requires exploration, which will
inevitably cost money to the wind farm owner. This can be ad-
dressed by using offline reinforcement learning [Levine et al., 2020;
Agarwal et al., 2020] and learning from the past data, or by using
more sample-efficient methods, such as optimistic reinforcement
learning [Ciosek et al., 2019; Neustroev and de Weerdt, 2020]. Fi-
nally, the evaluation of the performance of reinforcement learning
vs. model-based wind farm control in more realistic atmospheric
environments as present in field tests and atmospheric LES models
remains an open topic.

We hope that this work sparks interest of the RL community
in this problem, and that our results will make it easier for other
researchers to develop new methods for active wake control.
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What I propose, therefore, is very simple:
it is nothing more than to think what we
are doing.

— Hannah Arendt,
The Human Condition






EQUENTIAL DECISION-MAKING under uncertainty is one

of the key research areas in artificial intelligence. It stud-

ies the ways for the agent to operate under uncertain or
incomplete information. We began with a goal

TO OBTAIN NEW INSIGHTS AND DEVELOP NOVEL
ALGORITHMS BY GENERALIZING THE EXISTING THEORY
AND APPLICATIONS OF SEQUENTIAL DECISION-MAKING

UNDER UNCERTAINTY.

We now conclude with a discussion of how this goal was achieved.
First, we re-examine the research questions. Next, we address the
implications of our findings for society. Finally, we discuss possible
future research directions.

7.1 ANSWERS TO THE RESEARCH QUESTIONS

We begin with a retrospection of the research questions posed in
the introduction and explain how they were addressed.

Research question 1
First, we asked ourselves,

HOW CAN WE FIND OPTIMAL DECISIONS
IN NON-STATIONARY INFINITE-HORIZON PROBLEMS
WITH UNBOUNDED REWARDS?

To answer this question, we surveyed the existing research. We
found that when the agent is able to identify an optimal initial
decision, a so-called rolling-horizon procedure can be employed to
act optimally. We then examined solution horizon methods that
seek initial-decision optimal policies and found that they require
the rewards of the problem to be uniformly bounded, including
the methods based on linear programming. At the same time,
we saw that under the universal optimality criterion, the dual
linear-programming approach is applicable in the unbounded case
as well.

Because universal optimality implies initial-decision optimality,
we combined these approaches to design a novel solution-horizon
algorithm of Chapter 3. Moreover, in our algorithm we were able
to forego the universal optimality entirely, showing that a weaker
notion of occupancy-based optimality is sufficient to establish
initial-solution optimality. While the resulting problem is still
infinitely-dimensional, it can be approximated by a finite problem
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E.g., in FrozenLake8x8-v0
with the discounting
factor of 0.g9g the
uniform reward bound
of one leads to the
upper value bound of
100 =1+ 0.99 + 0.99% +
0.99° +---. In practice,
the state values are
never greater than one,
and for some of the
states—the holes—they
are equal to zero.

that stops at a certain horizon. This approximation is known as a
truncation. By using the multi-stage contraction properties of the
new formulation, we showed that the truncation-based approach
can be made monotonically convergent when using multi-step
horizon increments instead of the previously used single-step
ones.

The algorithm we proposed is applicable to non-stationary
problems with unbounded rewards, providing an answer to this
research question. As a result, it can be used to find optimal
initial decisions in problems where this was not possible before.
Additionally, even in problems with bounded rewards it is able to
outperform the original solution-horizon method by better utilizing
the knowledge of the reward function.

Research question 2
The answer to the first question involved a reformulation of the

non-stationary problem as a countably-infinite one. This gave rise
to the following question:

HOW CAN WE FIND OPTIMAL DECISIONS IN PROBLEMS
WITH COUNTABLY-INFINITE ENVIRONMENTS?

We answered this research question in Chapter 4 by generaliz-
ing the theory and method of Chapter 3. We showed that the
truncation-based approach can be extended to countably-infinite
problems with unbounded rewards in general. Then we designed
a different algorithm that performs policy iteration in these prob-
lems to eliminate provably suboptimal actions. Additionally, the
proposed algorithm can be applied even when the state space is
multidimensional. One of such problems is the inventory man-
agement problem with countably-infinite state space. We showed
how our approach can be used to solve this problem.
Additionally, some of the existing methods for planning and
learning rely on the uniform reward bounds which exist trivially
in the finite case. These bounds can be incorporated in the algo-
rithms—often implicitly—to reason about possible outcomes of the
future actions. Countably-infinite problems lead to unbounded
rewards; therefore, we must forego this uniform bound in the
reasoning. Instead, we use a concept of a weight function. This
function makes the information on the future states more real-
istic, in the uniformly bonded case, it can be used to accelerate
convergence of the decision-making algorithms. In general, the
weighted-supremum approach leads to better performance by in-
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corporating more information into the decision-making process.
Therefore, it should be employed in favor of the uniformly bounded
assumption.

Research question 3

Next, we focused our attention on reinforcement learning. We
saw that the existing research shows that optimistic Q-learning is
provably efficient in stationary problems and asked ourselves,

IS OPTIMISTIC LEARNING EFFICIENT IN NON-STATIONARY
PROBLEMS; IF SO, HOW CAN THIS EFFICIENCY
BE EXPLAINED?

To answer this question, we considered non-stationary episodic
Markov decision processes. We showed that they can be analyzed
the same way that stationary models can. Then we proved sample-
efficiency of optimistic Q-learning in terms of the asymptotic
behavior of the total regret it generates, providing a positive
answer to the first part of the research question.

The second part of the research question is addressed by the
novel regret analysis of Chapter 5. It is fundamentally different
from previous results in this field; while other studies present
concrete formulae for regret as a function of time and space
dimensions of the problem, we derived a first-of-its-kind high-level
result on sample-efficiency of optimistic Q-learning. Instead of
showing how the regret behaves asymptotically, we explain why
it behaves in this way. Additionally, unlike any of the previous
results, our analysis does not depend on any particular learning
rate function, generalizing some results previously known only for
specific learning rates.

Our regret bound provides new insights into the nature of
optimistic reinforcement learning. For example, one of the identi-
fied regret sources is the estimation error: an RL agent estimates
the true transitions and expected rewards of the underlying MmDp
from the observed ones. In model-based methods, this estimation
happens explicitly and is therefore hard to overlook. In model-free
learning, however, the estimation occurs implicitly. Our result
shows that this is detrimental to applications with no aleatoric
uncertainty. In this case, the estimation element of learning can
and should be removed, leading to both faster convergence and
fewer computations. The distinction between stochastic and de-
terministic environments should be more commonly adopted in
algorithm design; its inclusion is not arduous and leads to more
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efficient algorithms.

Finally, we showed how the theoretical result of Chapter 5 can
be used to facilitate design of new optimistic RL methods. We
gave an example of one such method, ucB-H*. We proved its
efficiency and demonstrated that it is capable of outperforming
UCB-H, supplementing the theoretical findings of Chapter 5 with
more practical results.

Research question 4
Our final research question was

HOW CAN REINFORCEMENT LEARNING BE APPLIED TO
EFFICIENTLY SOLVE REAL-WORLD PROBLEMS SUCH AS
ACTIVE WAKE CONTROL?

To answer it, we surveyed the existing body of research on rein-
forcement learning for active wake control. We found that it is
rather scarce, but most of the proposed solutions use wind farm
simulations in lieu of field studies. This is especially important
given the trial-and-error nature of reinforcement learning. At the
same time, we saw that the existing simulations are far detached
from the reality of a wind farm operation. To provide a rem-
edy for this problem, we designed a simulation toolbox for active
wake control based on the state-of-the-art FLoRIS framework. Our
simulator is highly configurable and easy to employ.

Unlike wind farm models previously used in RL research, we
included a way to add additional data sources such as nacelle-
mounted sensors and external information providers. The mea-
surement data in our problem is aggregated into a state space
vector, which can be given as an input to an RL method including
off-the-shelf solutions.

All of the previous research in RL for active wake control used
the same action description based on the maximum angular ve-
locity of the turbines. We considered two alternative ways to
encode the actions in this problem: as a desired angle from either
a fixed direction—for example, north—or from the wind direction.
In the experimental evaluation, we found that the proposed action
representations can lead to improved performance of RL algo-
rithms; therefore, future research should consider using one of
these action encodings for more efficient reinforcement learning.

Additionally, to illustrate the potential of reinforcement learning
compared to other state-of-the-art control methods, we investi-
gated the impact of information noise on the learning process
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in active wake control. Our findings revealed that reinforcement
learning can be more robust to distorted inputs than model-based
control methods. This property is especially useful in real-world
applications, as sensor readings rarely provide perfect information.

7.2 SOCIETAL IMPLICATIONS

The first part of this thesis focuses on planning in countably-
infinite Markov decision processes. The reader may wonder what
is the goal of studying these models. After all, is not infinity but a
mathematical abstraction?

For example, let us consider the inventory management prob-
lem of Section 1.3.2. The reason why the sample space of this
problem is infinite is twofold: on the one hand, stock at hand
can be unlimited, on the other, the decision-making continues ad
infinitum. Of course, there is no infinite storage space in reality,
nor is the agent expected to operate a warehouse eternally.

While countably-infinite problems present a unique mathemat-
ical challenge, there is a practical implication as well. When a
hyperparameter of the problem is known to be finite, this infor-
mation is often embedded in the solution methods. The same is
simply not possible for infinite values, and different methods need
to be developed without such hyperparameters. As a result, these
new methods can be applied to finitely-countable problems where
the aforementioned hyperparameters are unknown.

Businesses and governments alike make many of their decisions
by choosing an arbitrary planning horizon. In the European Union,
for example, investment in research and innovation is currently
planned for 2021-2027 [EU, 2021], and the climate policy is laid
down until 2030 [EU, 2022]. When choosing planning horizons
like these, the solution-horizon approach of Chapter 3 can be used
to reason whether the selected horizon is chosen appropriately.

Similarly, when non-temporal parts of the state space are in-
finite, we can think of them as either unknown or irrelevant to
the solution. In the inventory management example, the maxi-
mum warehouse capacity is always limited. At the same time the
manager of a warehouse is probably not interested in filling the
whole storage space with just pens or staplers. Traditional meth-
ods based on Markov decision processes require a complete state
space specification, including many irrelevant warehouse states
like these. In Chapter 4, we propose to increase the considered
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state of the problem—the stock in this case—incrementally, until
its sufficiently large for the decision to be made. Like in the time
horizon case, this approach does not require the truncation to be
chosen by a human a priori.

The regret analysis of Chapter g provides a new viewpoint on
the efficiency analysis of reinforcement learning. It can be used in
the design of future algorithms, resulting in faster, more sample-
efficient training, which is crucial for applications of reinforcement
learning to many real-life problems.

One of such problems is active wake control in wind farms.
Wake effects account for substantial losses in energy production,
and wake control strategies can be used to boost the efficiency of
wind farms. More efficient energy production in wind farms can
facilitate their adoption, aiding the transition from fossil-based
fuel to renewable energy sources. This is especially important in
achieving the United Nations resolution to limit the rise in global
temperatures by 2050 to 1.5 °C above pre-industrial levels [UN,
2015]; a strenuous undertaking that requires the share of solar
and wind power to increase to 74% of the total power generation
capacity [IRENA, 2022, Chapter 1].

7.3 FUTURE RESEARCH DIRECTIONS

The work presented in this thesis answers some questions about
the nature of sequential decision-making; at the same time, it
presents new challenges and opens opportunities for future re-
search. In this section, we discuss the potential future research
directions. We group them into two categories: possible extensions
and speculative future prospects.

7.3.1 Theoretical and Algorithmic Extensions

In this section, we discuss some of the more straightforward
research directions. Most of these are possible extensions of the
theory and methodology presented in this thesis.

Span-based salvage spaces

The proposed planning methods for non-stationary and continu-
ous MDPs search for possible value approximations in the dual
problems that can lead to alternative solutions to the primal prob-
lems. The search is performed within what we call salvage spaces.
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Naturally, the smaller the salvage space is, the better its points
approximate the true optimal values of the problem.

In this thesis, we defined the salvage spaces in terms of absolute
bounds only. However, these spaces can be made smaller by
introducing additional span-based constraints. In fact, in the case
of uniformly bounded rewards, this was done by Bean et al. [1992].
In the unbounded case, however, such a result is not available.
Similarly to weighted-supremum norms that we use, Scherrer
[2007] introduced weighted spans. With some additional analysis,
these can be used to extend the method of Bean et al. [1992] to
problems with unbounded rewards and to improve the algorithms
of Chapters 3 and 4.

Continuous (Borel) models

Many of the reinforcement learning problems have continuous
elements in their sample spaces. For example, in the active wake
control problem, both the states and the actions can be continuous.

The theory of MDPs with Borel spaces—both continuous and
discrete—is well established [Herndndez-Lerma and Lasserre, 2012].
While value- and policy-based methods can be applied to such
problems [Yu and Bertsekas, 2015], including problems with un-
bounded rewards [Herndndez-Lerma and Muiioz de Ozak, 1992],
the dual linear-programming becomes impossible.

At a glance, this may look as an unsolvable challenge, but
other notions of duality can be used where linear programming
fails. For example, a recent study by Nachum and Dai [2020]
provides a connection between Fenchel-Rockafellar duality and
reinforcement learning, and Laroche et al. [2022] extends the
theory of occupancy measures in Borel spaces.

By combining these results with the theory presented in this
thesis, it should be possible to extend the proposed methods for
planning and reinforcement learning to continuous MDPs, making
them applicable to a larger class of problems.

Sample-efficient reinforcement learning for active wake
control

In this thesis, we studied optimistic RL algorithm. It is very eager
in its exploration: after all, an optimistic agent always assumes
that unencountered states hold a great promise. This property
makes it not suitable for field studies where the cost of failure can
be high. At the same time, if exploration can be done at little to
no cost—for example, in simulations—optimistic learning becomes
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especially promising due to its provable efficiency.

In this thesis, we presented a simulator for the active wake
control problem. And yet we did not use it in combination with
optimistic reinforcement learning.

The main reason for this is that active wake control is a contin-
uous problem. While it can be solved via discretization, algorithms
tailored to such problems—such as sac considered in Chapter 6—
tend to perform better.

Another reason is the so-called curse of dimensionality. Op-
timistic learning keeps track of state-action visitations. In our
attempts to apply optimistic Q-learning to active wake control,
we saw that the visitation function becomes hard to approximate
as the number of the problem’s dimensions grow. For example,
a simple approach is to divide a state space into bins and count
visitations within those bins. if the state space is ten-dimensional,
even 5 bins per dimension lead to almost ten million bins overall.
As a result, most of them contain zeros, making the agent explore
unnecessarily aggressively. We considered other approximations
as well [H. Tang et al., 2017; Sim&o and Spaan, 201g], but none of
them yielded satisfactory results.

Of course, one of the possible research directions is to explore
even more pseudo-visitation approaches [B. Tang, 1993; Martin
et al., 2017]. Alternatively, if a Borel model of optimism is designed
in the context of the previous section, if can be applied to active
wake control as well.

7.3.2 Future Prospects

The research directions presented in this section are more long-
term. They do not yet have an immediately obvious way to address
them and pose more significant scientific challenges.
From sufficient to necessary conditions
The weight function is a key component of the planning methods in
countably-infinite domains. We use the properties of this function
to establish existence of policy values via multi-stage contractive
properties of the Bellman operators. At the same time, weight
functions with different properties are sometimes used to achieve
similar results [Cavazos-Cadena, 1986; Altman, 199g]. Thus, the
conditions we impose on the problems are sufficient, but not
necessary.

The necessary conditions for duality in countably-infinite MDPs
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are still not known. Their discovery can be an important theoretical
contribution that can shed light on the nature of such MDPs.

Similarly, our analysis of optimism in Q-learning relies on a
few sufficient conditions on the learning rate and the problem’s
data. Necessary conditions for sample efficiency of Q-learning are
not known; their discovery will be a significant contribution to the
field of reinforcement learning.

Connections between truncations and optimism

There are possible connections between the notions of truncations
and optimism. In the analysis of Chapter 4, we added a bonus term
to the rewards to represent the uncertainty of the states we are not
yet taking into account directly. In optimistic Q-learning, we add a
bonus to the reward function as well. This bonus is based on the
number of visitations of a particular state-action pair; it represents
our uncertainty about the state-action pair and decreases as the
algorithm continues to encounter that state-action pair. Perhaps,
there exists a deeper link between the two approaches that can
be explored to better understand the nature of both of them.

Connections between duality and actor-critic methods

The dual linear-programming approach utilizes two problems. One
of them—the one that we call primal—is based on occupancies and
its solution provides the agent with a policy. The other problem
—the dual—seeks the optimal state values.

In actor-critic reinforcement learning, two neural networks work
in tandem. The actor estimates the policy. The critic estimates
the values under the actor’s policy. Both use gradient descent to
improve their estimates.

The actor and the critic resemble the primal and the dual
programs. Moreover, their alternating learning is similar to the
primal-dual gradient descent method [Du and Hu, 201g]. Further
exploration of this idea can advance the theory of actor-critic
reinforcement learning.

In conclusion, the results presented in this thesis advance both the
theory of sequential decision-making under uncertainty and its
potential for real-world applications, paving the path for further
development of efficient algorithms for planning and learning.
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Miscellaneous Proofs

sented in this thesis. Section A.1 contains proofs of equiv-

alence of non-stationary MDPs to countably-infinite ones.
Section A.2 presents the proof that any flow-conserving function
induces a policy. Section A.2 concerns feasible solutions of the
occupancy-based linear program. Finally, Section A.4 contains
proofs of various properties of the multi-product inventory man-
agement problem.

THIS APPENDIX contains proofs of auxiliary results pre-

A.1 PROOFS OF TIME AUGMENTATION
EQUIVALENCE

Lemma 2.7 # stationary reformulation equivalence

All policies of a non-stationary MDP My, T < o can be repre-
sented in time-augmented version 0t by policies of the same gain,
assuming that the gain is well-defined.

Proof. Consider the sample space Q; = § x l'[iTzl(A x §) of the
augmented MDP 9i;. It consists of sample paths @ of the following
structure:

o= (So, T[),A[), Sl’ Tl,Al, veny ST—]’ TT_I,AT_I, ST, TT).

Let b, denote the history mapping in the augmented problem. Let
Bil denote the history with all of the times 7, removed:

(So, To,Ao, Sl’ TI,AI, ey St? Tt)‘L‘ = (So,Ao, Sl’Al’ ey St)’



by (2.4) <

by (2.8), (2.9), and (A.1) <

For the product of «

Kronecker deltas to be
non-zero, 7, must be
equal to o. Then 7; must
be equal to 75 +1=1
and so forth. Instead of
sequentially comapring
T;41 to each to the
previous values 7;, we
rewrite the product by
comparing them to the
values of time directly.

by removing zero
summands

by (A.2)

The switch of the
summation index set
from Q7 to Qg is only
possible for well-defined

gains.

and similarly for sample paths. For any policy 7= € I, choose an
augmented policy 7 as

#(alb,) = m(alhl). (A1)

By this construction, every policy in the original problem 91 has
a counterpart in the augmented problem t;.
We now show that the gains of these two policies are equal.
We begin with the probability measure P, induced by the
augmented policy 7. It is equal to

pﬁ:( D) = &(SO) 'ﬁo(A()rho) '150(§1 |~§0,A0)
-y (A1) - (S, 1S, Ayp) - -
=670 a(Sp) - To(Ag1Sp) * Ozy41,7, - Po(Si 1S, Ag)
- 70y (A 1S, A9, S1) + Erv1z, - P1(S2 IS A - oo

T-1 T-1
= Po(@") - 850 H) 8z itz = Pr(@™) - t]‘!) 8o (A2)

Let Q7 be the set of all sample paths where all the times 7, occur
sequentially:

OF ={@€Q|d=(S5,0,40,S,LA,,....S7_1, T = L,A;r_;,S1, T)}.

For any sample path @ € Q7 in this set, the product [T ' 8, , is
equal to one. For all other sample paths it is equal to zero. Thus,
the augmented probability measure P, (&) is equal to the original
one P (w) for all @ € Q7 and o = &".

Therefore, the gain of the augmented policy /(%) is equal to

J(#) = Dyt F(Sy(), (@), A (@) - Pr(®)

@eQr

=2 ¥ - F(Si(@),t, A(@)) - Pz ()
oeQT

= 2yt 1 (S(@"), A (@) - Pr (™).
ey

The right-hand side uses only augmented sample paths with the
times removed from them. Since there is only one combination of
times in Q7, we can remove the times from the definition of the
sample space as well, and each summand will still appear exactly
once. Therefore,
J(#@) =Yyt r(Sp(w), A (w)) - P (@) = (),
wEQT

and the gains of the augmented policy 7 and the original policy =
are the same. QED
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Corollary 2.8 s optimality in non-stationary co-horizon MDPs
Let Conditions 2.1 and 2.3 hold for a non-stationary infinite-horizon
Markov decision process M., with a countable state space, |S| < oo,
Then there exists a deterministic Markovian policy = € Il that
is optimal.

Proof. By Proposition 2.6, the augmented version 9ty T < o of a
non-stationary MDpP 9t has an optimal deterministic stationary
policy #, € D with some gain J,. Consider a policy Ty i(als) =
7, (als,t). By construction (A.1), its augmentation is equal to

Tup(als, ) = my(als) = 7, (alst) if =t

Thus, the augmented version of =, ,(a|s) may differ from the
optimal augmented policy %, when 7; # t. At the same time, all
such cases happen with zero probability, because 6, ; appears in
the construction of the probability measure (A.2) and it is equal
to zero when 7, # t. Therefore,

~ as. ~
Tpt(A1S,Ty) = Ty

and their induced probability measures are equivalent. The policy
7Ty ¢(als) has the same gain as the optimal augmented policy J,.

Assume that J, is the optimal gain in the augmented problem
9, but not in the original one M. In this case there is a
policy 7’ with a gain J* such that J' > J,. But that means that
the augmented policy 7’ has the same gain J'. Therefore, in
the augmented problem M, the policy 7, is not optimal. By
contradiction, J, is the optimal gain in the original problem 9t
as well. Since x, , achieves this gain, it is optimal. QED

A.2 PROOF THAT FLOW CONSERVATION
INDUCES POLICIES

Theorem 2.14 # flow conservation induces policies

Given a stationary infinite-horizon MDP I, with a discrete admissi-
ble control space X, consider an absolutely-summable non-negative
function f € L'(X), f > 0. If the function f is a flow-conserving oc-
cupancy function, then the occupancy function of the policy n/ = Zf
induced by the function f is equal to f, z ; = f, and therefore the
function f is an occupancy function.
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Proof. First, by Definition 2.29, we can express the occupancies
z s of policy #/ for arbitrary chosen s” € S and a” € A as

an(S”, all) — Eﬂfl:;) ;yt . 85{)5,, . 5A[,a”] = tZT yt . Enf[sst’su . 5At,a”]
= S

= Zyt. Z a(s) - Z p;f(sf|s)
t=0 s'eS

SES
N ACHEDRX-NIRy
a’eAp(s’)
= z Vt . z a(s) - z p;f(3/|3) . ﬂf(a//|sl) . 55,15,,
t=0 sES s'eS

Yyt > als) - pls'ls) - ol (a']s")
t=0 SES

o
> as)- Y yt-pt(s"ls) - (a”|s").
seS t=0

Next, we express the initial state distribution ¢ in terms of
the function z. If the state occupancy is zero, z(s) = 0, then
the occupancy for all actions a € A,(s) permitted in that state
must be zero as well, z(s,a) = 0. This follows directly from (2.22)
and the non-negativity assumption. From the flow-conservation
recurrence,

a(s)=z(sh)—y- Y Y z(sa)-p(s|sa)

seS aeAp(s)

by removing zero < =z(s)—vy- Z Z z(s,a) - p(s'|s,a)
summands SESUPPz a4, (s)
by (2.22) and z(s) # 0 < =z(s)—y- > z(s,a)-p(s'Is,a) - L)”
SESUPPZ aEA, (s) Z z(s,a”)
a”EAp(s)
. z(s,a) /
reordering < =z(s')—vy- z(8)  =———=—-p(s'|s,a)
ses%:ppzae%(s) Z z(s,a")
a”eAp(s)
by (2.23) « =z(s)—y- Z Z Z(S)'%f(a|3)'p(sl|3,a)
sEsuppzaeAP(s)
by (2.2) < =z(s') —y- 2 2(s) - py(s']s)
sEsuppz
by adding zero < =2z(s") —)/-ZZ(S) -pnf(s'ls).
summands seS
Therefore,
zy(s",a) = Y (2(s) =y ¥ z2(s) - py(s'ls))
s'eS seS

. Z‘b,yt ‘p;f(slllsl) 'ﬂf(a”|8”)
t=
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=2

Z(S')~Z)/t~p;f(s"ls')-J'cf(a"ls") b
s'eS t=0

-2 72 zs)-py(s]s)

s'eS seS
PR CHEPREACHER
Consider the subtrahend only. It can be simplified to

2y 22(s) py(s]s) - Zoyf-p;f<s”|s'> -l (a"]s")
t=

s'’eS se$
=Yy Y 2(s) - Y p(sls) - pli(sIs) - (a"]sT) -
t=0 sES s'eS
=>z(s)- ¥yt -ply(s”ls) - A (@ |s")
seS t=1

=>z(s) - 3yt ply(sIs) - Al (a"|s"). (a3) »
s'’eS t=1

Therefore,

zy(s",a) = Y (2(s) =y X 2(s) - py(s'ls))

s'eS seS

. Z‘byt'P;f(S”S') -nf(a”ls”)
t=

= 2 2(s) Z vt ply(s"Is) A (a8 >
s'eS t=0
_ Z Z(S,) . Z ,yt ‘p;f(3”|5,) . 7Tf((1”|5”)
S'ES t=1
= Y z2(s') 8y g7 (a"|$).
s'eS

If the state s” is not in the support of the function z, then z(s”) =0
and Y, g z(s') - 85 ¢ = 0 because all of the summands are equal
to zero. Therefore, znf(s”, a”) = z(s",a”) = 0 no matter what the
policy is. Otherwise, ¥, g z(s") - 85» ¢ = z(s") and the occupancy
z(s",a") can be simplified as follows:

Zﬂf(sﬂ,a”) — Z(S”) 3 n.f(a//|sll)
Z(S”,a”)

Y z(s",a)
aeAp(s”)

222(8”,(1”) . =Z(S”,a”).

a” eAp (s")

In both cases, z_;(s",a") = z(s",a"). QED
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a(s') and therefore is
non-negative.

Changing the
summation order is
possible because all of
the values are
non-negative.

by changing indexing
variable from s to s’

by (a.3)



A.3 PROOF OF FEASIBLE REGION EMBEDDING

Lemma 2.21 # feasible region embedding

Under Conditions 2.4, 2.5, and 2.6, the feasible region of the primal
For (p), see p. 49.  program (P) is a subset of the space LY*(X) of functions with

finite w-weighted supremum norm |- ||,

Proof. First, note the following two properties of inner products:

(z,Z)yx =D z(s,a)-Z'(s,@) = Y Y z(s,a)-Z/(s,q)

(s,m)eX SES acA,(s)
< Z( > z(s,a))-( > Z’(s,a))
seS aeAp(s) aeAp(s)
=(Nz, N2, (a.4)
(NoNz2hg =D ( 3 2(s))-2(s)
sES aEAp(s)
= YA, ()] 2(s) - 2'(5) <Al - (2,2')s. (A.5)
seS

Next, the feasible region is given by the constraint /,y—y- Ty = «
See p. 49. or alternatively A,y = y- 7.y + a. Then, by Definition 2.33 and
linearity of the operators,

¥, Nwyx = (My,w)s =(y- Ty + a,w)g
=7 - ( Ty, w)s + (@, w)g = (1,7 - Tw)x + (@, w)g
Sy My, Mo Tws +({a,w)g
=y -y - Ty +a, NoTw)g + (o, w)g
=2y, TN, Tw)y +v - (@, N Tw)g + (a,w)g
=y2 (), TN, Tw)x +y - (Na, Tw)x + (@, w)g
Y2, TN, Twyx +yKk - (No, Nwyy + (@, w)g
=y2 (), TN, Tw)y + vk - (N Na,w)g + (@, w)g
Y2y, TN, Twyx + (YlAl+1) - (o, w)s.

Repeating this process v — 2 more times we obtain
v=1
¥, Ny <Yy, (TH)ITw)y + 3 (YA, - (@, w)g
i=0
SA-(y,wyx +C-(a,w)g,
where C 2 Z}):_OI(VKIAI)I- is a finite constant. Thus,

A=A -y, Nwyx £ C-({a,w)g and
(¥, Nw)x < ﬁ (o, w)g <.  QED

212



A.4 PROOFSFORINVENTORY MANAGEMENT
PROBLEM
A.4.1 Proof that Rewards Are Unbounded

Lemma 2.23 # unbounded rewards in inventory management
If at least one holding cost h; is positive, there exists no uniform

reward bound in the multi-product inventory management problem:

sup |r(s,a)| = oe.
(s,@)eX
Proof. We prove this statement by showing that for any constant
w € R, there exists a state s and action a such that r(s,a) < —w
and therefore |r(s,a)| > w for any w.
Let us assume that no order is placed, a = 0. In this case,

r(s,0) = G(s,0) — H(s,0) — 0(0) = G(s,0) — (h,s) < C; — (h,s).

Choose an arbitrary product k with a positive holding cost h*. Let
the inventory of each other product be zero, s; = 0 if i # k. For
the k-th product, consider an inventory s* that is greater than
(w + Cg)/hX, for example, let sk = | (w+ C;)/h*] + 1. For this state,
the expected immediate reward r(s,0) is bounded from above by

w+CG
= —w. QED
hy

n=1
r(s,0) < CG_ Z hi.si = CG_hk.Sk < CG_hk'
=0

A.4.2 Proof of Weight Function Existence

Lemma 2.24 # weight function in inventory management

In the multi-product inventory management problem, let Cg, Cp, and
Cyy denote the expected revenue when the inventory is infinite, the
maximum cost of placing an order and holding it, and the maximum
cost of holding an order.

C; =(c,dy forall (s,a) € X, (2.39)
h; +o,;
A . i v,i
Co=0s+M max o (2.40)
A h;

If the expected demands d are finite, then Condition 2.5 is satisfied
with the weight function w, the one-stage expansion coefficient k,
the contraction horizon v and the v-stage contraction coefficient A
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by (2.34) <

usingj=s;+a;—k <

by definition of g; <

both H(s,a) > 0 and <«
O@) >0

G(s,a) >0 «

by (2.37) and (2.38) <

given by

w(s) = (h,s) + w;, K2y.(1+0),
1, ifk<1,
Vé{ W (C-lyVC AZyY.(1+Cv)
_(CyYCIny) 1 . )
e e I R > ¢

where wy, = max{Cg, Cp}, C = Cy/w,, and W, is the k-th branch
of the Lambert w-function.

Proof. Indeed, if the expected demands d are finite, the expected
revenue when the inventory of each product is infinite is equal
to Cg £ (¢, d) and is also finite. When the inventory is finite, the
expected revenue can not exceed Cg,

G(s,a) < C; = (c,d) forall (s,a) € X. (A.6)

We can formally prove this statement as follows. Let g;(s; a;)
denote the expected sales of the i-th product when the total
inventory of that product is equal to s; + a;.

gi(spa) = Y pi(sils,a) -max{0,s; + a; — sj}
s'eS
si+a;

’;1 (si+a;—k)-pi(s;ta;— k) + (s;+ ap) - gi(s; + ay)

sitai—1

Z J-pi() * (si+ @) - gi(s; + ap)

sita;—1

‘ZJ P10)+Z(s +a;) - pi(j)
j=sita;

sita;—1

<ZJ pi(j )+ZJ pi(j) = Zof-pl-w:di. (A7)
j=sita;

The total expected revenue G(s,a) = (c,g(s,a)) is then indeed
bounded from above by a constant C; = (c,d).

Using this bound, we can see that the rewards are bounded
from above by

r(s,a) = G(s,a) — H(s,a) — 0(a) < G(s,a) < C; (A.8)
and similarly from below by

—r(s,a) = H(s,a) + 0(a) — G(s,a) < H(s,a) + O(a)
<(h,s+a)+(o,a)+o
=<(h,s) + (h +0,,a) + of. (A.9)
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The second product ¢(h +0,,a) does not depend on the state s and
we can show that it is bounded from above by some constant. To
find this bound, we solve the following optimization problem

max <(h+o,a
ax ( v @)

s.t. {(m,a) < M.

This is a finite-dimensional linear program, therefore strong duality
holds between it and its dual

min M-
y20 Y
st. y-my2h;+o,; forall0<i<n.

The dual program has a single variable y and has a trivial solution

hi + Ov,i
max .
0<i<n ml'

Indeed, any y that is smaller violates at least one of the constraints,
and any one that is larger yields a larger objective M - y. Thus, if
we let

hi + oy

Co = of + M - max o) (A.10)

0i<n - My
then the constant C, is an upper bound on ordering costs and
holding costs for the order. By combining the bounds (a.8) and
(A.9), we find that

Ir(s,a)| < max{Cg,(h,s) + Cp} < (h,s) + max{Cg, Cp} = w(s).

We denote max{C;, Cp} by w, because w(0) = w,. The affine
function w(s) = (h,s) +wy is a weight function that satisfies (2.25).
Moreover, we can show that the remaining parts of Condition 2.5
hold for this weight function.

The weight function w was chosen so that (2.25) holds. To
complete the proof, we need to show that the constants «, v, and
A of Lemma 2.24 satisfy the requirements of Condition 2.5.

We start with the one-stage expansion coefficient k. First, note
that for any two statess € S and s’ € S

w(s') =(h,s"y +wy = (h,s) + wy +(h,s" —s) = w(s) + (h,s’ —s).
Therefore, for any state-action pair (s,a) € X

[Tw](s,a) = ) p(s'|s,a)-w(s')
s'eS
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= > p(s'ls,a)-w(s)+ Y p(s'ls,a)-¢hs’ —s)
s

s'eS s'e

n—1
Seesp(sls,a) =1 < =w(s)+ Y D p(s'ls,a)-h;- (sj—s).
s’eS i=0

Additionally, the following inequality holds.

sita;
Y Pilsilspa) - (sf—s) =Y (k—s) - pi(s;+ a;— k)
s'eS k=1
by (2.34) < — ;- q;(s;+a;)
Sita;
S+ qi(s;+a;) 20 < <Z(k_si)'pi(si'"‘:li_k)
k=1
si+a;—1
usingj=s;+a;—k < =Z(ai_j)'pi(i)
j=0
si+a;—1 00
j>0 < <Y ai-pi()<ap- Y pi() =a;. (A1)
=0 =0

The transition probabilities p(s’[s,a) are given by (2.35). Because
each of the probabilities p;(s; |s;, a;) is between zero and one, for

any product i
p(s'ls,a) = pi(silspa) - [ ] pi(silsy a) < pi(silsyap.  (aa2)

J#i
Therefore,

n—1
[Twi(s,a) Sw(s)+ X Y pi(sils,a) - h-(s]—s;)

s'eS i=0
n—=1
changing the summation < =w(s) + Z h; - Z pi(sils,a;) - (s;—s;)
order i=0 s'eS
<w(s) +(h,a)
C
= w(s) + CH(I + WZ)) - w(s) (a13)
C C

< (l+m> -w(s) = (1+w—lg> -w(s). (A14)

The change of summation order is possible because the sum-
mands are all positive and Proposition 2.3 can be used. The
constant Cy is chosen so that (h,a) < Cy for any action a. The
derivation of Cy is identical to the derivation of C, in equa-

tion (2.40).

By putting inequality (A.14) into the definition of the transition

operator 7, we see that for any state-action pair (s,a) € X

y - [Twl(s,a) < k- w(s),
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and therefore y - [T,w](s) =y - [Tw](s,7n(S)) < k- w(s) for any
Markov deterministic policy 7 € Tlpy;.

Finally, we consider the contraction horizon v and the v-stage
contraction coefficient A. If k <1, we can set v=1and A = k.
Otherwise we still need to show that Condition 2.5 holds. We start
this part of the proof with showing that the following inequality
holds:

Trww+k-Cy foranyk> 1 (a.15)

We prove it by induction. The base case k =1 holds due to the
inequality (A.13). Assuming that the inequality (A.15) holds for
some k —1, we show that it holds for k. Indeed, for any states € S

[Trwl(s) = [TT 5 wlis) = Y pe(s'ls) - [Trwl(s)
s'eS

<Y pa(s'ls) - (w(s) + (k=1)- Cp)

s'eS
=(k=1)-Cy+ D py(s'ls)-w(s)
s’eS
=(k=1)-Cy+[Twl(s,z(s))
(k=1)-Cy+w(s)+Cy

= LU(S) +k'CH.

Now that we have proven the inequality (A.15), we use it to show
that
[TFw](s) Sw(s) +k- Cy < (1+ k- 52) - w(s).

Thus, if A =y (1+Cv) <1 for some v, then these values of v and
A satisfy Condition 2.5. To find such a contraction horizon v, we
solve the inequality

P40 <,
Yy v+ C Yy Iny > CyVC ny,
exp((v+C~1-lny)- (v+C)-Iny > ClyYC . Iny.

Let x = C~'-yY/C.Iny and y = (v+ C7!) - Iny. The inequality
becomes y - ¥ > x.

Let us solve the equation y - € = x first. For real-valued x, this
problem has a solution only if x > —e~! [Corless, Gonnet, Hare,
Jeffrey, and Knuth, 1996], which holds if y # e~C. By substituting
y = e~C into the formula for , it is easy to check that in this case
k < 1for any C > 0 and we can use v = 1. If y # e~C, x is a negative
number because Iny < 0 for any 0 < y < 1. For —e=¢ < x < 0, the
equation y - e = x has two solutions, y = W_;(x) and y = W(x)
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> xCly/C.lny <0
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Recall that Iny is

a negative number,
hence the change in the
inequality signs.

such that W_;(x) < Wy(x) < 0 [Corless, Gonnet, Hare, Jeffrey, and
Knuth, 1996]. Moreover, y - e’ > x if y < W_;(x) or y > Wy (x).

By substitution of x and y back into the inequality, we obtain
(v+C N Iny < W_i(C71-yY/C.Iny) or (v+C1)-Iny > Wy(C!-
yYC .Iny) and therefore

—-1.,1/C, —-1.,1/C.
y< M€y iny) 1 ys W€ y™-lny) 1
Iny C Iny C

The first case yields non-positive values of v. The value of v used
in the statement of Lemma 2.24 is the smallest positive value for
which the second inequality holds. This concludes the proof. QED

A.4.3 Proof of Value Bounds

Lemma 4.1 # value bounds in inventory management

In the multi-product inventory management problem, for any policy
7 € [1 the value v,(s) of each state s € S is bounded by the
functions u. € L*(S):

—u-w(s) SuU_(s) Lv,(s) Cuy(s) Cu-ws),

_1 .
-y

0—Y (Co—Cq)
(1—1y)?
Ce

and U, (s) = T—y (4.3)

where u_(s) = — (h,s) — ¢

(4.2)

The constants Cg, Cp, and Cy are defined in Lemma 2.24.

Proof. From equations (A.8), (A.9) and (2.40) we know that the
rewards belong to intervals

—w(s) < r_(s) <r(s,a) Lr.(s) Lw(s), where
r_(s) = —(h,sy—C, and r.(s)=Cg.
The upper bound u, = C;/(1 + y) then immediately follows from
rry:
MOEDWEDY MCADRMCY
i=0  s'eS

o o C
<Co 2 v Y pri(s'19) =Cq- Y ¥ = 7% = u.(s).
i=0  s'€S i=0 Y

Similarly, for the lower bound,

C >
v, (S) > —ﬁ — Y ¥ Y pri(sls) - (hs).  (a16)

i=0 s'eS
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To simplify this expression, we show by induction that

zgp,"r(s’ Is) - (h,s"y < (h,s)+k-Cy foranyk>0. (a.17)
s'e
For k=0,

ng,ﬁ(s' |s) - (h,s') = & - (h,s") = (h,s) = (h,s) + k- Cy.

s'e

Additionally, for k =1,

2. p(s'Is,a) - (hs’y = 3 p(s'|s,a) - Zh !
s'eS s'eS
Z Z pi(sils,a;) - h;-si
s'eS :0

h Zp,(s Is;,a;) - s!

Z (Si + 2 pi(si1s;,ap) - (s — Si))

s'eS

—
,_.o

3

< Z hi- (s;+a;) = (h,s) +(h,a)
j=0
<<(h,s) + Cy. (A.18)

Assuming that inequality A.17 holds for k — 1, we write

Z§n<s”|s> (h,s") —Zp(s |s,7(s)) - p71(s”1s') - (h,s")
s'’e
< Zp(s |'s,z(s)) - (¢h,s) + (k—=1)-Cy)
s’eS
=Y p(s'|s,n(s)) - (h,s")
s’eS
+(k=1)-Cy- Y p(s'|s,7(s))
s'eS
<(hs)+Cy+ (k=1)-Cy -1
= (h,S) +k' CH‘

Thus, inequality (a.17) holds by induction. Combining it with
inequality (A.16), we obtain the lower bound:

Co &, _
Ur(8) > =% = 2 ¥ ((hys) +i- Cpy)
=
Co <(hs) y-Cy

TTTey T I-y T d—y2
1 Co—v-(Co—Cq)
= —_ h’s— 0 0 H. ED
1—y (h,s) (1—1y)2 Q
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by (2.3)

by inner product
definition

by (a.12)

changing summation
order

Yses pi(sils,a) =1
by (A.11)

by definition of Cy, also
see (A.13)

by (2.3)

by inductive hypothesis
(A.17)

by (a.18)

o i _ Y
Zf:[) Y- (1-y)2






Active Wake Control
Implementation Details

parameter I 11
discounting factor 0.99
sampling size of the replay buffer 10°
batch size 128

start learning at step 4321 7201

actor learning rate 1073 1077
layers 2
neurons per layer 128
activations ReLU

critic learning rate 107? 107*
layers 2
neurons per layer 128
activations RELU
target updates Polyak 0.05
frequency 6o
TD3 policy noise 0.2
policy update frequency 60
noise clipped at *o.5
gradient norm clipped at  *o.5
sac initial a 1.0

a learning rate 1072 107*

Table B.1:
Hyperparameters of the
deep reinforcement
learning agents. The
second experiment uses
the same parameters
unless explicitly listed.
In both experiments
learning starts after the
first evaluation. TD3
uses noise only in
training, but not in
evaluation. The
parameter « of SAC is
auto-tuned starting with
the initial value. For the
second experiment, the
learning rates of sac
were additionally tuned
using a grid search.
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