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A B S T R A C T

Wind farm flow control aims to improve wind turbine performance by reducing aerodynamic wake interaction
between turbines. Dynamic, physics-based models of wind farm flows have been essential for exploring
control strategies such as wake redirection and dynamic induction control. Free-vortex methods can provide
a computationally efficient way to model wind turbine wake dynamics for control optimisation. We present
a control-oriented free-vortex wake model of a 2D and 3D actuator disc to represent wind turbine wakes.
The novel derivation of the discrete adjoint equations allows efficient gradient evaluation for gradient-based
optimisation in an economic model-predictive control algorithm. Initial results are presented for mean power
maximisation in a two-turbine case study. An induction control signal is found using the 2D model that is
roughly periodic and supports previous results on dynamic induction control to stimulate wake mixing. The
3D model formulation effectively models a curled wake under yaw misalignment. Under time-varying wind
direction, the optimisation finds solutions demonstrating both wake steering and a smooth transition to greedy
control. The free-vortex wake model with gradient information shows potential for efficient optimisation and
provides a promising way to further explore dynamic wind farm flow control.
1. Introduction

Large, densely spaced wind farms are designed and constructed to
make use of limited offshore parcels. Within these farms, aerodynamic
interaction between wind turbines reduces power production and in-
creases fatigue loading as turbulent, low-energy wakes travel through
the farm and negatively affect downstream turbines. Wind farm topol-
ogy is designed to minimise these interactions, but is inflexible to cope
with dynamic, varying atmospheric conditions [1]. The purpose of wind
farm control is to minimise the detrimental effects of aerodynamic
interaction between wind turbines in a wind farm.

Control strategies for wind farm control can be roughly divided
in three categories: wake redirection by yaw misalignment, induction
control, and wake mixing strategies [2]. First, the use of yaw mis-
alignment with respect to the free-stream wind direction to redirect
wakes downstream has been shown to effectively improve perfor-
mance under steady conditions in both wind tunnel experiments [3–5]
and field studies [6–10]. Second, sinusoidal thrust variations, and
consequent induction variations, through collective pitch control have
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been found to improve wake recovery in an LES study [11] and in wind
tunnel experiments [12]. Finally, recent developments in stimulating
wake mixing have shown the potential to improve upon collective
pitch variations with the helix approach, an individual pitch control
strategy [13].

Control-oriented surrogate models are often at the core of wind
farm control algorithms. Steady-state engineering wake models, such
as those that have been implemented in FLORIS [14], are the current
industry standard. These include, for example, the Gaussian model [15]
or a steady representation of curled wake dynamics [16]. As steady-
state wake representations are limited in realistic time-varying con-
ditions, dynamic effects have been added to these engineering wake
models to improve upon the steady-state results by including dynamic
wake meandering [17] or using Lagrangian particles to incorporate
wake dynamics [18].

Several studies have also developed physics-based dynamic models
for wind farm flow control, especially using the adjoint method to
efficiently calculate gradient information for a scalar objective func-
tion with a large number of parameters. The patterns found through
vailable online 4 November 2022
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optimal control studies with adjoint large-eddy simulations [19,20]
provided the basis for dynamic induction control methods, although
these simulations are too computationally expensive for real-time con-
trol applications [11,21]. WFSim provides a 2D Navier–Stokes based
wind-farm flow model for control [22], which has then been used
for adjoint optimisation of induction control [23]. FRED [24] builds
on the results from WFSim to simulate wind farm performance with
the adjoint for gradient calculation [25,26]. However, the 2D physics
inherent in this model lack the curled wake dynamics of a wind turbine
under yaw misalignment [27–30] and could not accurately model the
effects of wake redirection [26].

In contrast to conventional computational fluid dynamic
approaches, free-vortex methods use the vorticity formulation of the
Navier–Stokes equations to model wind turbine wakes with Lagrangian
elements [31]. Within the field of wind energy, free-vortex wake
models have been used to study floating wind turbines and wake
dynamics [32] and to study dynamic wake control methods and analyse
wake stability [33]. The latter uses the CACTUS code which has been
shown to be mostly accurate for near-wake regions [34]. Even though
vortex methods are generally more accurate in near-wake regions, a
free-vortex ring method has been used to model far wake dynamics
for both fixed-bottom and floating wind turbines [35]. Additionally, an
actuator-disc model based on discretised vortex rings has been shown
to capture the 3D dynamics of the kidney-shaped wake under yaw
misalignment [36].

In this paper, we propose the use of the free-vortex wake method
as a computationally efficient, physics-based surrogate wake model for
control optimisation, especially coupled with the adjoint for efficient
evaluation of the gradient. This work aims to extend the possibilities for
optimisation of induction and yaw signals for dynamic wind farm flow
control. For that purpose, the contribution of this paper is threefold:
(i) a control-oriented free-vortex wake model of an actuator disc in
2D and 3D with the discrete adjoint for gradient computation, (ii) an
economic model-predictive control implementation for dynamic wind
farm flow control, and (iii) initial results that demonstrate dynamic
induction control and yaw control under time-varying wind direction.

The remainder of the paper is structured as follows. A 2D and 3D
free-vortex model of an actuator disc to represent a wind turbine wake
is presented in Section 2. The non-linear optimisation problem for eco-
nomic model-predictive control is formulated in Section 3 together with
the discrete adjoint method for calculating the gradient. Results are
discussed in Section 4, which provides an overview of operation under
steady conditions followed by receding horizon control optimisation of
time-varying axial induction and yaw signals. Finally, conclusions are
presented in Section 5.

2. Control-oriented free-vortex wake model

The general formulation for the control-oriented free-vortex wake
(FVW) representation is described in Section 2.1. Aspects specific to the
2D and 3D implementations are then defined in Section 2.2 and Sec-
tion 2.3, respectively. The convergence and validation of the method
for the numerical parameters used in this paper is provided in Ap-
pendix B.

2.1. General formulation

An actuator-disc representation of a wind turbine is implemented
with the free-vortex method in both a two-dimensional (2D) and three-
dimensional (3D) formulation. The free-vortex method is based on
Lagrangian particles that advect downstream. These particles induce a
velocity based on their associated vorticity. The resultant flow velocity
may be calculated at any position based on the free-stream velocity
and the sum of induced velocities. For a further description of the
fundamentals, the reader is referred to aerodynamic literature, such
as [31].
753
The use of the free-vortex wake method requires the assumption of
inviscid and incompressible flow. The actuator disc is assumed to be
uniformly loaded so it only releases vorticity along its edge [31]. For
the 2D model, the wake is modelled by releasing pairs of vortex points
at the edge of the actuator disc at every simulation time-step. The 3D
code is based on the simulation of discretised vortex rings with vortex
filaments, adapted from the model described by Berdowski et al. [36].
For convenience, all units have been non-dimensionalised by the rotor
diameter and inflow speed.

A system with fixed dimensionality is preferred for control optimisa-
tion, therefore the wake models are set up with 𝑛e elements per vortex
ring and a fixed number of vortex rings 𝑛r . The number of points to
define the vortex elements 𝑛p equals 𝑛e in 2D and 𝑛e + 1 in 3D. The
spatial dimension of the simulation is 𝑛d, which equals either two or
three. The number of turbines modelled is 𝑛t and the number of control
arameters per turbine is 𝑛c. For example, the total number of states is
s = 2𝑛r𝑛p𝑛d + 𝑛r𝑛e + 𝑛t𝑛c for a single wake modelled with the FVW,
here additional virtual turbines are evaluated using the flow velocity
ithout including their effect on the wake.

We set up the model as a non-linear state–space system in discrete
ime,

𝑘+1 = 𝑓 (𝒒𝑘,𝒎𝑘) , (1)

𝒚𝑘 = 𝑔(𝒒𝑘,𝒎𝑘) , (2)

here for every discrete time step 𝑘 the updated state 𝒒𝑘+1 ∈ R𝑛s and
he output vector 𝒚𝑘 ∈ R𝑛t are a function of the current state 𝒒𝑘 ∈ R𝑛s
nd the control inputs 𝒎𝑘 ∈ R𝑛t𝑛c . The state vector is built up as

𝒒 =

⎡

⎢

⎢

⎢

⎢

⎣

𝑿
𝜞
𝑼
𝑴

⎤

⎥

⎥

⎥

⎥

⎦

, (3)

from the vortex element positions 𝑿 ∈ R𝑛r𝑛p𝑛d , the vortex element
circulations 𝜞 ∈ R𝑛r𝑛e , the stored free-stream velocity 𝑼 ∈ R𝑛r𝑛p𝑛d ,
and the control inputs from the previous time step 𝑴 ∈ R𝑛t𝑛c . The full
control vector 𝒎 is defined as

𝒎 =

⎡

⎢

⎢

⎢

⎢

⎣

𝑎0
𝜓0
𝑎1
𝜓1

⎤

⎥

⎥

⎥

⎥

⎦

, (4)

for a two-turbine configuration with axial induction 𝑎 and turbine yaw
angle 𝜓 .

States corresponding to a ring are indicated with a subscript, rings
are indexed with a superscript starting from 0. This allows, for example,
the convenient relation of a point 𝒙(𝑏)𝑖 ∈ R𝑛d to the point in the same
position in the previous ring 𝒙(𝑏−1)𝑖 , or all points in a ring 𝑿(𝑏) ∈ R𝑛p𝑛d
to all points in the previous ring 𝑿(𝑏−1).

For all rings except the first (𝑏 ≥ 1), the position update is calculated
from the position of the previous ring with simulation time step ℎ,
the stored inflow velocity 𝒖∞ ∈ R𝑛d , and the total induced velocity
𝒖ind ∈ R𝑛d ,

𝒙(𝑏)𝑖
|

|

|𝑘+1
= 𝒙(𝑏−1)𝑖

|

|

|𝑘
+ ℎ

(

𝒖(𝑏−1)∞,𝑖 + 𝒖ind(𝒙
(𝑏−1)
𝑖 , 𝒒)

)

|

|

|

|𝑘
. (5)

The velocity 𝒖ind induced at any point 𝒙 is the sum of the contribution
from all vortex elements in the system

𝒖ind(𝒙, 𝒒) =
𝑛r−1
∑

𝑏=0

𝑛e
∑

𝑗=1
𝒖i

(𝑏)
𝑗 , (6)

where 𝒖i ∈ R𝑛d is the velocity induced by a single vortex element.
The generation of new vortex elements in the first ring 𝑿(0) and the
velocity induced by a single vortex element 𝒖i is defined for 2D and 3D

in Section 2.2 and Section 2.3, respectively.
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The vector 𝜞 contains the vortex strength 𝛤 for all elements in all
rings . The vortex strength of the first ring is given according to

𝛤 (0)
𝑖 (𝒒,𝒎) = d𝛤

d𝑡
ℎ = 𝑐′t (𝑎)

1
2
(𝒖r ⋅ 𝒏(𝜓))2ℎ for 𝑖 = 1, 2,… , 𝑛e . (7)

In this expression, 𝒖r is the average wind speed at the rotor. The vector
𝒏 ∈ R𝑛d is a unit vector orthogonal to the rotor disc, pointing in
the downstream direction, with the rotation matrix 𝐑𝑧 ∈ R𝑛d×𝑛d and
axis-aligned unit vector 𝒆𝑥 ∈ R𝑛d ,

𝒏(𝜓) = 𝐑𝑧(𝜓)𝒆𝑥 . (8)

The local thrust coefficient 𝑐′t , is calculated from the axial induction 𝑎
as

𝑐′t (𝑎) =

⎧

⎪

⎨

⎪

⎩

4𝑎(1−𝑎)
(1−𝑎)2 = 4𝑎

1−𝑎 if 𝑎 ≤ 𝑎t ,
𝑐t1−4(

√

𝑐t1−1)(1−𝑎)
(1−𝑎)2 if 𝑎 > 𝑎t ,

(9)

here the induction 𝑎t at the transition point is

t = 1 − 1
2
√

𝑐t1 , (10)

and the parameter 𝑐t1 = 2.3. The thrust coefficient calculation is based
n momentum theory with a transition to a linear approximation for
igh induction values that is an empirical correction based on the
lauert correction [37]. Vortex strength of subsequent rings is inherited
ownstream,

𝛤 (𝑏)
𝑖

|

|

|𝑘+1
= 𝛤 (𝑏−1)

𝑖
|

|

|𝑘
for 𝑖 = 1, 2,… , 𝑛e and 𝑏 = 1, 2,… , 𝑛r − 1 . (11)

Ring zero is initialised at the turbine position with the free-stream
velocity, which may vary over space and simulation time,

𝑼 (0)|
|

|𝑘+1
= 𝒖∞(𝑿(0), 𝑘) . (12)

The inflow velocity is then propagated downstream with the state
update

𝑼 (𝑏)|
|

|𝑘+1
= 𝑼 (𝑏−1)|

|

|𝑘
for 𝑏 = 1, 2,… , 𝑛r − 1 . (13)

The vector 𝑴 is an augmentation of the system state to store
controls for power calculation at the next time-step,

𝑴|𝑘+1 = 𝒎𝑘 . (14)

This avoids a direct feed-through of control actions to the output
function.

The output vector 𝒚 contains the power of all turbines as

𝒚 =
[

𝑃0
𝑃1

]

, (15)

for a two-turbine case. The power 𝑃 at turbine 𝑖 is calculated as

𝑃𝑖 =
1
2
𝑐′p(𝑎)𝐴r (𝒖r ⋅ 𝒏(𝜓))3 , (16)

with the local power coefficient 𝑐′p, rotor area 𝐴r , the disc-averaged
velocity 𝒖r ∈ R𝑛d , and the yaw angle 𝜓 . The local power coefficient is
calculated with the induction factor 𝑎 as

𝑐′p(𝑎) =
4𝑎(1 − 𝑎)2

(1 − 𝑎)3
= 4𝑎

1 − 𝑎
. (17)

or the disc-averaged velocity, we distribute 𝑛u points over a disc
epresenting the turbine according to an equal-area distribution [38]
nd rotate the disc over the yaw angle. The rotor-disc averaged velocity
s then

r =
1
𝑛u

𝑛u
∑

𝑖=1

(

𝒖∞(𝒙𝑖, 𝒒) + 𝒖ind(𝒙𝑖, 𝒒)
)

, (18)

here the local free-stream flow is calculated as an average from
eighbouring points weighted by distance,

∞(𝒙, 𝒒) =
𝑛p
∑

𝑛r
∑

𝑤̄(𝑏)
𝑖 𝒖(𝑏)∞,𝑖 , (19)
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𝑖=0 𝑏=0
ith normalised weights 𝑤̄(𝑏)
𝑖 ,

𝑤(𝑏)
𝑖 = exp(−10‖𝒙 − 𝒙(𝑏)𝑖 ‖) , (20)

𝑤̄(𝑏)
𝑖 =

𝑤𝑖(𝑏)
∑𝑛p
𝑖=0

∑𝑛r−1
𝑏=0 𝑤(𝑏)

𝑖

. (21)

For calculation of power of a virtual turbine – one that does not act on
the flow simulation, but is included for purposes of optimisation – we
lower the disc-averaged velocity by the induction factor

𝒖∗r = (1 − 𝑎)𝒖r . (22)

2.2. Two-dimensional model specifics

The 𝑛e = 2 vortex elements of the first ring are initiated at the edge
f the rotor disc with radius 𝑟

𝒙(0)0 (𝜓)||
|𝑘+1

= 𝐑𝑧(𝜓𝑘)
[

0
𝑟

]

, 𝒙(0)1 (𝜓)||
|𝑘+1

= 𝐑𝑧(𝜓𝑘)
[

0
−𝑟

]

, (23)

here 𝐑𝑧(𝜓) is the rotation matrix for a rotation of an angle 𝜓 around
he 𝑧-axis,

𝑧(𝜓) =
[

cos𝜓 sin𝜓
− sin𝜓 cos𝜓

]

. (24)

he velocity 𝒖i induced at point 𝒙0 by a single vortex element located
t 𝒙1 in 2D is calculated with the Biot–Savart law as

i(𝒙0,𝒙1) =
[

−𝑟𝑦
𝑟𝑥

](

𝛤
2𝜋

1
‖𝒓‖2

)(

1 − exp
(

−
‖𝒓‖2

𝜎2

))

, (25)

where the relative position 𝒓 is

𝒓 = 𝒙1 − 𝒙0 . (26)

A Gaussian core with core size 𝜎 is included to regularise singular
behaviour of the induced velocity close to the vortex element.

2.3. Three-dimensional model specifics

At every time-step, the vortex filaments that make up a new vortex
ring discretised with 𝑛e elements are distributed over a circle with
radius 𝑟, with yaw angle 𝜓 ,

𝒙(0)𝑖 (𝜓)||
|𝑘+1

= 𝐑𝑧(𝜓𝑘)
⎡

⎢

⎢

⎢

⎣

0
𝑟 cos(2𝜋 𝑖

𝑛e
)

𝑟 sin(2𝜋 𝑖
𝑛e
)

⎤

⎥

⎥

⎥

⎦

for 𝑖 = 0, 1,… , 𝑛e , (27)

where 𝐑𝑧(𝜓) is the rotation matrix for a rotation of an angle 𝜓 around
the 𝑧-axis,

𝐑𝑧(𝜓) =
⎡

⎢

⎢

⎣

cos𝜓 sin𝜓 0
− sin𝜓 cos𝜓 0

0 0 1

⎤

⎥

⎥

⎦

. (28)

The induced velocity 𝒖i at a point 𝒙0 is calculated with Biot–Savart law
from a single vortex element starting at 𝒙1 and ending at 𝒙2, with vortex
strength 𝛤 ,

𝒖i(𝒙0,𝒙1,𝒙2)

=
(

𝛤
4𝜋

𝒓1 × 𝒓2
‖𝒓1 × 𝒓2‖2

)(

𝒓0 ⋅
(

𝒓1
‖𝒓1‖

−
𝒓2

‖𝒓2‖

))(

1 − exp
(

−
‖𝒓1 × 𝒓𝟐‖2

𝜎2‖𝒓0‖2

))

,

(29)

where the relative positions 𝒓 are defined as

𝒓0 = 𝒙2 − 𝒙1 , (30)

𝒓1 = 𝒙1 − 𝒙0 , (31)

𝒓2 = 𝒙2 − 𝒙0 . (32)

A Gaussian core with core size 𝜎 is included to regularise singular

behaviour of the induced velocity close to the vortex filament.
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3. Optimisation for power maximisation

The free-vortex wake model described in the previous section is
implemented as a novel surrogate model for dynamic wind farm flow
control. Wind turbine power maximisation is introduced in Section 3.1
in an economic model-predictive control setting. The associated non-
linear optimisation problem is formulated in Section 3.2. The derivation
of the discrete adjoint for calculation of the gradient is described in
Section 3.3, followed by the choice of a gradient-based optimisation
method to solve the non-linear problem in Section 3.4.

3.1. Economic model-predictive control

The conventional model-predictive control (MPC) approach is a
model-based optimisation of control signals to drive an objective func-
tional to zero, for example for optimal tracking of a reference signal.
However, for maximisation of wind farm power production, the optimal
objective value is not known a priori, leading to an economic problem
formulation. The economic MPC (EMPC) approach considers optimi-
sation of an objective to an unknown extremum. This optimisation
problem is conventionally solved in a receding horizon setting with a
finite prediction horizon. After optimisation, the first (set of) control(s)
is implemented and the problem is shifted and solved again up to the
new horizon [39].

One problem with optimisation to a finite horizon is that the opti-
misation considers the prediction horizon as the end of time. Therefore,
control actions that prioritise gain within the horizon may be optimal,
although they would have undesired consequences post-horizon. This
is known as the turnpike effect [40], where a solution stays close to
the optimal trajectory for most of the window but diverges towards
the horizon. These finite horizon effects may be treated by terminal
constraints or terminal conditions [39]. For example, the control signal
has been kept constant towards the horizon to limit undesired effects
in wind farm control [23] or a terminal condition on rotor kinetic
energy has been used to regularise optimisation results for wind turbine
control [41]. Given a sufficiently long prediction horizon, EMPC has
been shown to also converge without terminal constraints [42].

In this paper, the turnpike effects are treated by considering suffi-
ciently long prediction horizons within the receding horizon setting, so
as not to require terminal constraints. The control problem is formu-
lated in a non-linear EMPC setting without terminal conditions with
the goal of maximising mean power production over time.

3.2. Objective function definition

A non-linear minimisation problem with a scalar objective function
𝐽 is constructed to find the set of optimal controls 𝒎𝑘0+𝑖 ∈ R𝑛m , with
𝑛m ≤ 𝑛t𝑛c the number of free controls and 𝑖 = 0, 1,… , 𝑁h. The objective
is the total power output over a prediction horizon of 𝑁h steps from
the current step 𝑘0,

min
𝒎𝑘

𝑘0+𝑁h
∑

𝑘=𝑘0

𝐽 (𝒒𝑘,𝒎𝑘) = min
𝒎𝑘

𝑘0+𝑁h
∑

𝑘=𝑘0

𝐐𝒚𝑘(𝒒𝑘,𝒎𝑘) + 𝜟𝒎T
𝑘𝐑𝜟𝒎𝑘 , (33)

where 𝒚𝑘 contains the power of modelled and virtual turbines, 𝜟𝒎𝑘 =
𝒎𝑘 − 𝒎𝑘−1 is the change in control value between time steps, and
𝐐 ∈ R1×𝑛t and 𝐑 ∈ R𝑛m×𝑛m are weights to balance power output
and actuation cost. A linear sum of power is chosen for mean power
maximisation because power is already a positive objective function.
A quadratic functional would more heavily weight peaks in power
production and be suboptimal for maximisation of mean power. The
output weight is chosen negative (𝐐 < 0) so that power is maximised
for minimisation of the objective. The input weight 𝐑 functions as a
regularisation term and aids convergence to suitable control solutions
by smoothing the optimisation landscape.
755
3.3. Discrete adjoint method for constructing the gradient

The gradient of the objective function is calculated following the
discrete adjoint method [43] because the method scales well for a large
number of input sensitivities. We take the non-linear state–space system
in (1) and define the objective function 𝐽𝑘 = 𝐽 (𝒒𝑘,𝒎𝑘) at time-step
𝑘, such that the total objective function 𝐽total is accumulated over a
number of steps 𝑁h,

𝐽total = 𝐽𝑁h
+
𝑁h−1
∑

𝑖=0
𝐽𝑖 , (34)

where 𝑖 = 0 at the current time-step 𝑘 = 𝑘0. This is the total objective
function to be minimised in the optimisation problem in (33).

To derive the adjoint system, we extend the objective function with
adjoint states and system constraint,

𝐽total = 𝐽𝑁h
+
𝑁h−1
∑

𝑖=0

(

𝐽𝑖 + 𝝀T𝑖+1
(

𝑓𝑖 − 𝒒𝑖+1
))

, (35)

where the adjoint states 𝝀 can be chosen freely because 𝑓𝑖 − 𝒒𝑖+1 = 0.
Since 𝐽𝑘 = 𝐽 (𝒒𝑘,𝒎𝑘), a differential change 𝛿𝐽total can be expanded in
terms of changes in 𝒒 and 𝒎 as:

𝛿𝐽total =

(

𝜕𝐽𝑁h

𝜕𝒒𝑁h

− 𝝀T𝑁h

)

𝛿𝒒𝑁h
+
𝜕𝐽𝑁h

𝜕𝒎𝑁h

𝛿𝒎𝑁h

+
𝑁h−1
∑

𝑖=0

((

𝜕𝐽𝑖
𝜕𝒒𝑖

+ 𝝀T𝑖+1
𝜕𝑓𝑖
𝜕𝒒𝑖

− 𝝀T𝑖

)

𝛿𝒒𝑖 +
(

𝜕𝐽𝑖
𝜕𝒎𝑖

+ 𝝀T𝑖+1
𝜕𝑓𝑖
𝜕𝒎𝑖

)

𝛿𝒎𝑖

)

,

(36)

e then choose the adjoint states to be

T
𝑁h

=
𝜕𝐽𝑁h

𝜕𝒒𝑁h

, 𝝀T𝑖 =
𝜕𝐽𝑖
𝜕𝒒𝑖

+ 𝝀T𝑖+1
𝜕𝑓𝑖
𝜕𝒒𝑖

, 𝝀T0 = 𝟎 , (37)

such that the variations due to 𝒒 in (36) are cancelled out. The adjoint
states are solved for by propagation backwards in time, starting from
the final adjoint state. The gradient of the objective function parts 𝐽𝑘
to the input can then be calculated from these adjoint states

∇𝐽𝑁h
=
𝛿𝐽𝑁h

𝛿𝒎𝑁h

, ∇𝐽𝑖 =
𝜕𝐽𝑖
𝜕𝒎𝑖

+
(

𝜕𝑓𝑖
𝜕𝒎𝑖

)T
𝝀𝑖+1 . (38)

The total gradient ∇𝐽total with respect to all control parameters 𝒎𝑖 is
hen constructed as

𝐽total =
𝑁h
∑

𝑖=0
∇𝐽𝑖 . (39)

he partial derivatives of the state update and output function with
espect to the full model state and controls are stored in memory
uring the forward simulation of the model. These partial derivatives
re provided for the given model and objective function in Appendix A.

The evaluation of the gradient thus requires a single forward simu-
ation with evaluation of the partial derivatives and a single backward
ass to solve for the adjoint states and construct the gradient. In that
ense, this method of gradient evaluation is considerably more efficient
han finite difference methods as the computational cost of the discrete
djoint increases only minimally with the number of control parameters
or which the derivative is required. The computational cost of gradient
valuation with the discrete adjoint primarily scales with the expense
f the forward simulation and the associated partial derivatives.

.4. Gradient-based optimisation methods

The availability of the gradient allows the use of gradient-based
ptimisation techniques for control optimisation. Exploration of the
bjective function shows that it is non-linear and non-convex, with
lmost flat regions and numerous local minima. Initial experiments
ere run with L-BFGS-B optimisation [44] as was also used in the
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Table 1
FVW parameters for 2D and 3D case.

2D 3D

Time-step ℎ 0.2 0.3
Core size 𝜎 0.1 0.16
Number of rings 𝑛r 60 40
Elements per ring 𝑛e 2 16

work by Munters and Meyers [21]. However, this optimiser appeared
sensitive to initialisation at local maxima and to convergence to local
minima.

The Adam optimiser [45] is a gradient-based method often used in
machine learning for optimisation of neural network weights, where
it is applied for gradient descent with noisy gradients in complex
optimisation landscapes. It uses a momentum approach to accelerate
gradient descent and has proven to be less sensitive to the choice of
initial guess and local minima. Within this work, we use the Adam
optimiser with the default parameters; a maximum step size 𝛼 = 0.001
and the default decay rates 𝛽1 = 0.9 and 𝛽2 = 0.999. Tuning of these
parameters may still improve performance. The yaw angle is on a
different order of magnitude than axial induction. Therefore, it is scaled
by a factor 10−2 in the optimisation, so that the step size covers a
similar range of the allowable range of induction value and yaw angle.

4. Results and discussion

A brief overview of the 2D and 3D FVW under steady conditions is
given in Section 4.1 to illustrate the test case configuration and provide
a steady baseline for control performance. This is followed by two
example cases to demonstrate the use of the FVW as a novel surrogate
model for control optimisation in the receding horizon setting described
previously; a 2D case with induction control is provided in Section 4.2
and a 3D case for yaw control under time-varying wind direction in
Section 4.3. Finally, Section 4.4 discusses finite horizon effects in EMPC
for wind farm control.

4.1. Steady state operation

We define a two-turbine case for evaluating control optimisation
with the FVW, starting with steady-state control characteristics. The
two turbines are spaced 5D apart, where 𝐷 is the rotor diameter,
aligned with the uniform unit inflow. The upstream turbine is modelled
with the FVW and the virtual downstream turbine performance is
evaluated using the flow velocity over the rotor area at the downstream
position. The parameters for the FVW are provided in Table 1. An
exploration of parameter sensitivity is supplied in Appendix B.

Fig. 1 shows a 2D FVW simulation with an induction factor 𝑎 = 0.33
and without yaw misalignment. The pairs of vortex points provide the
basis for the simulation and allow calculation of a dense velocity field.
Disturbances in the far wake are the result of numerical instabilities.
It is also notable that the wake is quite wide as is expected for planar
flow.

The 3D FVW produces a vortex ring structure as shown in Fig. 2 for
a simulation with yaw misalignment of 𝜓 = 30° and induction factor
𝑎 = 0.33. The figure shows the dense velocity field with the wake deficit
calculated from the skeleton of vortex filaments. A kidney-shaped wake
appears from the pair of counter-rotating vortices that are generated by
a turbine operating under yaw misalignment, as shown in [36].

The model response to control signal variation is verified by examin-
ing power production in steady state. First, Fig. 3 shows the 2D and 3D
FVW power curve for a variation in axial induction from 𝑎 = 0 to 𝑎 =
0.5. The maximum individual turbine power matches the expectation
from momentum theory for the chosen parameters at the theoretical
optimum induction of 𝑎 = 0.33. Steady under-induction provides a
ower gain of 3.6% over greedy control. The 2D and 3D FVW show
756
remarkably similar behaviour in terms of power production for varying
induction factor on the upstream turbine. The similarity in the power
estimate shows an opportunity for doing induction control in 2D model
studies. Additionally, 2D wind farm flow models have already been
used for studies of induction control in a wind farm setting [23,46].

Second, a yaw sweep from 𝜓 = −45° to 𝜓 = 45° is illustrated in
ig. 4. This steady sweep shows a demonstrable lack of power gain from
aw misalignment in the 2D FVW. However, in 3D, yaw misalignment
oes lead to wake redirection and maximum power achieved in steady-
tate is 0.313 for a misalignment angle of 34°, providing a gain of 26.1%
ver greedy control.

The 3D FVW shows the formation of a kidney-shaped wake from a
ounter-rotating vortex pair when the turbine is operated under yaw
isalignment. The subsequent deflection of the turbine wake leads to

n increase of the combined power production. These dynamics are not
resent in 2D, which may explain the lack of wake redirection. This
upports previous results that found 2D flow modelling ineffective in
apturing the essential effects of wake steering [26].

The model is currently symmetric, which means there is no dif-
erence between positive or negative yaw misalignment. Experimental
tudies have found wake steering to be asymmetric due to the rotation
nduced by the rotor [28–30]. A normal actuator disc was chosen for
implicity, but a root vortex could be included to model the turbine
s a rotating actuator disc to model the asymmetric aspect of wake
edirection.

.2. Induction control in two-dimensional flow

Given the similarity between 2D and 3D in power curves for vari-
tion of axial induction, an optimisation case for induction control is
et up in 2D with a configuration as in Fig. 1 and parameters as in
able 1. Both turbines are aligned with the inflow wind direction and
et to a 𝜓 = 0° yaw angle. The downstream turbine is assumed to be
erforming at its greedy optimum with an induction factor 𝑎 = 0.33,
hereas the induction control signal of the upstream turbine is to be

ound by solving the optimisation problem.
The objective function (33) is constructed with the control signal

𝑘 =
[

𝑎𝑘
]

, over a prediction horizon of 𝑁h = 100 samples. The output
ontains the power of both turbines, 𝒚𝑘 =

[

𝑝0 𝑝1
]T. The objective

unction weights are set to 𝐐 =
[

−1 −1
]

and 𝐑 =
[

10
]

. This choice
f input weight resulted in an adequate balance between input action
nd power production in an exploratory parameter sweep. At every
ime step, the optimisation is run for 50 iterations, after which the
irst value of the control signal from the optimisation is implemented
n the receding horizon control scheme. Further iterations have not
ead to consistently better performance in terms of objective function
alue given the current optimiser configuration. The starting state for
he optimisation case is the result of a steady simulation under greedy
perating conditions to remove transient effects. This initial condition
s shown in the first frame of Fig. 6.

The control signal produced in this economic MPC framework is
llustrated in Fig. 5. The optimisation converges to a roughly periodic
xcitation with a dominant frequency of approximately 𝑓 = 0.20. The
ignal features sharp downward peaks where the induction is lowered,
hus reducing thrust and allowing more flow to pass through the rotor
isc. In addition to the periodic excitation, the mean induction factor is
owered to 𝑎̄ = 0.30 below the greedy optimum of 𝑎 = 0.33. The mean
ower produced in the final two-thirds of the simulation (𝑡 > 20) is
.283, which is an increase of 6.0% over the maximum power achieved
ith steady induction control.

A series of snapshots of the wake produced with this control signal
s shown in Fig. 6. The effects of periodic induction excitation are
pparent in the flow field of the wake as coherent structures are formed
hat travel downstream.

We observe that optimisation with the 2D FVW leads to induc-
ion control signals that combine static under-induction with a strong
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Fig. 1. Illustration of the 2D FVW for uniform unit inflow without yaw misalignment and with a constant induction factor 𝑎 = 0.33. The pairs of vortex points (top) can be used
to calculate the velocity at any point, allowing visualisation of a dense velocity field (bottom). The figure illustrates the two-turbine case where the second turbine performance
is calculated from the flow velocity 5D downstream.

Fig. 2. The 3D FVW models the wake from a series of vortex rings discretised into vortex elements (left), allowing calculation of a velocity field showing the wake deficit (right).
The kidney-shaped wake appears as a pair of counter-rotating vortices is formed under yaw misalignment. Simulation under uniform inflow with a yaw misalignment of 𝜓 = 30°
and induction 𝑎 = 0.33. The figure illustrates the case where the upstream turbine is modelled with the 3D FVW and the downstream turbine performance is calculated from the
flow velocity over a rotor disc 5D downstream.

Fig. 3. Power production in steady state for varying induction on the upstream turbine, in 2D (left) and 3D (right), with turbine configuration as in Figs. 1 and 2 respectively.
Total power is the sum of power from turbine 0 and turbine 1. Maximum greedy power production occurs for 𝑎 = 0.33. Within this model, lowering the induction on the upstream
turbine to 𝑎 = 0.27 leads to a 3.6% gain in total power.

Fig. 4. Power production in steady state for varying yaw on the upstream turbine, in 2D (left) and 3D (right), with turbine configuration as in Figs. 1 and 2 respectively. The
downstream turbine power is calculated from the flow velocity 5D downstream from the first turbine. Total power is the sum of power from turbine 0 and turbine 1. The 2D
FVW does not have the dynamics to model wake steering effectively. In the 3D FVW, a 26.1% gain in total power is observed for a yaw misalignment angle of 𝜓 = 34° compared
to greedy control where 𝜓 = 0°.
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Fig. 5. Receding horizon optimisation of the axial induction control signal for total power yields dynamic behaviour that stimulates wake breakdown and improves time-average
power production by 6.0% over steady under-induction. Control signal for turbine 0 is optimised whilst turbine 1 is virtually modelled to be operating at its greedy optimum,
positioned 5D downstream in fully waked conditions. Total power is the sum of power from turbine 0 and turbine 1. Snapshots of the flow field at times 𝑡0 to 𝑡7 are illustrated
in Fig. 6.
Fig. 6. Snapshots of the flow field from the 2D free-vortex wake simulation under uniform inflow in positive 𝑥 direction with the induction signal applied to the turbine as shown
in Fig. 5. The effects of the periodic induction excitation can be seen in the structure of the wake and appear to enhance wake breakdown.
dynamic component. Within the current model, this combination of pe-
riodic excitation and lowering of the mean induction factor outperforms
a simple steady induction decrease in terms of mean power production.
The sharp downward peaks in induction signal appear to stimulate
breakdown of the wake and mixing with the free-stream flow. Note
that mixing here does not refer to turbulent mixing as no turbulence is
present in the FVW model.

The use of purely static induction control was previously shown
not to be a very effective solution for improving wind farm power
production [47,48]. These results are supported as, within the 2D FVW,
the use of under-induction on its own is less effective than the dynamic
induction signal acquired through optimisation. Further study will need
to find out whether the combination of slight under-induction and
periodic excitation is effective in a realistic wind farm scenario.

The periodic aspect of this control signal resembles the sinusoidal
thrust signals that Munters and Meyers [11] found to improve wake
mixing by stimulating shedding of vortex rings from the wind turbine.
They find sinusoidal actuation at a non-dimensionalised frequency of
𝑓 = 0.25 with a mean local thrust coefficient 𝑐′t = 2.0 and amplitude 𝐴 =
1.5 to be optimal for turbines operating in a small farm at 5D spacing.
The signal found in the current work has a slightly lower frequency
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at 𝑓 = 0.20, and the induction signal corresponds to a lower mean
thrust coefficient 𝑐′t = 1.75 with amplitude 𝐴 = 0.87. Their optimisation
in a 3D LES environment with turbulent inflow is considerably more
complex and more expensive than the 2D FVW, which runs well on a
regular laptop. It is interesting to note that both studies consider a non-
rotating actuator-disc wind turbine model. The differences between the
two signals are worth exploring further and will be investigated in
future work.

4.3. Yaw control with wind direction variation

Optimisation for yaw control requires the 3D FVW model because it
captures the dynamics of the curled wake and therefore shows demon-
strable power gain from wake steering, as shown in Fig. 4. The set-up
for the optimisation case is as illustrated in Fig. 2 with the parameters
listed in Table 1. A smooth wind direction change with unit magnitude
from 0° to −20° is implemented to test the capabilities for yaw control
under time-varying conditions. The downstream turbine is assumed to
be performing at its greedy optimum with an induction factor 𝑎 = 0.33
and a yaw angle that perfectly tracks the inflow direction. The yaw
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Fig. 7. Optimisation of the yaw control signal for total power finds a solution that utilises yaw misalignment to redirect the wake away from the downstream turbine. As the
wind direction changes, the turbine is aligned with the flow to perform at its greedy optimum as the wake no longer impinges on the downstream turbine. Control signal for
turbine 0 is optimised whilst turbine 1 is virtually modelled to be operating at its greedy optimum, positioned 5D downstream in fully waked conditions. Total power is the sum
of power from turbine 0 and turbine 1. Snapshots of the flow field at times 𝑡0 to 𝑡5 are illustrated in Fig. 8.
control signal of the upstream turbine is found as the solution of the
optimisation problem.

The objective function (33) is constructed with the control signal
𝒎𝑘 =

[

𝜓𝑘
]

, over a prediction horizon of 𝑁h = 60 samples. The output
contains the power of both turbines, 𝒚𝑘 =

[

𝑝0 𝑝1
]T. The objective

function weights are set to 𝐐 =
[

−1 −1
]

and 𝐑 =
[

0.025
]

. This choice
of input weight resulted in an adequate balance between input action
and power production in an exploratory parameter sweep. It differs
from the 2D case because the yaw control signal has a different magni-
tude than the induction signal. At every time step, the optimisation is
run for 10 iterations, after which the first value of the control signal is
implemented in the receding horizon control scheme. Given the slower
variations in yaw angle compared to induction control, fewer iterations
were required before further iterations no longer yielded consistent
improvement in objective function with the current optimiser. The
starting state for the yaw optimisation case is the result of a steady
simulation with a 30° yaw misalignment on the upstream turbine to
reach steady conditions with wake redirection. This initial condition is
illustrated in the first frame of Fig. 8.

The control signal implemented in the receding horizon control is
shown in Fig. 7 together with the inflow and the associated power pro-
duction for both turbines. The result shows wake redirection through
yaw misalignment is maintained for the first section where the wind
direction has not yet changed. The turbine is slowly aligned with
the inflow in anticipation of the wind direction change. As the wind
direction changes, the upstream turbine is rotated into the wind until
it is aligned with the free-stream inflow direction. The wake no longer
interacts with the downstream turbine which makes its greedy optimum
a good control solution.

A series of snapshots of the flow field averaged over rotor height
are shown in Fig. 8. The snapshots illustrate how the change in wind
direction propagates through the wake. It is visible that the turbine con-
trol transitions from wake steering with yaw misalignment to greedy
control and alignment with the new wind direction.

The use of the 3D FVW as a novel dynamic surrogate model for
online control optimisation contrasts with previous work under time-
varying wind directions, where Campagnolo et al. [5] applied pre-
optimised set-points in wind tunnel experiments and Doekemeijer et al.
[49] used FLORIS to generate steady-state optimal yaw set-points in an
online closed-loop controller. Howland et al. [50] presented dynamic
yaw control using another, more simplified, physics-based model – a
lifting line model with a Gaussian wake. They operated under unsteady
inflow, but with an invariant mean wind direction. Similarly, unsteady
759
flow without direction changes was considered in the model-free yaw
control work by Ciri et al. [51].

Especially for yaw control, the initial guess is critical for attaining
good results with the optimisation algorithm. The optimiser struggles
to find good solutions with an initial guess at zero misalignment from a
configuration with greedy yaw control and two turbines with full wake
interaction. This seems to be the result of a rather flat optimisation
landscape in that configuration. Given some misalignment in the initial
guess for the control signal, the optimiser will tend to find a wake
steering solution. However, when the turbine is currently misaligned to
one side, while the other is more effective, the controller is unlikely to
switch because the gradient-based optimisation does not cover a large
enough search space. A multi-start optimisation may be a solution to
avoid having to predetermine which side to initialise.

Further work is required to validate the effectiveness of the dy-
namic yaw control results under realistic conditions and investigate
whether these solutions improve upon wind farm control strategies
with steady surrogate models. Additionally, a combination of yaw-
based control and over-induction has been shown to improve wake
steering results [52], which could be further explored in optimisation
with the 3D FVW.

4.4. Finite horizon effects in economic MPC

In addition to the EMPC results in Sections 4.2 and 4.3, we illustrate
the intermediate results that show the effects of optimisation on a
finite horizon. Fig. 9 illustrates the optimisation result for a single
optimisation window for both the induction control and the yaw control
case. It illustrates the executed signal, the result of optimisation with a
finite horizon at the current time step, and the actual future control
signal that is applied in the receding horizon setting. Towards the
finite horizon, the induction returns towards the greedy optimum as the
effects no longer reach the downstream turbine. Right at the horizon,
a final peak in induction occurs as the optimiser tries to generate a
little more power with over-inductive behaviour. The effect of opti-
misation on a finite horizon for yaw control means that the turbine
will rotate back to alignment with the inflow when the wake effects no
longer propagate to the downstream turbine within the optimisation
window.

For the cases presented in this paper, the horizon length is long
enough that these end-of-window effects do not affect the control
solution as the receding horizon control scheme prevents these finite
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Fig. 8. A series of snapshots of the flow field averaged over rotor height for 3D free-vortex wake simulation under rotating inflow. The black arrow indicates the wind direction
and the yaw signal applied to the turbine is shown in Fig. 7. This case illustrates a transition from wake steering to greedy control as the optimal operating point changes with
inflow variation.
Fig. 9. The control signal for the finite horizon is found through optimisation at every time-step. The executed signal is the past control input leading up to the current state. An
optimisation result is found up to the prediction horizon. The first step of the optimised signal is implemented, after which it is shifted and re-used at the next time-step to start
re-optimisation. The future signal is the actual control input that ends up being applied in this receding horizon approach.
horizon effects from being implemented. However, especially in opti-
misation cases where the window is relatively short and input cost is
high, the horizon effect needs to be properly treated.

Horizon length for single wind turbine optimisation should be long
enough to push turnpike effects away from the signal to be executed. In
a multiple-turbine setting, horizon length should be chosen at least long
enough such that the effects of control signal variation are observed
at the downstream turbine for long enough such that the optimiser
finds a balanced control solution. Shorter horizons converge to greedy
solutions because the effects do not propagate to downstream turbines
within the optimisation window.

5. Conclusion

This work presents a control-oriented free-vortex wake (FVW)
model of an actuator disc in 2D and 3D to represent a wind turbine
wake. A main novelty in our work is the derivation of the discrete ad-
joint equations associated with the FVW model, which allows efficient
gradient evaluation for use in gradient-based optimisation methods.
The FVW model is computationally efficient enough that the exper-
iments in this paper could be run on a regular laptop computer,
without requiring high performance computing clusters. The evaluation
of the gradient requires only a single forward simulation and backward
integration of the adjoint states, which is on the order of ten times
760
slower than a simple simulation in the current implementation due to
the calculation and storage of all partial derivatives.

The FVW model is implemented as a novel surrogate model for
gradient-based control optimisation in an economic model-predictive
control setting for maximising mean power production by reducing the
negative effects of wind turbine wake interaction. This implementa-
tion allows generation of optimal control solutions and exploration of
dynamical wake behaviour.

In a 2D simulation with receding horizon optimisation, dynamic
induction control signals are found that combine slight under-induction
with a roughly periodic excitation at a frequency of 𝑓 = 0.20. This
results in a 6.0% gain over the maximum power generated with steady
induction control. The FVW provides a new, efficient model for explor-
ing dynamic induction control, which has previously been studied in
comparatively expensive LES studies.

The 3D free-vortex wake model exhibits curled wake dynamics un-
der yaw misalignment and is therefore suitable as a novel physics-based
surrogate model for dynamic wake steering control. The economic
model-predictive control strategy finds yaw signals under time-varying
wind direction that show both wake redirection and a smooth return to
greedy control. It contrasts existing literature that bases yaw control on
steady model results or considers dynamic control with unsteady flow,
but invariant mean wind directions.

Future work will include validation of the model response, ex-

ploration of the dynamics of the optimisation problem and further
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experiments with the optimisation of induction control and wake redi-
rection.
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ppendix A. Partial derivatives

This section presents the partial derivatives required for the calcula-
ion of the gradient with the discrete adjoint. Derivatives of the model
tate update from Section 2 are provided in Appendix A.1 and those
f the output and objective function from Section 3 are provided in
ppendix A.2.

.1. State update

The Jacobian matrix of the state update with respect to the previous
tate can be written as

𝜕𝑓 (𝒒𝑘,𝒎𝑘)
𝜕𝒒𝑘

=
𝜕𝒒𝑘+1
𝜕𝒒𝑘

= 𝜕
𝜕𝒒𝑘

⎡

⎢

⎢

⎢

⎢

⎣

𝑿
𝜞
𝑼
𝑴

⎤

⎥

⎥

⎥

⎥

⎦𝑘+1

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝜕𝑿𝑘+1
𝜕𝑿𝑘

𝜕𝑿𝑘+1
𝜕𝜞 𝑘

𝜕𝑿𝑘+1
𝜕𝑼𝑘

𝟎
𝜕𝜞 𝑘+1
𝜕𝑿𝑘

𝜕𝜞 𝑘+1
𝜕𝜞 𝑘

𝜕𝜞 𝑘+1
𝜕𝑼𝑘

𝟎

𝟎 𝟎 𝜕𝑼𝑘+1
𝜕𝑼𝑘

𝟎
𝟎 𝟎 𝟎 𝟎

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

,

(A.1)

here those derivatives that are zero have been removed, leaving a
umber of sub-matrices to be constructed.

First, take the partial derivatives of the induced velocity of a single
ortex element 𝒖i in 2D, which is divided in three parts (𝒖0, 𝑢1 and 𝑢2)
o simplify calculation,

i(𝒙0,𝒙1) =
[

−𝑟𝑦
𝑟𝑥

]

⏟⏟⏟
𝒖0

(

𝛤
2𝜋

1
‖𝒓‖2

)

⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟
𝑢1

(

1 − exp
(

−
‖𝒓‖2

𝜎2

))

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑢2

. (A.2)

For clarity, this section will refer to 𝒖 as 𝒖.
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i

The derivative of induced velocity with respect to positions is
𝜕𝒖
𝜕𝒙0

= − 𝜕𝒖
𝜕𝒓
, 𝜕𝒖

𝜕𝒙1
= 𝜕𝒖
𝜕𝒓
, (A.3)

where the derivative to the relative position can be expanded as
𝜕𝒖
𝜕𝒓

=
𝜕𝒖0
𝜕𝒓

𝑢1𝑢2 + 𝒖0
𝜕𝑢1
𝜕𝒓

𝑢2 + 𝒖0𝑢1
𝜕𝑢2
𝜕𝒓

. (A.4)

he required partial derivatives are
𝜕𝒖0
𝜕𝒓

=
[

0 −1
1 0

]

, (A.5)

𝜕𝑢1
𝜕𝒓

= 𝛤
𝜋

(

𝒓T

‖𝒓‖4

)

, (A.6)

𝜕𝑢2
𝜕𝒓

= 2𝒓T

𝜎2
exp

(

−
‖𝒓‖2

𝜎2

)

. (A.7)

For all rings 𝑏 > 0, the Jacobian matrix from element positions to
positions is filled with the partial derivatives as
[

𝜕𝑿(𝑏)

𝜕𝑿(𝑎)

]

𝑖𝑗
= ℎ

𝜕𝒖(𝑏)𝑖
𝜕𝒙(𝑎)𝑗

(

𝒙(𝑏)𝑖 ,𝒙
(𝑎)
𝑗

)

(A.8)

for 𝑖, 𝑗 = 0, 1 , 𝑎 = 1, 2,… , 𝑛r and 𝑏 = 1, 2,… , 𝑛r − 1 .

f 𝑎 + 1 = 𝑏, then the diagonal elements are substituted as

𝜕𝑿(𝑏)
𝑘+1

𝜕𝑿(𝑏−1)
𝑘

]

𝑖𝑖
← 1 + ℎ

𝑛r−1
∑

𝑚=1

1
∑

𝑛=0

𝜕𝒖(𝑏−1)𝑖

𝜕𝒙(𝑏−1)𝑗

(

𝒙(𝑏−1)𝑖 ,𝒙(𝑚)𝑛

)

. (A.9)

The induced velocity 𝒖i in 3D is similarly divided into three parts
𝒖0, 𝑢1, and 𝑢2,

𝒖i(𝒙0,𝒙1,𝒙2)

=
(

𝛤
4𝜋

𝒓1 × 𝒓2
‖𝒓1 × 𝒓2‖2

)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝒖0

(

𝒓0 ⋅
(

𝒓1
‖𝒓1‖

−
𝒓2

‖𝒓2‖

))

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑢1

(

1 − exp
(

−
‖𝒓1 × 𝒓𝟐‖2

𝜎2‖𝒓0‖2

))

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑢2

.

(A.10)

The required full derivatives of induced velocity with respect to the
position inputs can be expanded as
𝜕𝒖
𝜕𝒙0

= − 𝜕𝒖
𝜕𝒓1

− 𝜕𝒖
𝜕𝒓2

, (A.11)

𝜕𝒖
𝜕𝒙1

= 𝜕𝒖
𝜕𝒓1

− 𝜕𝒖
𝜕𝒓0

, (A.12)

𝜕𝒖
𝜕𝒙2

= 𝜕𝒖
𝜕𝒓2

+ 𝜕𝒖
𝜕𝒓0

. (A.13)

We expand the required derivatives according to the product rule into
manageable parts,
𝜕𝒖
𝜕𝒓0

=
𝜕𝒖0
𝜕𝒓0

𝑢1𝑢2 + 𝒖0
𝜕𝑢1
𝜕𝒓0

𝑢2 + 𝒖0𝑢1
𝜕𝑢2
𝜕𝒓0

, (A.14)

𝜕𝒖
𝜕𝒓1

=
𝜕𝒖0
𝜕𝒓1

𝑢1𝑢2 + 𝒖0
𝜕𝑢1
𝜕𝒓1

𝑢2 + 𝒖0𝑢1
𝜕𝑢2
𝜕𝒓1

, (A.15)

𝜕𝒖
𝜕𝒓2

=
𝜕𝒖0
𝜕𝒓2

𝑢1𝑢2 + 𝒖0
𝜕𝑢1
𝜕𝑟2

𝑢2 + 𝒖0𝑢1
𝜕𝑢2
𝜕𝒓2

. (A.16)

The partial derivatives of 𝒖0 are
𝜕𝒖0
𝜕𝒓0

= 𝟎 , (A.17)

𝜕𝒖0
𝜕𝒓1

= 𝛤
4𝜋

(

‖𝒓1 × 𝒓2‖2𝐈3 − 2
(

𝒓1 × 𝒓2
) (

𝒓1 × 𝒓2
)T

‖𝒓1 × 𝒓2‖4

)

[

𝒓2
]T
× , (A.18)

𝜕𝒖0
𝜕𝒓2

= 𝛤
4𝜋

(

‖𝒓1 × 𝒓2‖2𝐈3 − 2
(

𝒓1 × 𝒓2
) (

𝒓1 × 𝒓2
)T

‖𝒓1 × 𝒓2‖4

)

[

𝒓1
]

× . (A.19)

Here, [𝒂]× indicates the skew-symmetric constructed from a vector 𝒂,
such that the cross product can be written in the form

𝒂 × 𝒃 = [𝒂]×𝒃 =
⎡

⎢

⎢

0 −𝑎3 𝑎2
𝑎3 0 −𝑎1

⎤

⎥

⎥

⎡

⎢

⎢

𝑏1
𝑏2
⎤

⎥

⎥

, (A.20)

⎣−𝑎2 𝑎1 0 ⎦ ⎣𝑏3⎦

https://doi.org/10.4121/20278620
https://github.com/TUDelft-DataDrivenControl/vortexwake
https://github.com/TUDelft-DataDrivenControl/vortexwake
https://github.com/TUDelft-DataDrivenControl/vortexwake
https://doi.org/10.4121/20278590
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allowing compact notation of the derivative
𝜕𝒂 × 𝒃
𝜕𝒃

= [𝒂]× . (A.21)

The partial derivatives of 𝑢1 are

𝜕𝑢1
𝜕𝒓0

=
(

𝒓1
‖𝒓1‖

−
𝒓2

‖𝒓2‖

)T
, (A.22)

𝜕𝑢1
𝜕𝒓1

=
‖𝒓1‖2𝒓T0 − (𝒓0 ⋅ 𝒓1)𝒓T1

‖𝒓1‖3
, (A.23)

𝜕𝑢1
𝜕𝒓2

= −
‖𝒓2‖2𝒓T0 − (𝒓0 ⋅ 𝒓2)𝒓T2

‖𝒓2‖3
. (A.24)

Finally, the partial derivatives of 𝑢2 are

𝜕𝑢2
𝜕𝒓0

= −exp
(

−
‖𝒓1 × 𝒓𝟐‖2

𝜎2‖𝒓0‖2

)(

2
‖𝒓1 × 𝒓𝟐‖2

𝜎2‖𝒓0‖4

)

𝒓T0 , (A.25)

𝜕𝑢2
𝜕𝒓1

= exp
(

−
‖𝒓1 × 𝒓𝟐‖2

𝜎2‖𝒓0‖2

)

(

2
(

𝒓1 × 𝒓𝟐
)T

𝜎2‖𝒓0‖2

)

[

𝒓2
]T
× , (A.26)

𝜕𝑢2
𝜕𝒓2

= exp
(

−
‖𝒓1 × 𝒓𝟐‖2

𝜎2‖𝒓0‖2

)

(

2
(

𝒓1 × 𝒓𝟐
)T

𝜎2‖𝒓0‖2

)

[

𝒓1
]

× . (A.27)

For all rings 𝑏 > 0, the Jacobian matrix is filled with the partial
derivatives as

[

𝜕𝑿(𝑏)

𝜕𝑿(𝑎)

]

𝑖𝑗
=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

ℎ 𝜕𝒖(𝑏)𝑖
𝜕𝒙(𝑎)

𝑗

(

𝒙(𝑏)
𝑖 ,𝒙

(𝑎)
𝑗 ,𝒙

(𝑎)
𝑗+1

)

if 𝑗 = 0 ,

ℎ 𝜕𝒖(𝑏)𝑖
𝜕𝒙(𝑎)

𝑗

(

𝒙(𝑏)
𝑖 ,𝒙

(𝑎)
𝑗−1,𝒙

(𝑎)
𝑗

)

if 𝑗 = 𝑛e ,

ℎ 𝜕𝒖(𝑏)𝑖
𝜕𝒙(𝑎)

𝑗

(

𝒙(𝑏)
𝑖 ,𝒙

(𝑎)
𝑗−1,𝒙

(𝑎)
𝑗

)

+ ℎ 𝜕𝒖(𝑏)𝑖
𝜕𝒙(𝑎)

𝑗

(

𝒙(𝑏)
𝑖 ,𝒙

(𝑎)
𝑗 ,𝒙

(𝑎)
𝑗+1

)

otherwise ,

(A.28)
for 𝑖, 𝑗 = 0, 1,… , 𝑛e , 𝑎 = 0, 1,… , 𝑛r − 1 and 𝑏 = 1, 2,… , 𝑛r − 1 .

If 𝑎 + 1 = 𝑏, then the diagonal elements are substituted as
[

𝜕𝑿(𝑏)
𝑘+1

𝜕𝑿(𝑏−1)
𝑘

]

𝑖𝑖
← 1 + ℎ

𝑛r−1
∑

𝑚=1

𝑛e
∑

𝑛=1

𝜕𝒖(𝑏−1)𝑖

𝜕𝒙(𝑏−1)𝑗

(

𝒙(𝑏−1)𝑖 ,𝒙(𝑚)𝑛−1,𝒙
(𝑚)
𝑛

)

. (A.29)

The position of the first ring depends only on the yaw angle,
herefore
𝜕𝑿(0)

𝜕𝑿(𝑎)
= 𝟎 . (A.30)

Further derivatives are mostly independent from the dimension of
he FVW model used.

The position update for all rings 𝑏 > 0 depends on the vortex
strength of all elements as
[

𝜕𝑿(𝑏)
𝑘+1

𝜕𝜞 (𝑎)
𝑘

]

𝑖𝑗
=

𝜕𝒙(𝑏)𝑖
𝜕𝒖(𝑏−1)𝑖

𝜕𝒖(𝑏−1)𝑖

𝜕𝛤 (𝑎)
𝑛

= ℎ
𝜕𝒖(𝑏−1)𝑖

𝜕𝛤 (𝑎)
𝑗

(

𝒙(𝑏−1)𝑖 ,𝒙(𝑎)𝑗−1,𝒙
(𝑎)
𝑗

)

(A.31)

for 𝑖 = 0, 1,… , 𝑛e , 𝑗 = 1, 2,… , 𝑛e and 𝑎 = 0, 1,… , 𝑛r − 1 ,

where the partial derivative of induced velocity to vortex strength is
𝜕𝒖𝑖
𝜕𝛤𝑗

= 1
𝛤 𝑗

𝒖𝑖 . (A.32)

The points defining the vortex filament travel based on their stored
free-stream velocity, so for all rings 𝑏 > 0,

𝜕𝑿(𝑏)
𝑘+1

𝜕𝑼 (𝑏−1)
𝑘

= ℎ𝐈𝑛p . (A.33)

Vortex strength and free-stream velocity are passed from one ring to
the next for all rings 𝑏 > 0,

𝜕𝜞 (𝑏)
𝑘+1

𝜕𝜞 (𝑏−1)
𝑘

= 𝐈𝑛e , (A.34)

𝜕𝑼 (𝑏)
𝑘+1
(𝑏−1)

= 𝐈𝑛p . (A.35)
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𝜕𝑼𝑘
The initialisation of a new ring depends on the entire state of the
model through the rotor velocity,

𝜕𝜞 (0)
𝑘+1

𝜕𝑿𝑘
= 𝜕𝜞 (0)

𝜕𝒖r
𝜕𝒖r
𝜕𝑿

, (A.36)

𝜕𝜞 (0)
𝑘+1

𝜕𝜞 𝑘
= 𝜕𝜞 (0)

𝜕𝒖r
𝜕𝒖r
𝜕𝜞

, (A.37)

𝜕𝜞 (0)
𝑘+1

𝜕𝑼𝑘
= 𝜕𝜞 (0)

𝜕𝒖r
𝜕𝒖r
𝜕𝑼

, (A.38)

here
𝜕𝜞
𝜕𝒖r

= ℎ𝑐′𝑡 (𝑎)𝒏(𝜓)(𝒖
T
r 𝒏(𝜓)) . (A.39)

he Jacobian of rotor speed with respect to all element positions is
alculated as

𝜕𝒖𝑟
𝜕𝑿𝑘

= 1
𝑛u

𝑛u−1
∑

𝑖=0

(

𝜕
𝜕𝑿𝑘

(

𝒖∞(𝒙𝑖, 𝒒)
)

+ 𝜕
𝜕𝑿𝑘

(

𝒖ind(𝒙𝑖, 𝒒)
)

)

, (A.40)

ith

𝜕𝒖∞(𝒙𝑖, 𝒒)
𝜕𝑿

= 20(𝒙 − 𝒙(𝑏)𝑖 )𝑤̄(𝑏)
𝑖 − 𝑤̄(𝑏)

𝑖

𝑛u−1
∑

𝑖=0

𝑛r
∑

𝑏=0
20(𝒙 − 𝒙(𝑏)𝑖 )𝑤̄(𝑏)

𝑖 , (A.41)

with the partial derivatives placed in 2D as
[

𝜕𝒖ind(𝒙𝑖 ,𝒒)
𝜕𝑿(𝑎)

]

0𝑗
= 𝜕𝒖
𝜕𝒙(𝑎)𝑗

(

𝒙𝑖,𝒙
(𝑎)
𝑗

)

(A.42)

for 𝑗 = 0, 1 , 𝑎 = 0, 1,… , 𝑛r − 1 ,

and for the 3D FVW as

[

𝜕𝒖ind(𝒙𝑖 ,𝒒)
𝜕𝑿(𝑎)

]

0𝑗
=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜕𝒖
𝜕𝒙(𝑎)

𝑗

(

𝒙𝑖,𝒙
(𝑎)
𝑗 ,𝒙

(𝑎)
𝑗+1

)

if 𝑗 = 0 ,

𝜕𝒖
𝜕𝒙(𝑎)

𝑗

(

𝒙𝑖,𝒙
(𝑎)
𝑗−1,𝒙

(𝑎)
𝑗

)

if 𝑗 = 𝑛e ,

𝜕𝒖
𝜕𝒙(𝑎)

𝑗

(

𝒙𝑖,𝒙
(𝑎)
𝑗−1,𝒙

(𝑎)
𝑗

)

+ 𝜕𝒖
𝜕𝒙(𝑎)

𝑗

(

𝒙𝑖,𝒙
(𝑎)
𝑗 ,𝒙

(𝑎)
𝑗+1

)

otherwise ,

(A.43)
for 𝑗 = 0, 1,… , 𝑛e , 𝑎 = 0, 1,… , 𝑛r − 1 .

The Jacobian with respect to all vortex strengths is calculated as

𝜕𝒖r
𝜕𝜞 𝑘

= 1
𝑛u

𝑛u−1
∑

𝑖=0

𝜕
𝜕𝜞 𝑘

(

𝒖ind(𝒙𝑖, 𝒒)
)

, (A.44)

with the partial derivatives
[

𝜕𝒖ind(𝒙𝑖 ,𝒒)
𝜕𝜞 (𝑎)

𝑘

]

1𝑗
= 𝜕𝒖
𝜕𝛤 (𝑎)

𝑗

(

𝒙𝑖,𝒙
(𝑎)
𝑗−1,𝒙

(𝑎)
𝑗

)

(A.45)

for 𝑗 = 1, 2,… , 𝑛e and 𝑎 = 0, 1,… , 𝑛r − 1 .

The derivative of the free-stream contribution to the disc-averaged
velocity over the rotor is

𝜕𝒖r
𝜕𝒖(𝑏)∞,𝑖

= 1
𝑛u

𝑛u−1
∑

𝑖=0
𝑤̄(𝑏)
𝑖 (𝒙𝑖, 𝒒) . (A.46)

The Jacobian matrix of the state update with respect to the inputs
is defined as

𝜕𝒒𝑘+1
𝜕𝒎𝑘

= 𝜕
𝜕𝒎𝑘

⎡

⎢

⎢

⎢

⎢

⎣

𝑿
𝜞
𝑼
𝑴

⎤

⎥

⎥

⎥

⎥

⎦𝑘+1

=

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝜕𝑿𝑘+1
𝜕𝒎𝑘
𝜕𝜞 𝑘+1
𝜕𝒎𝑘
𝟎

𝜕𝑴𝑘+1
𝜕𝒎𝑘

⎤

⎥

⎥

⎥

⎥

⎥

⎦

. (A.47)

The position of the first ring is directly controlled with the yaw
angle

[

𝜕𝑿(0) ]

=
𝜕𝒙(0)𝑖 for 𝑖 = 0, 1,… , 𝑛e , (A.48)
𝜕𝜓 𝑖 𝜕𝜓
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Fig. B.10. Variation of power for 2D FVW normalised by power estimate from momentum theory, for upstream (top) and downstream (bottom) turbine in a configuration as in
Fig. 1. The cross indicates the parameter choice used in this paper. The base settings for this parameter sweep are: axial induction 𝑎0 = 0.3 and 𝑎1 = 0.33, number of rings 𝑛r = 60,
time step ℎ = 0.2, and core size 𝜎 = 0.1.
Fig. B.11. Variation of power for 3D FVW normalised by power estimate from momentum theory, for upstream (top) and downstream (bottom) turbine in a configuration as in
Fig. 2. The cross indicates parameter choice used in this paper. The base settings for this parameter sweep are: axial induction 𝑎0 = 0.3 and 𝑎1 = 0.33, number of rings 𝑛r = 40,
number of elements per ring 𝑛e = 16, time step ℎ = 0.3, and core size 𝜎 = 0.16.
Fig. B.12. Total power estimate with the 3D FVW under yaw misalignment for varying
number of vortex filaments in vortex ring discretisation. The dashed line indicates the
number of elements used in this paper. Configuration as in Fig. 2.

which in 2D yields

𝜕𝒙(0)0
𝜕𝜓

=
𝜕𝐑𝑧(𝜓𝑘)
𝜕𝜓

[

0
𝑟

]

,
𝜕𝒙(0)1
𝜕𝜓

=
𝜕𝐑𝑧(𝜓𝑘)
𝜕𝜓

(𝜓𝑘)
[

0
−𝑟

]

, (A.49)

and in 3D yields

𝜕𝒙(0)𝑖 (𝜓)
𝜕𝜓

=
𝜕𝐑𝑧(𝜓𝑘)
𝜕𝜓

⎡

⎢

⎢

⎢

0
𝑟 cos(2𝜋 𝑖

𝑛e
)

𝑟 sin(2𝜋 𝑖 )

⎤

⎥

⎥

⎥

for 𝑖 = 0, 1,… , 𝑛e , (A.50)
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⎣ 𝑛e ⎦
given the derivative of the rotation matrix in the relevant dimension,

𝜕𝐑𝑧(𝜓)
𝜕𝜓

=
[

− sin𝜓 cos𝜓
−cos𝜓 − sin𝜓

]

,
𝜕𝐑𝑧(𝜓)
𝜕𝜓

=
⎡

⎢

⎢

⎣

− sin𝜓 cos𝜓 0
− cos𝜓 − sin𝜓 0

0 0 0

⎤

⎥

⎥

⎦

.

(A.51)

The vortex strength of the first ring depends on the yaw angle as
[

𝜕𝜞 (0)

𝜕𝜓

]

𝑖
=
𝜕𝛤 (0)

𝑖
𝜕𝜓

(𝑎, 𝜓) for 𝑖 = 1, 2,… , 𝑛e , (A.52)

where

𝜕𝛤 (0)
𝑖
𝜕𝜓

= ℎ𝑐′t (𝑎)(𝒖
T
𝑟 𝒏(𝜓))

(

𝒖Tr
𝜕𝒏(𝜓)
𝜕𝜓

)

. (A.53)

The vortex strength of the first ring depends on the thrust coefficient
as
[

𝜕𝜞 (0)

𝜕𝑎

]

𝑖
=
𝜕𝛤 (0)

𝑖
𝜕𝑎

(𝑎, 𝜓) for 𝑖 = 1, 2,… , 𝑛e , (A.54)

where

𝜕𝛤 (0)
𝑖
𝜕𝑎

=
(

ℎ1
2
(𝒖r ⋅ 𝒏(𝜓))2

) 𝜕𝑐′t
𝜕𝑎

, (A.55)

𝜕𝑐′t
𝜕𝑎

=

⎧

⎪

⎨

⎪

⎩

4
(1−𝑎)2 if 𝑎 ≤ 𝑎t ,
2𝑐t1

(1−𝑎)3 −
4(
√

𝑐t1−1)
(1−𝑎)2 if 𝑎 > 𝑎t .

(A.56)
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t

The derivative of saved controls is identity,
𝜕𝑴𝑘+1
𝜕𝒎𝑘

= 𝐈𝑛c . (A.57)

A.2. Output and objective function

The input sensitivity of the objective function is calculated as
𝜕𝐽𝑘
𝜕𝒒𝑘

= 𝐐
𝜕𝒚𝑘
𝜕𝒒𝑘

− 2𝜟𝒎T
𝑘𝐑 , (A.58)

𝜕𝐽𝑘
𝜕𝒎𝑘

= 𝐐
𝜕𝒚𝑘
𝜕𝒎𝑘

+ 2𝜟𝒎T
𝑘𝐑 . (A.59)

The partial derivative of the output to the controls is 𝜕𝒚𝑘∕𝜕𝒎𝑘 = 0
because the power is calculated with controls saved in the state vector
𝒒𝑘. The Jacobian of the output to the states is given as
𝜕𝒚𝑘
𝜕𝒒𝑘

=
[

𝜕𝒚𝑘
𝜕𝒖r

] [

𝜕𝒖r
𝜕𝑿𝑘

𝜕𝒖r
𝜕𝜞 𝑘

𝜕𝒖r
𝜕𝑼𝑘

𝜕𝒖r
𝜕𝑴𝑘

]

+
[

𝟎 𝟎 𝟎 𝜕𝒚𝑘
𝜕𝑴𝑘

]

.

The Jacobian of the power output to the saved control inputs for
he two-turbine case presented in this paper is constructed as

𝜕𝒚𝑘
𝜕𝑴𝑘

=
⎡

⎢

⎢

⎣

𝜕𝑃0
𝜕𝑎0

𝜕𝑃0
𝜕𝜓0

0 0

0 0 𝜕𝑃1
𝜕𝑎1

𝜕𝑃1
𝜕𝜓1

⎤

⎥

⎥

⎦

, (A.60)

with the partial derivatives to the axial induction
𝜕𝑃0
𝜕𝑎0

= 1
2
𝐴r (𝒖r0 ⋅ 𝒏(𝜓0))3

4
(1 − 𝑎0)2

, (A.61)

𝜕𝑃1
𝜕𝑎1

= 1
2
𝐴r (𝒖r1 ⋅ 𝒏(𝜓1))3(−8𝑎1(1 − 𝑎1) + 4(1 − 𝑎1)2) , (A.62)

and the partial derivatives to the yaw angle
𝜕𝑃0
𝜕𝜓0

= 3
2
𝑐′P(𝑎0)𝐴r (𝒖r0 ⋅ 𝒏(𝜓0))2(𝒖Tr0

𝜕𝒏(𝜓0)
𝜕𝜓0

) , (A.63)

𝜕𝑃1
𝜕𝜓1

= 3
2
𝑐′P(𝑎1)𝐴r (𝒖∗r1 ⋅ 𝒏(𝜓1))2(𝒖∗Tr1

𝜕𝒏(𝜓1)
𝜕𝜓1

) . (A.64)

Taking the derivative of the output to the rotor velocity yields

[

𝜕𝒚𝑘
𝜕𝒖r

]

=
⎡

⎢

⎢

⎣

𝜕𝑃0
𝜕𝒖r0

0

0 𝜕𝑃1
𝜕𝒖r1

⎤

⎥

⎥

⎦

, (A.65)

𝜕𝑃0
𝜕𝒖r0

= 3
2
𝑐′P(𝑎0)𝐴r (𝒖r0 ⋅ 𝒏(𝜓0))2𝒏(𝜓0)T , (A.66)

𝜕𝑃1
𝜕𝒖r1

= 3
2
𝑐′P(𝑎1)𝐴r (𝒖r1 ⋅ 𝒏(𝜓1))2𝒏(𝜓1)T(1 − 𝑎1) . (A.67)

Appendix B. Convergence study for numerical methods

A variation of model parameters for the numerical methods was
performed to show convergence for the model configuration chosen in
this paper as presented in Section 4.1. The power output under steady
conditions is compared to the reference power from momentum theory
for validation, calculated as

𝑝0,ref = 𝑐′p(𝑎0)𝐴r (𝑢∞(1 − 𝑎0))3 , (B.1)

𝑝1,ref = 𝑐′p(𝑎1)𝐴r (𝑢∞(1 − 2𝑎0)(1 − 𝑎1))3 , (B.2)

and normalised as 𝑝̄ = 𝑝∕𝑝ref . Turbine configuration is chosen with a
5D spacing as used in this paper and illustrated in Fig. 1.

The normalised power for a parameter sweep around the operating
point from Table 1 is shown in Fig. B.10, evaluating combinations of
time step ℎ, vortex core size 𝜎, and number of rings 𝑛r . The chosen
parameters appear to be a good match for the normalised power of the
upstream turbine, 𝑝̄0. There is a dependency between time step and core
size, so they need to be chosen together. The combination of number
of rings to model the wake needs to be chosen together with the time-
step such that the wake covers the downstream turbine. As long as the
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wake adequately covers the downstream turbine position, the power
estimate is not very sensitive to variations in the parameters observed
here. The 2D FVW does not exactly represent momentum theory, so it
is unsurprising that downstream power is overestimated.

A similar sweep with the 3D FVW is shown in Fig. B.11. The trends
in the results are similar to those shown in the parameter variations for
the 2D FVW. For this configuration without yaw misalignment, results
appeared not very sensitive to the number of elements used in the
discretisation of the vortex rings.

The number of elements in ring discretisation is important for
dynamics of wake redirection under yaw misalignment because finer
discretisations better represent the curled wake. Fig. B.12 shows that
power gain from yaw misalignment is observed even for coarse dis-
cretisations of the vortex filament rings. In the trade-off between com-
putational limits and better convergence of the dynamics, a number of
elements 𝑛e = 16 was chosen for use in this paper.
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